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Abstract

Parameters of equity pricing models, such as the Heston’s stochastic volatility model, have to be calibrated every day to new market data of European vanilla options by minimizing a particular functional. Hence, the optimal parameter set might turn out to vary significantly on a daily basis, depending on the quality of the initial guess and therefore on the local minima which is reached by the local optimizer method. However, thanks to the emergence of market data for volatility derivatives, practitioners might resort to time series or market quotes to determine some of the model parameters beforehand and perform therefore a calibration on a reduced parameter set. In particular, the spot variance \( \sigma_0 \) of the Heston model can be inferred beforehand from the spot value of the volatility index whereas the long run variance \( \eta \) can be estimated either from the time series of the volatility index or from the VIX option surface.

This paper provides a market-implied estimate of \( \eta \) which is inferred from the Put-Call parity for long maturity options on the VIX. We then compare the such obtained mark-to-market estimate with the \( \eta \) parameter obtained from the calibration and with the estimate inferred from the VIX time series by using either a moving window or the exponentially weighted moving average technique. Moreover, this paper features a detailed calibration performance study of the Heston model for the two calibration procedures, i.e. the standard calibration on the whole parameter set and the different reduced calibrations on the parameter set \( \{\kappa, \lambda, \rho\} \).

We also investigate the calibration risk which arises by considering different objective functions and/or different calibration methodologies and price a wide range of exotic options for the different calibration settings. For the numerical study, we consider daily S&P500 and VIX market quotes for a period extending from the 24th of February 2006 until the 31st of October 2009, including therefore the credit crunch.
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1 Introduction

This paper features the calibration performance of the Heston model for two calibration procedures. The first one consists of the common calibration on the whole parameter set \( \{v_0, \kappa, \eta, \lambda, \rho\} \) whereas the second one consists of a calibration on the reduced parameter set \( \{\kappa, \lambda, \rho\} \) where the spot variance \( v_0 \) is inferred beforehand from the spot VIX and the long run variance \( \eta \) is determined beforehand on the basis of either VIX time series or the VIX option surface. In [5], Guillaume and Schoutens have investigated the fit of the implied volatility surface under the Heston model for a period extending from the 24th of February 2006 until the 30th of September 2008 for both the standard calibration and a particular reduced calibration where \( \eta \) is inferred from a moving window of the VIX time series. In particular they have shown that, for the period considered, both calibration methods lead to a fit of the option surface of a similar quality for a well chosen length of the time series window. In this paper we perform a similar study but for an extended time period (including the whole credit crisis) and for additional reduced calibration procedures as well. Indeed, in [5], it has been shown that the choice of the length of the time series window to fix the long run variance strongly depends on the market volatility regime. Hence it might be interesting to find an estimate of \( \eta \) which is independent of any time series window. The first matching method we propose to approximate the long run variance is to use the exponentially weighted moving average (or EWMA) technique. However, both the EWMA and the moving window methodologies rest on time series of the VIX index and not on current market data which reflect the future expectations of the investors. Hence, we will propose a market implied estimate of \( \eta \) inferred from the VIX option surface, or more precisely from VIX options with a long maturity.

The Chicago Board Options Exchange launched trading of VIX option contracts on the 24th of February 2006. After nine months, the VIX option trading volume almost reaches 4.5 million contracts, making it the most successful new product launched in CBOE history. Figure 1 shows the monthly volume of VIX options which had experienced a substantial increase until the mid of 2007. Since then, the monthly volume of VIX option contracts has oscillated between one and three millions, with an average amounting to roughly two millions. Hence, given the substantial liquidity of VIX options, it is possible to infer an accurate estimate of the long run volatility from their market quotes.

2 Calibration of the Heston model

2.1 The Heston’s stochastic volatility model

In [6], Heston proposed a model which extends the Black-Scholes model by making the volatility parameter \( \sigma \) stochastic. In particular, the squared volatility is modeled by a CIR process, which is coherent with the positivity and mean-reverting characteristics of the empirical volatility (see for instance [10]). The stock price process follows the well-known Black-Scholes stochastic differential equation:

\[
\frac{dS_t}{S_t} = (r - q)dt + \sqrt{v_t}dW_t, \quad S_0 \geq 0
\]  

and the squared volatility process follows the CIR stochastic differential equation:

\[
dv_t = \kappa (\eta - v_t) dt + \lambda \sqrt{v_t}d\tilde{W}_t, \quad v_0 = \sigma_0^2 \geq 0,
\]  

where \( \tilde{W}_t \) is a standard Brownian motion. The parameters \( \kappa, \lambda, \eta, \sigma_0^2, r, q \) are all positive, and \( \kappa \) is the mean reversion speed, \( \lambda \) is the volatility of volatility, \( \eta \) is the long run variance, and \( \sigma_0^2 \) is the initial variance.
Figure 1: Monthly volume of VIX Options.

where $W = \{W_t, t \geq 0\}$ and $\tilde{W} = \{\tilde{W}_t, t \geq 0\}$ are two correlated standard Brownian motions such that $\text{Cov}(dW_t, d\tilde{W}_t) = \rho dt$ and where $\sigma_0$ is the initial variance, $\kappa > 0$ the mean reversion rate, $\eta > 0$ the long run variance, $\lambda > 0$ the volatility of variance and $\rho$ the correlation. The variance process is always positive and can not reach zero if $2\kappa\eta > \lambda^2$. Moreover, the deterministic part of the CIR process is asymptotically stable if $\kappa > 0$ and tends towards the equilibrium point $\nu_t = \eta$. The model parameters can be determined either by matching data or by calibration. In practice, calibrated parameters turn out to be unstable and often unreasonable (see [11]). Hence, we will propose a method which consists of a mixture of matching data and calibration in order to increase the stability of the model parameters and decrease the calibration computation time.

2.2 Pricing of vanilla Options using Characteristic Functions

The vanilla option prices are computed by using the Carr-Madan formula (see [2]):

$$ C(K, T) = \frac{\exp(-\alpha \log(K))}{\pi} \int_0^{+\infty} \exp(-iv \log(K)) \varphi(v) dv, $$

where

$$ \varphi(v) = \frac{\exp(-r T) E[\exp(i(v - (\alpha + 1)i) \log(S_T))]}{\alpha^2 + \alpha - v^2 + i(2\alpha + 1)v} $$

$$ = \frac{\exp(-r T) \phi(v - (\alpha + 1)i, T)}{\alpha^2 + \alpha - v^2 + i(2\alpha + 1)v}, $$

where $\alpha$ is a positive constant such that the $(1 + \alpha)$th moment of the stock price process exists and $\phi$ is the risk neutral (i.e. under $Q$) characteristic function of the log stock price process at maturity $T$:

$$ \phi(w; T) = \mathbb{E}_Q[\exp(iw \log(S_T))|S_0, \sigma_0^2]]. $$
Under the Heston model, the characteristic function is given by (see [1] or [9]):

$$
\phi(u; T) = \exp \left( iu \left( \log S_0 + (r - q)T \right) \right) \exp \left( \frac{\eta \kappa}{\lambda^2} \left( (\kappa - \rho \lambda iu - d)T - 2 \log \left( \frac{1 - ge^{-\xi t}}{1 - g} \right) \right) \right) \\
\times \exp \left( \frac{\eta^2 \kappa}{2 \lambda^2} \left( (\kappa - \rho \lambda iu - d) \frac{1 - e^{-\xi t}}{1 - g} \right) \right),
$$

where

$$
d = \sqrt{(\rho \lambda iu - \kappa)^2 + \lambda^2 (iu + u^2)}
$$

$$
g = \frac{\kappa - \rho \lambda iu - d}{\kappa - \rho \lambda iu + d}.
$$

Using the Carr-Madan formula and combining it with numerical techniques that evaluate the integral involved in an efficient way (based on the Fast Fourier Transform (FFT)) lead to an extremely fast pricing algorithm of the entire option surface (see [2]). Indeed the algorithm generates in one run all prices for a fine strike grid and all the given maturities.

2.3 Calibration sets

The goodness of fit of the Heston model is determined by the root mean square error objective function:

$$
RMSE = \sqrt{\frac{1}{N} \sum_{j=1}^{N} \left( P_j - \hat{P}_j \right)^2},
$$

where $N$ stands for the number of quoted options and $P$ and $\hat{P}$ denote the market and model price, respectively.

Minimizing the objective function (2.3) is clearly a nonlinear programming problem with the nonlinear constraint $2\kappa \eta > \lambda^2$. Unfortunately the root mean square error is far from being convex and it turns out that there exist usually many local minima (see for instance [8]).

In practice, the model parameters have to be recalibrated every day to new market data. Hence, the optimal parameter set might turn out to vary significantly on a day-to-day basis, depending on the quality of the initial guess and therefore on the local minima which is reached by the local optimization method. In order to avoid such a fluctuation of the model parameters, practitioners might resort to time series or market quotes to determine some of the model parameters. In particular, the parameters $\nu_0$ can be fixed beforehand from the spot value of the volatility index whereas $\eta$ can be estimated either from the historical time series of the volatility index by the moving window or the exponentially weighted moving average technique or from the market quotes of VIX options.

- The **moving window** (MW) estimate

  The moving window estimate is computed as the mean of the variance of the stock price process over a time series window which moves forward through time:

  $$
  \eta_{MW} = \frac{1}{T_{VIX}} \int_{-T_{VIX}}^{0} \left( \frac{\text{VIX}(t)}{100} \right)^2 dt = \text{mean}_{-T_{VIX} \leq t \leq 0} \left( \frac{\text{VIX}(t)}{100} \right)^2.
  $$

  For the numerical study, we will consider a length of the VIX time series window equal to six months, three years or five years.
The exponentially weighted moving average (EWMA) estimate

The exponentially weighted moving average estimate of the long run variance is given by

\[
\eta^{\text{EWMA}} = (1 - \alpha) \sum_{i=1}^{N} \alpha^{N-i} \left( \frac{\text{VIX}(t_i)}{100} \right)^2
\]

where \(\alpha \in (0,1)\), \(t_i = t_0 - (N - i)\Delta t\) and where \(N \to \infty\) is the number of data in the time series. The most recent the VIX quote, the highest the corresponding weight. In particular, the weights \(\alpha^{N-i}\) decrease exponentially as we move back through time. The parameter \(\alpha\) determines how responsive the estimate \(\eta^{\text{EWMA}}\) is to the most recent daily percentage change of the VIX: a low value of \(\alpha\) corresponds to a highly volatile estimate. For the numerical study, we consider a parameter \(\alpha\) equal to 0.94, which is the value used by JP Morgan for the RiskMetrics database (see [7]). The MW and EWMA estimates of the long run variance are determined on the basis of time series and are therefore historical estimates.

The market-implied (MI) estimate

We propose a robust way of computing a risk-neutral long run volatility estimate, referred as long VIX, or LVIX and inferred from the market price of long term European vanilla options on VIX; reflecting therefore the expectations of the investors. From the non-arbitrage principle, the long run volatility should be equal to the at-the-money strike for long term VIX options. Indeed, from the Put-Call parity, we have that

\[
P(K, T) - C(K, T) = \exp(-rT)(K - \text{VIX}_T)
\]

and in particular \(K = \text{VIX}_T\) iff \(P(K, T) = C(K, T)\). Hence, the long run volatility might be approximated by the at-the-money strike of long term options on VIX:

\[
\eta^{\text{MI}} = \left( \frac{K^{\text{ATM}}}{100} \right)^2 = \left( \frac{\text{LVIX}(t_0)}{100} \right)^2.
\]

For the numerical study, we will consider the options with the quoted maturity which is the closest to one year. The at-the-money strike is obtained by interpolation of the call-put spread. The market-implied estimate of \(\eta\) allows us to take into account additional market information in the calibration methodology since it is derived from the VIX option surface which is not a calibration instrument in the standard calibration procedure.

We will thus compare the calibration performance of the Heston model by using

1. a fully free parameter set \(\{v_0, \kappa, \eta, \lambda, \rho\}\);
2. a reduced parameter set \(\{\kappa, \lambda, \rho\}\), using the market data to fix \(v_0\) and \(\eta\):
   - \(v_0\) is set equal to the square of the spot price of the VIX index expressed in units:
     \[
v_0 = \left( \frac{\text{VIX}(t_0)}{100} \right)^2;
     \]
   - \(\eta\) is estimated on the basis of either the empirical VIX index (by equation (2.4) or (2.5)) or the VIX option market quotes (by equation (2.6)).
For the numerical study we use S&P500 and VIX quotes. The different calibrations are performed on the whole set of quoted vanilla options (i.e. both call and put options on the whole strike and time to maturity ranges); which includes on average 914.6485 options, the minimum and maximum number of options amounting to 437 and 1567, respectively.

3 Calibration performance and Evolution of the model parameters through time

This section features the evolution of the RMSE functional and the different model parameters through time for a period extending from the 24th of February 2006 until the 30th of October 2009 for the full calibration and the different reduced calibrations considered in Section 2.3.

As mentioned in [5], the moving window calibration performance depends on the length of the moving time series window. In particular, we can distinguish two periods: the first one extending from February 2006 until July 2007 and the second one from August 2007 until October 2009. For the first period, the optimal moving window calibration is obtained by considering the widest time series window, i.e. $T_{VIX}^V$ equal to five years whereas, for the second period, the narrowest window (i.e. $T_{VIX}^V$ equal to six months) leads to the best calibration of the option surface.

Moreover, except for a period extending from mid-October 2008 until mid-December 2008, the RMSE functional obtained by considering the market implied estimate of $\eta$ is pretty close to the RMSE functional of the full calibration procedure. In particular, $\eta^{MI}$ leads to a better fit of the implied volatility surface than the time series estimate obtained by the MW or the EWMA technique; which is coherent with the fact that $\eta^{MI}$ reflects the future expectations of market participants whereas $\eta^{MW}$ and $\eta^{EWMA}$ reflect the past expectations of investors. We also notice that the EWMA functional is usually closer to the six months MW objective function than to the other MW objective functions.

To have some insight into the precision of the different calibration settings, it is interesting to have a look at the evolution through time of the two parameters which are inferred beforehand from the VIX quotes, i.e. the initial variance $v_0$ and the long run variance $\eta$.

\footnote{Given the significant difference in the magnitude order of the different quantities of interest, the total period will be typically split into two parts.}
From the evolution of the spot VIX (see upper part of Figure 3), it is clear that the two periods previously mentioned correspond to two different volatility regimes. More precisely, as mentioned in [5], the transition in between the two periods coincides with the beginning of the credit crisis, characterised by a substantial increase of the VIX index. Moreover, the market-implied spot variance, as well as the calibrated $\eta$ in a smaller extent, exhibits a sharp increase from mid-September 2008. This date coincides with the bankruptcy of Lehman Brothers which is therefore the trigger of the panic wave occurring between October and December 2009, where the market spot variance reaches some exceptional level of more than sixty-five percents.

By comparing Figure 2 and Figure 3, we note that the significant difference between the RMSE objective function of the full calibration and this of the mark-to-market setting over the period ranging from mid-October to mid-December 2008 might be explained by the significant difference between the calibrated $v_0$ and the square of the spot VIX during the panic wave. Nevertheless, except for this two months period, the square of the spot VIX appears to be close to the initial variance parameter obtained by calibrating the whole parameter set and both exhibit a similar trend.

On the other hand we note that the estimate of the long run variance $\eta$ turns out to be significantly different from one calibration procedure to the other. In particular, the time series estimates and the mark-to-market estimate of $\eta$ are typically lower than the value of $\eta$ resulting from the whole calibration. However we notice some exception for the EWMA and the six months MW estimates from October 2008 until may 2009 and for the market implied estimate from October 2008 until December 2008, which might be explained by the relatively high value of the market implied spot variance in comparison to the calibrated value during the investors’ fear wave of the end of 2008. Furthermore the moving window estimates exhibit a significantly smoother trend than the calibrated parameter, especially for a wide time series window whereas both the mark-to-market and the EWMA estimate of $\eta$ roughly follow the same trend as the calibrated parameter. Moreover, the mark-to-market estimate and in a larger extend the EWMA estimate exhibit the same, although clearly smoother, trend as the spot variance (or equivalently as the square of the spot VIX). We also observe that, although smoother, the six months MW estimate follows a similar trend as the EWMA estimate, which explains the small difference of the RMSE under these two settings.

The calibrated parameter usually turns out to be closer to $\eta^{\text{MI}}$ than to $\eta^{\text{EWMA}}$ or $\eta^{\text{MW}}$ which explains the better fit obtained by inferring the long run variance from VIX option quotes. For the first period, the MW long run variance computed for a period $T^{\text{VIX}}$ of five years leads to an accurate fit of the option surface since then the average of the calibrated parameter $\eta$ roughly follow the same trend as the parameter inferred from the VIX time series. On the other hand, for the second period the six months window leads to the smallest difference between the calibrated and moving window estimate of the long run variance.

From the left lower part of Figure 3, it is clear that both $\eta^{\text{MI}}$ and $\eta^{\text{EWMA}}$ immediately react to the switch in the volatility regime, which is consistent with their definition. Indeed, the computation of $\eta^{\text{MI}}$ is directly inferred from the market quotes and the $\eta^{\text{EWMA}}$ is assessed by associating more weight to the spot variance than to historical variances. On the other hand, the reflection of the market trend in the moving window estimate is delayed by a period which increases with the length of the time series window. In particular, the sixth months MW estimate reflects almost immediately the switch from one volatility regime to the other, although we clearly observe a delay in between the reaction time of this estimate and the reaction time of both the EWMA and MI estimates. On the other hand, the three and five years estimates need more than one year to reflect the switch of volatility regime. Moreover, these two estimates are not able to reflect the peak in the VIX index.
occurring during the panic wave, which might be explained by the (too) wide time series window.

Figure 3: Evolution of the parameter $v_0$ (upper) and $\eta$ (lower) through time for the different calibration procedures.

The matching of the spot value and the long run variance results in some adjustment of the other parameters calibrated on the S&P500 implied volatility surface. Figure 4 shows the evolution through time of these parameters, i.e. $\lambda$, $\kappa$ and $\rho$ under both the full and the reduced settings. In particular, the parameters $\lambda$ and $\kappa$ are typically set to a higher value than the optimal one whereas the correlation $\rho$ is typically set to a lower value. We also observe that the parameter $\rho$ is from time to time touching its boundary value of -1 and that the parameter $\kappa$ might reach some exceptionally high level.
Figure 4: Evolution of the parameters $\lambda$ (upper), $\kappa$ (center) and $\rho$ (lower) through time for the different calibration procedures.

The goodness of fit of the full and reduced calibrations is shown on Figure 5, Figure 6 and Figure 7 for the 31st of October 2006, the 18th of September 2008 and the 11th of December 2008, respectively (i.e. for three typical quote dates, the first one belonging to the low volatile regime period, the second one to the crisis period and the third one to the panic wave period)\textsuperscript{2}. For each quote date, we consider the time series estimate of $\eta$ which leads to the smallest root mean square error. Except for the panic wave period, the model vanilla prices obtained with and without fixing beforehand the parameters $v_0$ and $\eta$ barely differ from each other and are pretty close to the

\textsuperscript{2}Except during the panic wave period, the biggest distance between the model and market option prices occurs for the shortest maturity and might be explained by the fact that the dividend yield we consider is fixed and not maturity dependent.
corresponding market prices.

Figure 5: calibration of the Heston model - 31/10/2006
Figure 6: calibration of the Heston model - 18/09/2008
Figure 7: calibration of the Heston model - 11/12/2008
3.1 Calibration with respect to different objective functions

This subsection features a comparison of the fit of vanilla option market prices under the different calibration procedures and for different functionals: the root mean square error (RMSE), the average absolute error as a percentage of the mean price (APE) and the average relative error (ARPE) where

\[ APE = \frac{1}{\text{mean}_j \hat{P}_j} \sum_{j=1}^{N} \left| \frac{P_j - \hat{P}_j}{\hat{P}_j} \right| \]

and

\[ ARPE = \frac{1}{N} \sum_{j=1}^{N} \left| \frac{P_j - \hat{P}_j}{\hat{P}_j} \right| . \]

Table 1 shows the average precision and daily variation of the different model parameters for the different calibration procedures and objective functions.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>calibration</th>
<th>MW (T^{VIX} = 0.5)</th>
<th>MW (T^{VIX} = 3)</th>
<th>MW (T^{VIX} = 5)</th>
<th>EWMA</th>
<th>market-implied</th>
</tr>
</thead>
<tbody>
<tr>
<td>average precision</td>
<td>2.239650</td>
<td>4.062263</td>
<td>4.834824</td>
<td>4.652399</td>
<td>5.304151</td>
<td>3.999228</td>
</tr>
</tbody>
</table>
| average \( \Delta \)v
| 0.006793 | 0.009460 | 0.009460 | 0.009460 | 0.009460 | 0.009460 |
| average \( \Delta \)\( \eta \) | 0.022588 | 0.000567 | 8.864555e-05 | 5.796916e-05 | 0.001152 | 0.001986 |
| average \( \Delta \)\( \lambda \) | 0.080715 | 0.082411 | 0.050275 | 0.045892 | 0.134313 | 0.098315 |
| average \( \Delta \)\( \kappa \) | 0.413670 | 1.264941 | 0.631513 | 0.570401 | 2.030938 | 1.179841 |
| average \( \Delta \)\( \rho \) | 0.052782 | 0.014224 | 0.012173 | 0.015022 | 0.017561 | 0.038741 |

<table>
<thead>
<tr>
<th>ARPE</th>
<th>calibration</th>
<th>MW (T^{VIX} = 0.5)</th>
<th>MW (T^{VIX} = 3)</th>
<th>MW (T^{VIX} = 5)</th>
<th>EWMA</th>
<th>market-implied</th>
</tr>
</thead>
<tbody>
<tr>
<td>average precision</td>
<td>0.235445</td>
<td>0.358760</td>
<td>0.359595</td>
<td>0.348677</td>
<td>0.324854</td>
<td>0.305351</td>
</tr>
</tbody>
</table>
| average \( \Delta \)v
| 0.009716 | 0.009460 | 0.009460 | 0.009460 | 0.009460 | 0.009460 |
| average \( \Delta \)\( \eta \) | 0.044100 | 0.000567 | 8.864555e-05 | 5.796916e-05 | 0.001152 | 0.001986 |
| average \( \Delta \)\( \lambda \) | 0.111124 | 0.062548 | 0.049030 | 0.051594 | 0.079298 | 0.082063 |
| average \( \Delta \)\( \kappa \) | 0.684585 | 0.634506 | 0.578065 | 0.522025 | 0.668268 | 0.691249 |
| average \( \Delta \)\( \rho \) | 0.053700 | 0.035944 | 0.038836 | 0.034663 | 0.034663 | 0.038442 |

<table>
<thead>
<tr>
<th>APE</th>
<th>calibration</th>
<th>MW (T^{VIX} = 0.5)</th>
<th>MW (T^{VIX} = 3)</th>
<th>MW (T^{VIX} = 5)</th>
<th>EWMA</th>
<th>market-implied</th>
</tr>
</thead>
<tbody>
<tr>
<td>average precision</td>
<td>0.019201</td>
<td>0.032250</td>
<td>0.035712</td>
<td>0.034686</td>
<td>0.038651</td>
<td>0.022346</td>
</tr>
</tbody>
</table>
| average \( \Delta \)v
| 0.007801 | 0.009460 | 0.009460 | 0.009460 | 0.009460 | 0.009460 |
| average \( \Delta \)\( \eta \) | 0.027242 | 0.000567 | 8.864555e-05 | 5.796916e-05 | 0.001152 | 0.001986 |
| average \( \Delta \)\( \lambda \) | 0.094447 | 0.078535 | 0.059901 | 0.049769 | 0.126614 | 0.101588 |
| average \( \Delta \)\( \kappa \) | 0.537634 | 1.198459 | 0.931575 | 0.708374 | 1.879946 | 1.139020 |
| average \( \Delta \)\( \rho \) | 0.060817 | 0.030710 | 0.021987 | 0.016877 | 0.037403 | 0.043229 |

Table 1: Average precision and average day-to-day variation of the model parameters for the different calibration procedures and objective functions.

Globally speaking, the lost of precision due to the reduction of the number of calibrated parameters is not really significant if the long run variance is inferred from market data (i.e. from the VIX option surface). On the other hand if \( \eta \) is estimated from the time series of the VIX, the objective function is significantly higher than the optimal one, especially under the EWMA setting and for the RMSE and APE functionals. Moreover, fixing beforehand the parameter \( \eta \), whatever
the technique, leads to a significant reduction of the day-to-day variation of the long run variance and, in a lower extend, of the correlation. On the other hand, the parameter $\kappa$ turns out to vary more from one day to the other on average when $v_0$ and $\eta$ are determined beforehand. Hence, the gain in stability for the long run variance is somehow offset by the reduction of stability in the mean reversion rate. The daily variation of the parameters $v_0$ and $\lambda$ is either slightly larger or slightly smaller if we consider a reduced calibration, depending on the choice of the objective function and the particular technique used to estimate $\eta$. Similar conclusions can be drawn from the histogram of the daily variation of the model parameters (see Appendix A for the RMSE objective function case). We notice that the high value of the average daily change of $\kappa$ under the different reduced calibration settings is due to a few values of $\Delta \kappa$, the huge majority of the values being of magnitude order one or below.

The value of the different objective functions for the full and reduced calibration procedures is given in Table 2 for four particular trading days: the 31st of October 2006 (low volatility regime period), the 18th of September 2008 (credit crisis period), the 11th of December 2008 (panic wave period) and the 19th of October 2009 (end of the credit crunch).

<table>
<thead>
<tr>
<th>Date</th>
<th>Calibration</th>
<th>$T^*_{\text{VIX}} = 0.5$</th>
<th>$T^*_{\text{VIX}} = 3$</th>
<th>$T^*_{\text{VIX}} = 5$</th>
<th>EWMA</th>
<th>market-implied</th>
</tr>
</thead>
<tbody>
<tr>
<td>31/10/2006: the low volatility regime period</td>
<td>RMSE</td>
<td>0.867766</td>
<td>1.705515</td>
<td>1.680931</td>
<td>1.119678</td>
<td>5.497030</td>
</tr>
<tr>
<td></td>
<td>ARPE</td>
<td>0.251314</td>
<td>0.322358</td>
<td>0.321602</td>
<td>0.259621</td>
<td>0.334561</td>
</tr>
<tr>
<td></td>
<td>APE</td>
<td>0.009164</td>
<td>0.026294</td>
<td>0.025964</td>
<td><strong>0.012442</strong></td>
<td>0.049938</td>
</tr>
<tr>
<td></td>
<td>ARPE</td>
<td>0.176251</td>
<td>0.376801</td>
<td>0.549708</td>
<td>0.563411</td>
<td>0.412158</td>
</tr>
<tr>
<td></td>
<td>APE</td>
<td>0.032360</td>
<td>0.042608</td>
<td>0.065999</td>
<td>0.069585</td>
<td><strong>0.032711</strong></td>
</tr>
<tr>
<td></td>
<td>ARPE</td>
<td>0.246217</td>
<td><strong>0.214005</strong></td>
<td>0.629620</td>
<td>0.704610</td>
<td>0.317759</td>
</tr>
<tr>
<td></td>
<td>APE</td>
<td>0.026347</td>
<td>0.047523</td>
<td><strong>0.040497</strong></td>
<td>0.043182</td>
<td>0.084877</td>
</tr>
<tr>
<td>19/10/2009: the end of the credit crisis</td>
<td>RMSE</td>
<td>1.280985</td>
<td>1.503507</td>
<td><strong>1.368586</strong></td>
<td>3.03212</td>
<td>3.169949</td>
</tr>
<tr>
<td></td>
<td>ARPE</td>
<td>0.292831</td>
<td><strong>0.255919</strong></td>
<td><strong>0.251697</strong></td>
<td>0.290182</td>
<td>0.279091</td>
</tr>
<tr>
<td></td>
<td>APE</td>
<td>0.011769</td>
<td>0.012445</td>
<td><strong>0.011580</strong></td>
<td>0.020253</td>
<td>0.020669</td>
</tr>
</tbody>
</table>

Table 2: Objective functions (upper) and Computation time in seconds (below) for the full and reduced calibration procedures.

The matching technique leading to the lowest value of the objective function is given in bold type for each objective function. For the first quote date, both the 5 years moving window and the
market implied techniques outperform the other reduced calibration procedures. For the second quote date either the EWMA or the MI estimates of $\eta$ leads to an objective function of the same magnitude order as the optimal one. During the panic wave period, the Heston model usually leads to a poor fit of the option surface, especially for the widely used RMSE objective function. On the 19th of October 2009, the two narrowest moving windows and the market-implied techniques lead to an accurate fit of the option surface. As a conclusion, considering the market-implied estimate of the spot variance and of the long run variance leads to a distance between the model and market vanilla option prices pretty close to the optimal distance for each objective function, except during the investors fear wave of the end of 2008. Note that it might turn out that the value of the objective function under one of the reduced calibration settings is lower than the value obtained by considering the standard calibration procedure, which means that the full optimization technique reaches a local minimum. Moreover the computation time of the calibration procedure is reduced by at least almost three times for each functional if the calibration is performed on a reduced set which might turn out to be a significant advantage for practitioners.

Table 3 shows the optimal parameter set under the RMSE objective function for the four particular trading days mentioned in Table 2. It is clear that the optimal parameter set depends a lot on the choice of the calibration procedure.

<table>
<thead>
<tr>
<th>Date</th>
<th>Period</th>
<th>Calibration</th>
<th>$\text{MW (}T^{155} = 0\text{)}$</th>
<th>$\text{MW (}T^{155} = 3\text{)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31/10/2006</td>
<td>the low volatility regime period</td>
<td>$[v_0^<em>, \kappa^</em>, \eta^<em>, \lambda^</em>, \rho^*]$</td>
<td>(0.0107, 0.3642, 0.0389, 0.2114, −0.8047)</td>
<td>(0.0123, 1.6445, 0.0262, 0.3834, −0.9315)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{MW (}T^{155} = 3\text{)}$</td>
<td></td>
<td>(0.0123, 1.5097, 0.2060, 0.3804, −0.9248)</td>
</tr>
<tr>
<td>18/09/2008</td>
<td>the credit crisis period</td>
<td>$[v_0^<em>, \kappa^</em>, \eta^<em>, \lambda^</em>, \rho^*]$</td>
<td>(0.0123, 0.4002, 0.1006, −0.8302)</td>
<td>(0.0123, 1.2998, 0.0133, 0.2964, −0.8802)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{EWMA}$</td>
<td></td>
<td>(0.0123, 1.4576, 0.0256, 0.2792, −0.8351)</td>
</tr>
<tr>
<td>11/12/2008</td>
<td>the panic wave period</td>
<td>$[v_0^<em>, \kappa^</em>, \eta^<em>, \lambda^</em>, \rho^*]$</td>
<td>(0.0685, 0.2878, 0.0951, 0.2339, −0.9420)</td>
<td>(0.1096, 1.6785, 0.0561, 0.4705, −0.9999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{MW (}T^{155} = 3\text{)}$</td>
<td></td>
<td>(0.1096, 1.5314, 0.0317, 0.2861, −0.9141)</td>
</tr>
<tr>
<td>19/10/2009</td>
<td>the end of the credit crisis</td>
<td>$[v_0^<em>, \kappa^</em>, \eta^<em>, \lambda^</em>, \rho^*]$</td>
<td>(0.2403, 0.5527, 0.1271, 0.3748, −0.9803)</td>
<td>(0.3111, 0.8404, 0.1946, 0.3719, −0.9909)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{EWMA}$</td>
<td></td>
<td>(0.3111, 1.5906, 0.0779, 0.3713, −0.9876)</td>
</tr>
</tbody>
</table>

Table 3: Optimal parameter set $\{v_0^*, \kappa^*, \eta^*, \lambda^*, \rho^*\}$ for the RMSE objective function

The calibration risk was defined by Detlefsen and Hardle in [4] as the difference in the value of the calibrated parameters arising from the different specifications of the objective function. Figures 8 and 9 show the maximum absolute value of the difference between the optimal parameter $p^* \in \{v_0^*, \kappa^*, \eta^*, \lambda^*, \rho^*\}$ obtained with the different objective functions,

$$\max |p_{\text{RMSE}} - p_{\text{APE}}^*|, |p_{\text{RMSE}} - p_{\text{ARPE}}^*|, |p_{\text{APE}}^* - p_{\text{ARPE}}^*|$$

for the different calibration procedures$^3$.

$^3$The period is split in between the low volatility period and the credit crisis period given the significant difference in the calibration risk magnitude order during these two periods.
Figure 8: Evolution of the calibration risk for the parameter $v_0$ (upper) and $\eta$ (lower) through time for the different calibration procedures.

As mentioned in [5], $v_0$ and $\eta$ do not vary with the functional for the reduced calibrations since they are directly inferred from the VIX spot and the VIX historical prices or the VIX option surface, respectively. Hence each reduced calibration procedure allows to eliminate the calibration risk arising from the determination of these two parameters. Moreover, the optimal correlations $\rho$’s obtained by considering one or another functional are usually closer to each other in the reduced calibration settings than in the full calibration setting, leading to a lower calibration risk. The contrary holds for the mean reversion rate $\kappa$ whereas the calibration risk of the volatility of variance $\lambda$ is globally speaking of the same magnitude order under the standard and reduced calibration procedures.
4 Pricing of Exotic Options

This section features a comparison of the price of different exotic options under the different calibration procedures for the three particular quoting dates defined in Section 3.1, considering the RMSE objective function. As it can be seen from Figure 5, Figure 6 and Figure 7 as well as from Table 2, both the standard and the market-implied reduced calibration procedures lead to a pretty good fit of the whole set of S&P500 liquid options except during the panic wave period. Hence, we can usually hardly discriminate between the two calibration methods. We will then further compare the calibration procedures by pricing several exotic options ranging from Asian options, one-touch barrier options, lookback options and cliquet options.
The path dependent nature of exotic options requires the use of the Monte Carlo procedure to simulate sample paths of the underlying index and its volatility, or equivalently its variance. The stock price process (2.1) is discretised by using a first order Euler scheme and the variance process (2.2) using a second order Milstein scheme. The Monte Carlo simulation is performed by considering one million scenarios and 252 trading days a year.

The payoff of Asian options depends on the arithmetic average of the stock price from the emission to the maturity date of the option. The time \( t_0 = 0 \) Asian call and put price is given by

\[
AC = \exp(-rT)\mathbb{E}_Q[(\text{mean}_{0\leq t\leq T} S_t - K)^+] \]

and

\[
AP = \exp(-rT)\mathbb{E}_Q[(K - \text{mean}_{0\leq t\leq T} S_t)^+] ,
\]

respectively.

The payoff of a lookback call and put option corresponds to the call and put vanilla payoff where the strike is taken equal to the lowest and highest level the stock price has reached during the option lifetime, respectively. The initial price of the lookback call and put options is given by

\[
LC = \exp(-rT)\mathbb{E}_Q[(S_T - m_t^X)^+] \]

and

\[
LP = \exp(-rT)\mathbb{E}_Q[(M_t^X - S_T)^+],
\]

respectively where \( m_t^X \) and \( M_t^X \) denotes the minimum and maximum process of the process \( X = \{X_t, 0 \leq t \leq T\} \), respectively:

\[
m_t^X = \inf \{X_s, 0 \leq s \leq t\} \quad \text{and} \quad M_t^X = \sup \{X_s, 0 \leq s \leq t\} .
\]
The lookback call and put prices are given in Table 4.

<table>
<thead>
<tr>
<th>Calibration</th>
<th>31/10/2006</th>
<th>LP</th>
<th>18/09/2008</th>
<th>LC</th>
<th>LP</th>
<th>19/10/2009</th>
<th>LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>247.1450</td>
<td>144.2566</td>
<td>320.0110</td>
<td>277.1198</td>
<td>296.2825</td>
<td>287.0761</td>
<td></td>
</tr>
<tr>
<td>MW - TVIX = 0.5</td>
<td>243.3814</td>
<td>134.8871</td>
<td>291.4523</td>
<td>268.1978</td>
<td>290.9191</td>
<td>285.8290</td>
<td></td>
</tr>
<tr>
<td>MW - TVIX = 3</td>
<td>243.3555</td>
<td>135.1626</td>
<td>290.4874</td>
<td>264.5622</td>
<td>294.0654</td>
<td>285.7428</td>
<td></td>
</tr>
<tr>
<td>MW - TVIX = 5</td>
<td>246.2371</td>
<td>141.4669</td>
<td>292.0366</td>
<td>245.2662</td>
<td>269.9777</td>
<td>283.7615</td>
<td></td>
</tr>
<tr>
<td>EWMA</td>
<td>212.9100</td>
<td>107.4609</td>
<td>313.6819</td>
<td>280.8053</td>
<td>268.9217</td>
<td>283.8554</td>
<td></td>
</tr>
<tr>
<td>VIX</td>
<td>246.4530</td>
<td>139.3560</td>
<td>304.7779</td>
<td>281.0082</td>
<td>286.9627</td>
<td>285.9993</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Call and put Lookback prices.

The payoff of a one-touch barrier option depends on whether the underlying stock price reaches the barrier $H$ during the lifetime of the option. There exist two different types of barrier options:

- the knock-out barrier options which cease to exist when the underlying asset price reaches the threshold $H$. The down-and-out barrier is worthless unless the minimum of the stock price remains above some low barrier $H$ whereas the up-and-out barrier is worthless unless the maximum of the stock price remains below some high barrier $H$:

\[
DOBC = \exp(-rT)\mathbb{E}_Q[(S_T - K)^+ 1(m_T^S > H)]
\]

and

\[
UOBC = \exp(-rT)\mathbb{E}_Q[(S_T - K)^+ 1(M_T^S < H)]
\]
Figure 11: Down-and-out (upper) call and put and Up-and-out (lower) call and put option prices

- the knock-in barrier options which come into existence only when the asset price reaches the barrier $H$. The down-and-in barrier is worthless unless the minimum of the stock price hits some low barrier $H$ whereas the up-and-in barrier is worthless unless the maximum of the stock price crossed some high barrier $H$:

$$\text{DIBC} = \exp(-rT)\mathbb{E}_Q[(S_T - K)^+1(M_T^S \leq H)]$$

and

$$\text{UIBC} = \exp(-rT)\mathbb{E}_Q[(S_T - K)^+1(M_T^S \geq H)].$$
The payoff of a cliquet option depends on the sum of the stock return over a series of consecutive time periods \([t_i, t_{i+1}]\); each local performance being first floored and/or capped. Moreover the final sum is usually further floored and/or capped to guarantee a minimum and/or maximum overall payoff such that the cliquet options protect the investor against downside risk while allowing him for significant upside potential:

\[
\text{Cliquet} = \exp(-rT)\mathbb{E}_Q \left[ \min \left( \text{cap}^G, \max \left( \text{floor}^G, \sum_{i=1}^{N} \min \left( \text{cap}^L, \max \left( \text{floor}^L, \frac{S_{t_i} - S_{t_{i-1}}}{S_{t_{i-1}}}) \right) \right) \right) \right].
\]
As it can be seen from Figure 10 to Figure 13, except for the Asian options, the Heston price of the different exotic options turns out to be sensitive to the calibration method. For the 31st of October 2006, the exotic prices obtained by the reduced calibration procedure under the market-implied setting, and in a larger extend under the 5 years moving window setting, barely differ from the prices obtained under the optimal parameter set. On the other hand, the EWMA reduced calibration leads to significantly different exotic prices. For the 18th of September 2008, the closest prices to the prices computed with the optimal parameter set are usually obtained by considering the EWMA technique, although this depends on the particular exotic option. Indeed, for the cliquet options the distance between the standard calibration and reduced calibration prices is minimum if we consider the five years window and maximum for the EWMA technique. For the 19th of October 2009, the closest prices are usually obtained by considering the three years window parameter set. As a conclusion the reduced calibration which leads to the lowest objective function does not necessarily lead to exotic option prices which are the closest to the prices obtained by considering the standard optimal parameter set. It is also clear that the calibration risk depends on the contract specifications such as the barrier level or the cap and floor levels. In particular, for the knock-out barrier options the calibration risk significantly increases with the option prices, i.e. increases and decreases with the ratio \( \frac{H}{S_0} \) for up-and-out and down-and-out barrier options, respectively. Note that for the knock-in barrier options the influence of the barrier level on the calibration risk is less marked. Moreover, the calibration risk of cliquet options decreases with the global floor level. In particular, the calibration risk of the widely traded capital protected cliquets (i.e. cliquets with a global floor equal to zero) turns out to be significant.

\[4\]Nevertheless, we notice an exception for the cliquet options under the MI setting.
4.1 Calibration risk: the choice of the calibration procedure

In order to quantify the calibration risk, it is interesting to have a look at the evolution of the exotic prices through time under the different calibration settings (see Figure 14 to Figure 18). We computed the price of 14 different exotic options every two weeks by the Monte Carlo simulation for the six sets of model parameters obtained under the different calibration procedures, the number of computation days amounting then to 96. We first notice that the calibration risk is higher during the panic wave period, especially for the Asian, Lookback and knock-in barrier options. Moreover, except during the investors’ fear wave, the Asian, and in a smaller extend the Lookback call and put prices are not significantly different under the different calibration procedures indicating that the calibration risk is not predominant for these two kinds of exotic options. The biggest difference between the exotic option prices under the different settings corresponds to the cliquet options, followed by the barrier options.

Figure 14: Evolution of the Asian call (left) and put price (right) through time for the different calibration procedures.

Figure 15: Evolution of the Lookback call (left) and put price (right) through time for the different calibration procedures.
Figure 16: Evolution of the Down-and-out (upper) call (left) and put and Up-and-out (lower) call (left) and put price (right) through time for the different calibration procedures.

Figure 17: Evolution of the Down-and-in (upper) call (left) and put and Up-and-in (lower) call (left) and put price (right) through time for the different calibration procedures.
Evolution of the Cliquet price through time (local floor = −0.08, global floor = 0, local cap = 0.08, global cap = +∞, N = 4, T = 2, t_i = i/2)

calibration
MW (T VIX = 0.5)
MW (T VIX = 3)
MW (T VIX = 5)
EWMA
VIX option surface

Figure 18: Evolution of the cliquet price through time for the different calibration procedures.

The Box plot of the ratio between the reduced and full exotic option prices, \( \frac{P_{RC}}{P_{FC}} \), where \( P_{RC} \) and \( P_{FC} \) denotes the reduced and full calibration prices, respectively, is given in Annex B. For the Asian options, the ratio \( \frac{P_{RC}}{P_{FC}} \) is included between 0.9 and 1.1 for almost all the days and for all the reduced calibration settings (see Figure 27). Moreover, the ratio closest to one is obtained by considering the MI parameter set, followed by the three and five years MW parameters. The greatest difference between \( P_{RC} \) and \( P_{FC} \) corresponds to the EWMA setting. Furthermore, roughly fifty percents of the ratios are above one under each calibration setting, indicating that none of the reduced calibration leads to typically higher or lower Asian option prices.

Except for the EWMA parameter set, the empirical value range of the ratio \( \frac{P_{RC}}{P_{FC}} \) is higher for the Lookback options than for the Asian options, indicating an higher calibration risk. Moreover, all the reduced Lookback prices, except the MI ones, are typically lower than the prices corresponding to the full calibration procedure. The box plots of the DOBC, UOBC, DIBC and UIBC barrier options have a similar shape (i.e. both the boxes as well as the whole plot have a similar length) to this of the Lookback options, indicating that the calibration risk is of the same magnitude order for these exotic options. On the other hand, both the length of the box and the total value range are significantly higher for the DOBP, UOBC, DIBC and UIBP barrier options, highlighting the predominance of the calibration risk for these exotic structures. We also notice that for almost all the barrier options, the reduced price \( P_{RC} \) is usually lower than the full price \( P_{FC} \), the opposite trend being observed for the DOBP and UOBC barrier options only as well as for the cliquet options. The extend of the cliquet box plots is located in between this of the Lookback box plots and this of the riskiest barrier option box plot, indicating a significant model risk for the cliquet options too. It is also clear that the smallest value range of the ratio \( \frac{P_{RC}}{P_{FC}} \) is obtained under the MI setting, followed by the five and three years MW procedures whereas the biggest difference between any full and reduced exotic prices results from the EWMA and the six months MW calibration procedures.

4.2 Calibration risk: the choice of the objective function

Figure 19 to Figure 23 show the evolution of the different exotic prices through time obtained with the different objective functions under the full and market implied calibration procedures. It is clear that the calibration risk turns out to be more significant during the panic wave period. Moreover, the difference of the exotic prices obtained by considering a different functional is more marked under the full calibration setting, which might be explained by the fact that the number of degrees of freedom is higher for this calibration procedure. Indeed, for the reduced settings, the parameters
\(v_0\) and \(\eta\) are directly inferred from market data and are thus constant with respect to the choice of the objective function.

\begin{align*}
&\text{Figure 19: Evolution of the Asian call (left) and put price (right) through time for the different objective functions.} \\
&\text{Figure 20: Evolution of the Lookback call (left) and put price (right) through time for the different objective functions.}
\end{align*}
Figure 21: Evolution of the Down-and-out (upper) call (left) and put and Up-and-out (lower) call (left) and put price (right) through time for the different objective functions.

Figure 22: Evolution of the Down-and-in (upper) call (left) and put and Up-and-in (lower) call (left) and put price (right) through time for the different objective functions.
Figure 23: Evolution of the cliquet price through time for the different objective functions.

Figure 24 shows the evolution of the risk which arises from both the calibration setting and the functional specification. We measure this risk by

$$\sqrt{\frac{\text{Var}(\hat{P}_{ij})}{\sum_{i=1}^{M} \sum_{j=1}^{N} \hat{P}_{ij} \frac{NM}{N M}}}$$

(4.1)

where $N$ denotes the number of calibration settings and $M$ the number of objective functions (see [3]). The number of prices taken into account in the global model risk estimate amounts thus to 18.

Figure 24: Average model risk for the different exotic options.
It is clear that the global model risk is higher for the cliquet and some of the barrier options (i.e. the DIBC and UIBP, and in a smaller extend the DOBP and UOBC options, see also Table 5). Moreover, the model risk is significantly higher during the panic wave period for the Asian, lookback and some barrier options (i.e. the DOBP and UOBC options).

As it can be seen from Table 5, the calibration risk arising from the specification of the objective function is significantly higher on average (often of one magnitude order) than the model risk due to the choice of the calibration procedure. Nevertheless, we notice an exception for the Asian call option, although the calibration and model risks then turn out to be of the same magnitude order. Moreover, taking into account the different calibration procedures and not only the different objective functions allows to reduce the model risk in the sense that its measure (4.1) turns out to be on average lower.

<table>
<thead>
<tr>
<th>Calibration</th>
<th>AC</th>
<th>AP</th>
<th>LP</th>
<th>Cliquet 1</th>
<th>Cliquet 2</th>
<th>DOBP</th>
<th>DOBP</th>
<th>UOBC</th>
<th>UOBC</th>
<th>UIBC</th>
<th>UIBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APE</td>
<td>0.033620</td>
<td>0.086124</td>
<td>0.256600</td>
<td>0.290948</td>
<td>0.333061</td>
<td>0.358194</td>
<td>0.329079</td>
<td>0.302609</td>
<td>0.300209</td>
<td>0.341295</td>
<td>0.341295</td>
</tr>
<tr>
<td>APE</td>
<td>0.062524</td>
<td>0.086124</td>
<td>0.140874</td>
<td>0.063427</td>
<td>0.077479</td>
<td>0.209930</td>
<td>0.245715</td>
<td>0.115150</td>
<td>0.162099</td>
<td>0.108647</td>
<td>0.088647</td>
</tr>
<tr>
<td>Calibration risk arising from the calibration procedure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calibration risk arising from the objective function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calibration risk arising from both the calibration procedure and the objective function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.090286</td>
<td>0.218909</td>
<td>0.434564</td>
<td>0.358213</td>
<td>1.491321</td>
<td>1.452419</td>
<td>0.282004</td>
<td>1.011796</td>
<td>0.644223</td>
<td>0.147591</td>
<td>1.194243</td>
</tr>
</tbody>
</table>

Table 5: Calibration Risk.

5 Conclusion

We have proposed a market implied estimate of the long run variance of stochastic volatility models such as the Heston model which is directly obtained from the Put-Call parity of long maturity vanilla options on the VIX index. We have shown that this estimate follows the same trend as the long run variance parameter $\eta$ obtained by the standard calibration of the Heston model, although it is typically lower. We also performed a detailed study of the calibration performance of the Heston model, considering either the common calibration on the whole parameter set or a reduced calibration on the set $\{\kappa, \lambda, \rho\}$ where the parameter $\psi_0$ is inferred from the spot VIX and the parameter $\eta$ either from the VIX time series or the VIX option surface. The optimal reduced calibration procedure is obtained by considering the market implied estimate of the long run variance, since then the different objective functions turn out to be pretty close to the optimal one, except during the period characterized by huge investors fear.

Moreover each reduced calibration procedure leads to a significant reduction of both the calibration computation time and the calibration risk (except for the mean reversion rate $\kappa$) which arises by specifying different measures for the error between the model and market prices. Furthermore, considering the reduced calibration set leads to more stable long run variance $\eta$ and correlation $\rho$ through time, which has to be counterbalanced by the lost of stability of the mean reversion rate $\kappa$.

Although the market implied reduced calibration leads to a fit of the option surface of a similar quality to the standard calibration, the price of a wide range of exotic options (one touch barrier, lookback and cliquet options) turns out to be significantly different under the two calibration
settings, the calibration risk being predominant for the cliquet and barrier options. This might be explained by the fact that the two calibration procedures, as well as, in a larger extend, the different specifications of the objective function lead to significantly different optimal parameter sets. Hence, even within a particular model, model risk and calibration risk are present. We are thus faced with choosing a way to price exotic products out of the liquid vanilla option prices.

### A Day-to-day variation of the model parameters

![Histograms of day-to-day variation](image)

Figure 25: Histogram of the day-to-day variation of \( v_0 \) (upper) and \( \eta \) (lower) for the different calibration procedures.
Figure 26: Histogram of the day-to-day variation of $\lambda$ (upper), $\kappa$ (center) and $\rho$ (lower) for the different calibration procedures.
B Box plot of the ratio between the reduced and the full exotic prices

Figure 27: Box plot of the ratio between the reduced and full Asian call (left) and put price (right) for the different reduced calibration procedures.

Figure 28: Box plot of the ratio between the reduced and full Lookback call (left) and put price (right) for the different reduced calibration procedures.
Figure 29: Box plot of the ratio between the reduced and full Down-and-out (upper) call (left) and put and Up-and-out (lower) call (left) and put price (right) for the different reduced calibration procedures.
Figure 30: Box plot of the ratio between the reduced and full Down-and-in (upper) call (left) and put and Up-and-in (lower) call (left) and put price (right) for the different reduced calibration procedures.
Figure 31: Box plot of the ratio between the reduced and full cliquet price for the different reduced calibration procedures.
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