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Abstract. Increasingly information systems log historic information in a systematic way. Workflow management systems, but also ERP, CRM, SCM, and B2B systems often provide a so-called “event log”, i.e., a log recording the execution of activities. Thus far, process mining has been focusing on such structured event logs resulting in powerful analysis techniques and tools for discovering process, control, data, organizational, and social structures from event logs. Unfortunately, many work processes are not supported by systems providing structured logs. Instead very basic tools such as a text editors, spreadsheets, and e-mail are used. This report explores the application of process mining to e-mail, i.e., unstructured or semi-structured e-mail messages are converted in event logs suitable for the application of process mining tools. This report presents the tool EMailAnalyzer which analyzes and transforms e-mail messages in MS Outlook to a format that can be used by our process mining tools. The main innovative aspect of this work is that our analysis is not restricted to the social network, the main goal is to discover interaction patterns and processes.
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1 Introduction

Buzzwords such as BAM (Business Activity Monitoring), BOM (Business Operations Management), BPI (Business Process Intelligence) illustrate the interest in closing the BPM loop [1, 2]. This is illustrated by Figure 1 which shows the level of support in four different years using the BPM lifecycle. The lifecycle identifies four different phases: process design (i.e., making a workflow schema), system configuration (i.e., getting a system to support the designed process), process enactment (i.e., the actual execution of the process using the system), and diagnosis (i.e., extracting knowledge from the process as it has been executed). As Figure 1 illustrates, BPM technology (e.g., workflow management systems) started with a focus on getting the system to work (i.e., the system configuration phase). Since the early nineties BPM technology matured and more emphasis was put on supporting the process design and process enactment phases in a better way. Now many vendors are trying to close the BPM lifecycle by adding
diagnosis functionality [3]. The buzzwords BAM, BOM, BPI, etc. illustrate these attempts.

(a) 1993
(b) 1998
(c) 2003
(d) 2008

Fig. 1. The level of support is rising: Closing the Business Process Management (BPM) cycle.

The diagnosis phase assumes that data is collected in the enactment phase. Most information systems provide some kind of event log (also referred to as transaction log or audit trail). Typically such an event log registers the start and/or completion of activities. Every event refers to a case (i.e., process instance) and an activity (i.e., the step in the process executed), and, in most systems, also a timestamp, a performer, and some additional data. Process mining techniques [3–9] take an event log as a starting point to extract knowledge, e.g., a model of the organization or the process. In the context of our ProM tool [10] we are able to extract different types of process models (e.g., Petri nets, event-driven process chains, and instance graphs), social networks, etc. Moreover, we can check properties (using an LTL-like language) and measure conformance (how well does a model fit with the observed behavior?).

Existing techniques for process mining assume an event log to be in place. For many process-aware information systems [2] this assumption is valid. For example, Workflow Management (WFM) systems, Enterprise Resource Planning (ERP) systems, Customer Relationship Management (CRM), Case Handling (CH) and Product Data Management (PDM) systems log information in some transaction log or audit trail. New legislation such as the Sarbanes-Oxley (SOX)
Act [11] and increased emphasis on corporate governance has triggered the need for improved auditing systems [12]. To audit an organization, business activities need to be monitored. As enterprises become increasingly automated, a tight coupling between auditing systems and the information systems supporting the operational processes becomes more important. However, many business processes are not directly supported by some process-aware information system. For many work processes relatively simple tools such as an e-mail program and text editor are being used. E-mail can be seen as the most popular tool used for Computer Supported Cooperative Work (CSCW) [13–15]. The CSCW domain provides a very broad range of systems that support “work” in all its forms. WFM systems and other process-aware information systems can be seen as particular CSCW systems aiming at well-structured office processes. Therefore, it is worthwhile to explore the application of process mining in the broader CSCW domain. In this report, we focus on e-mail systems and their logs. We will show that it is possible to apply process mining techniques to a widely used e-mail program like Microsoft Outlook.

E-mail is widely used for communication inside organizations and between organizations. Analysis of e-mail communication [16–20] is a popular topic of research in social sciences, in particular sociometry [21–30]. If the tasks in the work processes of the organization involve different employees, then they need to communicate to perform the business process. Assigning tasks, asking for more information, reporting results - all these activities are performed by sending e-mail messages. Such e-mail messages necessarily contain process-related information to make recipients understand them. If it is possible to extract the process-related information from such messages, then they may serve as an event log of the organization. The main problem in this case is the extraction of information. A normal e-mail message does not contain any explicit information which allows to make a conclusion about its relations to a particular process instance or task or its relevance to the organization’s business process at all. Therefore the e-mail messages must be either tagged with this data in a standard way before sending or this data must be somehow extracted from the message’s content and its meta data (e.g., recipients, subject). The first variant (automatic tagging) is applicable if the messages are sent not directly by e-mail client but by the process-aware transaction system. Very often such systems include e-mail sending functionality. In this case it is easy to adjust the functionality of such a system to tag the e-mail with the available information about the current process instance and the task being performed. The second variant (extracting data from arbitrary messages) is more involved. Considering the message topic and text can help to make a conclusion about the link between the message and the underlying workflow. Also the sender or recipient can be actively involved in making this link. This report describes an approach for extracting the process event logs from the e-mail logs and presents a concrete tool: EmailAnalyzer. This tool can extract the information from the e-mail program and transforms into a format useable by ProM, our process mining framework [10].
The report is organized as follows. Section 2 describes a running example, which will be used to illustrate the functionality of the tool. Section 3 describes the main steps, which must be performed by the tool to retrieve a process log from an e-mail log. Section 4 discusses related work. Finally, Section 5 concludes the report and lists possible directions for the future work. For the detailed information about the process mining issues and approaches we refer to [3].

2 Running Example

In this report we will use a running example to discuss our work and present the EMailAnalyzer tool. This section introduces the example by describing the process, the organization, and example log. The example is inspired by a real-life case within a metallurgical enterprise.

2.1 Process

Figure 2 shows a business process within the metallurgical enterprise. The process describes how raw materials are bought. The workflow process is initiated by a business proposal from a potential supplier, who proposes to sell the materials. The task “Proposal from the supplier” represents the discussion of possible conditions between the supplier and a member of the company’s supply department. After that the member of the supply department considers the conditions and decides if they are acceptable (“Evaluation” task). The member of the supply department performs this evaluation based on his experience. She or he may consult other people or compare the proposal with other proposals but there is no standard evaluation procedure. Therefore it is unlikely that this stage is reflected in the e-mail log. After evaluation the supply department person decides if the proposal is interesting for the company or not. If its conditions are not acceptable, then the process is cancelled. Otherwise the supply department person contacts a member of the legal department and asks him to prepare the contract. The legal department employee prepares the contract and signs the agreement with the supplier. The next stage of the workflow process is triggered when the negotiated materials are delivered. An employee from the supply department checks the quality of the supplied materials. If the quality (usually chemical structure) completely corresponds to the conditions of the contract, then the employee asks the financial department to transfer the payment to the supplier. If the quality is unsatisfactory, then the supply department person initiates the cancellation of the case. In Figure 2 it is shown as one task “Cancel” for simplicity reasons but in fact it includes several subtasks (returning the materials back to the supplier, preparing corresponding documents etc.). The third variant is when the quality does not satisfy the conditions of the contract but the agreement should not be reversed completely. It is possible when only a part of the consignment is not of satisfactory quality or if the materials are applicable but correspond to the different price category. In this case the legal department
person is contacted to renegotiate the conditions of the contract with the supplier (“Change conditions of the contract”). If renegotiation succeeds, then the contract is signed again and the legal department person contacts the financial department to transfer the payment to the supplier’s account. Otherwise the cancellation of the case is triggered.

![Diagram of workflow process]

**Fig. 2.** One of the processes of the metallurgic enterprise.

### 2.2 Roles

Three subunits of the company are involved in the workflow process: the supply department, the legal department and the financial department. The legal department tends to use case management, i.e., usually the same person from the legal department is involved in different stages of the workflow case. However, preliminary negotiations with the supplier and quality control can be performed by different people from the supply department. In our running example, we assume that the departments consist of the following people:

- **Supply department:** John, Mike, and Sue.
- **Legal department:** Carol and Pete.
- **Financial department:** George and Joan.

### 2.3 E-mail Log Example

The e-mail log shown in Table 1 represents a set of messages, which reflects processing of six workflow instances, i.e., cases. Each workflow instance is related to a potential supplier company. If the sender or the recipient of a message is from an external company, then company’s name is given in brackets. The task “Evaluation” does not appear in the e-mail log because it is usually performed by the same employee as the “Proposal” task.
### Table 1. A set of messages to handle the processing of the case

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mark (UkrAlum)</td>
<td>Sue</td>
<td>Business Proposal for New Plant</td>
</tr>
<tr>
<td>Joe (MetalGroup)</td>
<td>John</td>
<td>Business proposal</td>
</tr>
<tr>
<td>Michael (AluSteel)</td>
<td>Sue</td>
<td>Proposal AluSteel</td>
</tr>
<tr>
<td>Sue</td>
<td>Pete</td>
<td>Prepare contract with AluSteel</td>
</tr>
<tr>
<td>John</td>
<td>Pete</td>
<td>Change Conditions AluSteel</td>
</tr>
<tr>
<td>John</td>
<td>Carol</td>
<td>Contract with MetalGroup</td>
</tr>
<tr>
<td>Mike</td>
<td>Carol</td>
<td>Change Conditions with MetalGroup</td>
</tr>
<tr>
<td>Ann (CvetMet)</td>
<td>Mike</td>
<td>Business proposal</td>
</tr>
<tr>
<td>Mike</td>
<td>Carol</td>
<td>Contract with CvetMet needed</td>
</tr>
<tr>
<td>Sue</td>
<td>Carol</td>
<td>Prepare Contract with UkrAlum</td>
</tr>
<tr>
<td>John</td>
<td>Joan</td>
<td>Transfer Payment for UkrAlum</td>
</tr>
<tr>
<td>Linda (Sarmat)</td>
<td>Mike</td>
<td>Commercial proposal</td>
</tr>
<tr>
<td>Mike</td>
<td>Pete</td>
<td>Cancel Sarmat: No interest</td>
</tr>
<tr>
<td>Mike</td>
<td>Carol</td>
<td>Update CvetMet Conditions</td>
</tr>
<tr>
<td>Carol</td>
<td>Mike</td>
<td>Cancel CvetMet</td>
</tr>
<tr>
<td>Carol</td>
<td>Joe</td>
<td>Conditions of Metalgroup</td>
</tr>
<tr>
<td>Carol</td>
<td>George</td>
<td>Transfer payment for MetalGroup</td>
</tr>
<tr>
<td>Sarah (Metox)</td>
<td>Sue</td>
<td>Business Proposal for New Plant</td>
</tr>
<tr>
<td>Sue</td>
<td>Carol</td>
<td>Prepare Contract with Metox</td>
</tr>
<tr>
<td>Mike</td>
<td>Pete</td>
<td>Update AluSteel Conditions</td>
</tr>
<tr>
<td>Mike</td>
<td>Pete</td>
<td>Yet another change of AluSteel Conditions</td>
</tr>
<tr>
<td>Pete</td>
<td>Mike</td>
<td>AluSteel is Cancelled</td>
</tr>
<tr>
<td>Carol</td>
<td>Sue</td>
<td>Cancel Metox</td>
</tr>
</tbody>
</table>

### 3 The Mining Process

The goal of the mining process is to produce the process log in the standard XML format supported by the ProM tool [10] from the set of messages stored in the users’ inbox folders. The process consists of several steps. The first step is to extract the e-mail logs in the XML format from the user’s Outlook e-mail clients. The next step is to pre-process the e-mail log in order to remove ambiguities in recipient’s names and to exclude irrelevant e-mail messages from the future analysis. The e-mail log can be used to perform social network analysis and to generate the process log. The process log resulting from such an analysis can serve as input for wide variety of process mining tools, e.g., the many mining plug-ins present in ProM.

#### 3.1 Extracting E-mail Logs

The first step is to extract the e-mail log of an organization from the e-mail clients of all users. A separate tool - **InboxLoader** is used for this purpose. This tool uses COM interface of the Microsoft Outlook to retrieve the list of messages from the user’s inbox folder. Afterwards InboxLoader saves this list of e-mail messages.
into an XML-file of the standard format recognized by the EmailAnalyzer tool. After retrieving e-mail logs of each user all these message logs are loaded into the EmailAnalyzer tool, which combines them together. Note that both the InboxLoader and EmailAnalyzer are embedded in the ProM framework.

3.2 Pre-processing Stage

Very often the same person can appear in the recipient lists of different e-mail messages under different names. For example, inbox folder, which was used for tests, contains messages addressed to “anikolov”, “anikolov@cs.vu.nl”, “’anikolov””, “anikolov@few.vu.nl”, “Andriy Nikolov”. All these names in fact are related to only one mail account. This may happen because of the following reasons:

- Different e-mail clients may fill recipient names in different ways depending on their settings and destination of the message (inside the network domain or outside).
- The same mail account may be referred in different ways depending on the settings of the server (e.g. “anikolov@cs.vu.nl” and “anikolov@few.vu.nl” are in fact the same mail address).
- One person may use several mail accounts.

The goal of the consolidation stage is to identify all participants of the e-mail exchange and group together all messages related to the same (physical) recipient. It is performed by finding all names referring to the same person. This process can be automated by comparing names and e-mail addresses (and parts of e-mail addresses). The goal of the next step is to select from the whole set of messages only those, which are needed for analysis. This step is necessary because usually the mailbox of a person contains many messages irrelevant for the process or organization. These may include private messages, messages to and from the people outside an organization or simply spam messages. Considering these messages during the analysis stage may considerably distort the results of the analysis. Therefore these messages must be excluded. Criteria of relevance depend on the goals of analysis, which are determined by the user, so this step cannot be performed automatically and the user has to take care of it. The user can either exclude irrelevant messages one by one or exclude/include recipients together with all messages linked to them. Resulting message list can afterwards be used for analysis.

3.3 Mining Social Networks: Sociograms and Messages Frequency Charts

Sociograms: A Static View Based on the set of e-mail messages from all members of the organization, it is possible to build a sociogram in the form of a directed graph. Nodes of the graph will represent particular users and the arcs indicate communication between them. All arcs have weights, which describe the
frequency of messages. Each e-mail message from user A to user B will increase the weight of the arc from A to B by 1. A special case is a message with several recipients. The recipients may belong to different categories. Usually a message is addressed to the recipients listed in the “To” category while “Cc” and “Bcc” recipients are only supposed to be informed of it. Because of this it can make sense to assign different weights to the recipients of different categories. For example, a message from the person A to a person B with a carbon copy sent to the person C should increase the arc from A to B by 1 and the arc from A to C by 0.5. After processing all messages the weights in the network can be normalized by dividing them by the maximal weight in the network, i.e., $w_{i,j}^{norm} = w_{i,j}/w_{max}$.

A sociogram built after the exclusion of all reply messages may also appear interesting. Very often during the execution of a business process employees may have long e-mail conversations while performing one task together or two tasks in order. For example, after person A gave a task to person B, person B may reply with a request for some additional information from person A and receive this information in return. In another similar case person B may not need such a request. It does not mean that in the first case relations between two people is stronger. To avoid counting of such auxiliary messages it may be helpful to exclude all reply messages from consideration. The resulting sociogram matrix can be saved in the Agna and NetMiner data file format (like in MiSoN tool [31]) where advanced analysis methods can be applied to it.

Message Frequency Charts: A Dynamic View Building a sociogram based on the list of e-mail messages may lead to the partial loss of information. A sociogram represents only the static view on the information exchange inside an organization. However the log of e-mail messages also contains information about the dynamics of this information exchange process. Each e-mail message has a timestamp, which shows when it was sent. The user may want to see how the frequency of e-mail messages inside an organization changed during some period of time. This information can be used in different ways. For example, it can help the manager to make decisions about the schedule of projects (e.g. if (s)he sees that in the past periods of intense message flows alternated with the periods of less e-mail activities then (s)he may decide to revise the planning of work in future).

A dynamic view of the information exchange can be shown with the help of a chart, showing frequency of the messages. The period of time, which the user wants to consider, is divided into the set of intervals of fixed length. The messages in the message log are mapped on these intervals based on the time/date of sending. X-axis of the chart represents the time while the Y-axis shows the number of messages, which were sent during each interval of time.

Sociogram Example After loading the e-mail log we should add for each of the external persons one additional alias - the name of his company and make it his main name. Before building a sociogram we should exclude these external users
from analysis if we are interested only in communication between the employees. The sociogram built on the base of the e-mail log is shown in Figure 3.

![Fig. 3. A sociogram built on the basis of an e-mail log.](image)

3.4 Mining Process Logs

Translation of e-mail logs into process logs by the EMailAnalyzer tool is based on the tags in the message’s subject, which describe the relation between the message and process case and task. The tags represent the names of the case and task. There are three possible situations:

- The tags are added automatically by a corporative process-aware system in some standard way;
- The user (either the recipient or the sender) is forced (or stimulated) to classify each e-mail message, i.e., the user explicitly tags the message;
- The tags are not added explicitly and the text in the subject field is only intended for the recipient’s understanding.

In the first two cases case there are explicit tags (added by the system or by users), which makes the mining procedure trivial. The latter situation means that there is no tagging standard and that the mining algorithm must figure out the relations between each message and process cases/tasks. Although we consider the first two scenarios more realistic, we will also show how our tool can deal with the latter situation.

**Tags in E-mail Messages** Automatic annotation of the e-mail messages by the corporative system can be useful under following conditions:
- E-mail exchange functionality of the system is used to send messages, which are relevant to the business process. For example, many groupware systems use e-mail as a transport layer.
- The system operates with such process-related notions as “case”, “task” and “event”.
- The system does not contain explicit process description (otherwise mining is less useful since it can only be used for conformance testing and Delta analysis).
- The system does not generate process log directly (otherwise it is easier to mine the process description from the process log).

The current version of the EmailAnalyzer tool assumes that the messages related to the business process should be tagged in following way:

- The messages are linked to process cases: the case is determined by the contact person linked to the message (on View/Options tab). This person represents a customer linked to the case.
- The messages are linked to tasks: the task name and phase are explicitly included into the subject in brackets “{}” and divided by the “^” symbol. Phases of each task are the same as event types in the log definition (from “schedule” to “complete”).

If we restrict our mail clients to MS Outlook there is another option: MS Outlook allows adding user-defined fields to the messages. In this case tags can be added as such user-defined fields, which should not be visible in the subject line. Such a solution is probably more convenient.

**E-mail Analyzer Process Log Building Functionality** As indicated before, the tags added to messages can be useful only in case when the organization uses a special groupware system, which should annotate the messages with all necessary process-related information automatically. If there is no such system and the users have to edit and send messages manually, then it is inconvenient for them to write all the message tags according to the strict rules described above. Parts of process-related information can be contained in any part of the message description. Therefore it was decided to add to the functionality of EmailAnalyzer the possibility to choose among different settings. These settings will determine how process-related information should be extracted from the e-mail log. Each message represents one audit trail entry in the process log. The process related information includes the description of (1) the *case*, (2) the *task* and (3) the *event* related to the message. On the process log options screen of EmailAnalyzer, the user can specify various options regarding each of these three categories.

First of all, the user can specify how to extract the *case* from the log. Several options are possible:

- **Linked contact** (default):
  The default option means that the case describes the customer and is specified by the contact person linked to the message.
- **Message sender**:  
  This option means that the case is represented by a person who sent the message.

- **Message recipient**:  
  This option specifies that the case, to which the message belongs, corresponds to one of the message recipients.

- **Subject**:  
  The subject line is used as the description of the case. If only a part of the subject is used as a case description then the user can check the flag “Partial coincidence allowed”.

- **Any**:  
  Sometimes the case is represented by the customer, which is referred in the inter-organizational communication in the subject line. The option “Any” means that the case name should be searched both in the sender/recipients list and the subject line.

- **Single case**:  
  Selecting this option assumes that all messages in the log are related to one single case.

- **Thread**:  
  Thread of messages represents an initial message together with all replies to it. This option assumes that the case is described by the subject line of the message and includes all messages with this subject together with all replies.

After selecting one of the options listed, the user can see the list of possible case names. The user can then edit the list by adding/deleting new case identifiers thus effectively filtering the log.

Second, there are options to derive the identity of the task. It is assumed that the task name is included into the message subject. It can be stored in a standardized or arbitrary way. The user has two options:

- **Default** (i.e., between {} and {}):  
  The task name is included into the subject line according to the standard format described in the previous section (in the subject line between “{” and “}” brackets together with the event type);

- **Anywhere in the subject**:  
  There is no standard format of the subject line. The task name can be either the whole subject line or its part. As for the cases, this is determined by the “Partial coincidence allowed” flag.

Similar to cases, the user can edit the list of possible task names manually.

Third, there are options to derive the event type. By default EMailAnalyzer considers seven event types used by the ProM framework and defined in the MXML format [3, 10]: “schedule”, “start”, “complete”, “suspend”, “resume”, “withdraw” and “abort”. The name of the event type should be mentioned in the message subject either according to a standardized syntax described above or in any place of the subject line. It is possible that the organization considers another set of event types (e.g. “start” and “finish”). In this case the set of event
types used by the organization must be mapped into the standard set of event
types described in [3]. EMailAnalyzer allows performing the mapping using the
alias names of the standard event types. Alias name represents the name, under
which the event type will appear in the e-mail log. The user can change this alias
name. For example, (s)he can change the name of the “complete” event type to
“finish”. After that if the tool will find the word “finish” in the message subject
it will create an audit trail entry with the event type “complete”. The user can
also add his own event types. They will have the standard name “unknown”. The
user has following options considering the source of the event type description
in the message:

- **Default** (i.e., between { and }):
  As for the tasks, this means that event type name is stored according to the
  standard described above (in the message subject).

- **Anywhere in the subject**:
  Event type can appear in any place in the subject line

- **One event type** (i.e., “normal”):
  In this case each message represents an audit trail entry with the type “un-
  known”. The attribute “unknown_type” will be set to “normal”.

Checkbox “Try to insert missing events” is applicable only if the standard set
of events is used. In this case the system tries to insert audit trail entries to
the process log so that each task in the process log will have complete set of
corresponding audit trail entries. Completeness in our case means that each
task has corresponding set of events, which lead from the state “new” to one of
the terminal states “completed” or “terminated” [31].

After all the options determining the mining process are specified, the main
translation algorithm to translate the e-mail log into the process log can be
executed. The algorithm is as follows:

- Find all tagged messages in the e-mail log according to the user’s settings.
- Distribute messages between cases.
- For each case do:
  - sort messages by the delivery date;
  - create for each message one AuditTrailEntry;
  - save the case and its AuditTrailEntry records.

The algorithm for adding missing events is activated after the main process
log building algorithm. Its steps are as follows:

- Generate the process log from the e-mail log.
- For each task do:
  - select all events with the standard types (not “unknown”);
  - sort the events by time;
  - for each event check the following possibilities. If the event is not an
    initial event (“schedule”) and is not a direct successor of the previous
    event (e.g. “complete” is a direct successor of “start” but not “schedule”
    or “suspend”) then add to the log a new event with following properties.
The type should be equal to the predecessor of current event type. The timestamp should match the current event time minus 1 minute (note that this is an arbitrary time). If the event is not a final event (“abort”, “terminate” or “complete”) and is not a direct predecessor of the next event then add to the log a new event with following properties. The type should be equal to the successor of current event type. The timestamp should match the current event time plus 1 minute (again we choose an arbitrary time).

By default the “successful” path (“scheduled - start - complete”) is considered as standard. It means that, if possible, the events from this path are selected as direct predecessors/successors. For example, the event “complete” is considered as a default successor for the events “resume” (and not the events “abort” or “suspend”, which are also possible in the state “active”).

**Process Log Building Example** Now it is time to return to the e-mail messages shown in Table 1 and try to derive a process model using ProM. To build the process log from our example e-mail log we have to select following options on the “Process log setup” page:

- The case source is “Any field” and the “Partial coincidence allowed” flag is set. The list of case names consists of the names of the companies. This way cases are detected by the company involved.
- The task source is “Anywhere in the subject” and the “Partial coincidence allowed” flag is set. The list of keywords for task names consists of “proposal”, “contract”, “condition”, “cancel” and “payment”. Figure 4 shows how to set these parameters.
- The event source is “One event type”, i.e., there are no different event types distinguished.

Figure 5 shows the process model that we are trying to discover. As indicated before, tasks “Evaluation” and “Quality control” are assumed to be invisible, i.e., these tasks occur but may not result in the sending of e-mail messages. The other tasks are identified by the keywords “proposal”, “contract”, “condition”, “cancel” and “payment” as indicated in Figure 5.

Using these settings it is possible to generate a process log. Since EMailAnalyzer is embedded in ProM the resulting process log can be stored but also analyzed using one of the many mining algorithms present in ProM. In the remainder of this section, we show of the results we obtained by applying the various plug-ins in ProM.

The $\alpha$-algorithm [4] was one of the first process mining techniques able to deal with processes exhibiting concurrency. ProM provides a plug-in for this algorithm and if we apply it to the log generated by EMailAnalyzer we obtain the model shown in Figure 6. The $\alpha$-algorithm produces a Petri net reflecting only the control-flow in the underlying process. Note that the tasks “Evaluation” and “Quality control” are missing in the Petri net. This makes sense because
Fig. 4. A screenshot of the interface used to select the options when extracting processes from e-mail logs.

Fig. 5. The tasks “Evaluation” and “Quality control” are invisible and the other tasks are characterized by the keyword indicated.
these are not recorded. Moreover, instead of three cancellation tasks there is just a single “Cancel”. This also makes sense since EMailAnalyzer looks for the keyword “cancel”. Hence it cannot distinguish between the three instances of “cancel” shown in Figure 5. The $\alpha$-algorithm has problems dealing with duplicate tasks and as a result the model shown in Figure 6 is not completely accurate. Fortunately, ProM offers more powerful mining techniques as shown below.

The multi-phase mining plug-in of ProM is based on so-called instance graphs [32]. In contrast to the $\alpha$-algorithm it does not try to discover the process model in a single step. Instead, it first builds a model (i.e., an instance graph) for every case and only then aggregates these instance graph into an aggregated instance graph. The result can be visualized in terms of an Event-driven Process Chain (EPC) or a Petri net. Figure 7 shows the result in terms of an EPC. The left window shows the entire process while the right window zooms in on the interesting part. An EPC consists of three types of nodes:

**Functions**

The basic building blocks are functions. A function corresponds to an activity (task, process step) which needs to be executed.

**Events**

Events describe the situation before and/or after a function is executed. Functions are linked by events.

**Connectors**

Connectors can be used to connect functions and events. This way, the flow of control is specified. There are three types of connectors: $\land$ (and), $\times$ (xor) and $\lor$ (or).

In Figure 7 all connectors are of type $\times$, i.e., an XOR-join or an XOR-split. A close observation shows that Figure 7 indeed captures the original process model.
Fig. 7. A process model built using the multi-phase plug-in.
after abstracting from “Evaluation” and “Quality control”, and joining the three
cancellation tasks into one. Figure 7 shows that a case can be cancelled at three
points in the process. A payment follows after the initial contracting step of after
changing the conditions.

As will be discussed in more detail in Section 3.6, logs contain different
types of noise. The fact that for one case a certain path was followed does not
imply that this should be considered as part of the process model. To tackle
these problems, ProM offers alternative process mining methods. For example,
the genetic miner plug-in of ProM uses a genetic algorithm to discover process
models. Figure 8 shows the result in terms of a Petri net. The model is behavioral
equivalent to the original process model after abstracting from “Evaluation”
and “Quality control”, and joining the three cancellation tasks into one. If we
compare Figure 5 and Figure 8 we see that the invisible tasks have been removed
but that “routing tasks” have been added by the algorithm to reflect choices. For
example, after executing task “Condition” there are three transitions enabled:
“t3t3” to again renegotiate the contract, “t3t2” to do the payment, and “t3t2”
to cancel after renegotiation. This way the genetic algorithm avoids the problem
the $\alpha$-algorithm could not address (cf. Figure 6).

Figures 6, 7, and 8 shows only a small part of the full functionality of the
ProM framework. The three plug-ins shown are part of a set of more than 30 plug-
ins involving mining algorithms, analysis routines, conversion functions, social
network analyzers, conformance checkers, and LTL checkers. Just to illustrate
a bit of this functionality, we show two analysis plug-ins and the LTL-checker
plug-in.

Figures 9 shows two types analysis. The left-hand part of the window shows
the result of applying Petri-net based analysis techniques to the model generated
by the $\alpha$-algorithm (i.e., Figure 6). The coverability graph shows that a token
Fig. 9. The Petri net analysis plug-in is able to find the error in Figure 6 while the EPC in Figure 7 can be shown to be correct by reduction.

may get stuck if task “payment” is executed. The right-hand part of the window shows the result of analyzing the EPC in Figure 7 (i.e., the result of multi-phase mining). As shown, the EPC can be reduced to the empty process, thus demonstrating that it is sound [33].

Deviations from the “normal process” may be desirable but may also point to inefficiencies or even fraud. New legislation such as the Sarbanes-Oxley (SOX) Act [11] and increased emphasis on corporate governance has triggered the need for improved auditing systems [12]. To support this we have developed the LTL checker plug-in for ProM [34]. Figure 10 shows a screenshot while checking the 4-eyes principle. This principle says that although authorized to execute two activities, a person is not allowed to execute both activities for the same case. For example, a manager may submit a request (e.g., to purchase equipment, to make a trip, or to work overtime) and (s)he may also approve requests. However, it may be desirable to apply the 4-eyes principle implying that the manager is not allowed to approve his own request. If there is an event log recoding the events “submit request” and “approve request”, the 4-eyes principle can be verified easily. If we try to apply the 4-eyes principle to the running example, we could argue that the same person is not allowed to handle “Contract” and “Conditions”. The left-hand part of the window shown in Figure 10 shows the form where one can select a desired or undesired property and set its parameters. The right-hand part of the window shows the result. The property does not hold for two of the six cases in our example. As shown each of the cases can be inspected further. Note that the LTL checker is based on Linear Temporal Logic (LTL)
Fig. 10. The LTL-checker plug-in is able to check for various properties, e.g., detection of fraud.

[35, 36] and tailored towards event logs holding information on activities, cases (i.e., process instances), timestamps, originators (the person or resource executing the activity), and related data. Hence it can be used to specify properties much more advanced than the 4-eyes principle.

3.5 User Involvement Diagrams

When considering information about existing business process it can be useful to study the links between each user and the tasks and cases in which (s)he is involved. These links may help to make conclusions about the workload of each user and to redistribute the functions between employees if necessary. EmailAnalyzer offers two user involvement diagrams to visualize these links. The task-person diagram shows the relations between tasks and users. If a user executes a given task frequently, there is a strong link between both. Similarly the case-person diagram displays the relationships between cases and users.

Recall that EMailAnalyzer translates the e-mail log into the process log assuming that one e-mail message corresponds to a single event. Several events may refer to the same task. We assume that all senders and recipients of all messages related to a task are in some way involved in this task. The task-person diagram shows the links between each employee and the tasks, in which (s)he was involved. The diagram represents a graph, which has nodes of two types: employees and tasks. Each arc connects one person with one task. The weight of each arc is proportional to the number of times a certain employee was involved in a certain task. All weights are normalized by dividing them by the
maximal weight in the whole graph. When displaying the diagram the user has an option to display for each employee only the arcs with the maximal weight. This may help to make the diagram more readable by showing for each employee only the tasks, in which (s)he was most involved.

![Fig. 11. Two user involvement diagrams: the task-person diagram (left) and the case-person diagram (right).](image)

The task-person diagram based on the process log of the running example is shown in Figure 11 (left). Note that it is possible to see which tasks involve external communication and which are performed completely inside the company. With regard to the employee’s occupation we can distinguish the cluster linked to the “Payment” task only. This allows us to make conclusions about different roles of the performers of these tasks.

A similar diagram can be built for the cases, as shown in Figure 11 (right). The diagram shows how each employee was involved in each process instance reflected in the e-mail log. Arcs in this diagram show the links between each employee and cases. Like in the previous case the weights are proportional to the number of messages related to the case and the employee simultaneously.
3.6 Issues when Mining the Process from the Process Log

Several algorithms have been proposed for process mining. Many of these algorithms cannot deal with concurrency. (The $\alpha$-algorithm [4] used to construct Figure 6 was among the first to allow for the mining of concurrent processes.) Moreover, existing approaches for mining the process perspective [3–9] have problems dealing with issues such as duplicate activities, hidden activities, non-free-choice constructs, noise, and incompleteness. The problem with *duplicate activities* occurs when the same activity can occur at multiple places in the process. This is a problem because it is no longer clear to which activity some event refers. The problem with *hidden activities* is that essential routing decisions are not logged but impact the routing of cases. *Non-free-choice* constructs are problematic because it is not possible to separate choice from synchronization. We consider two sources of *noise*: (1) incorrectly logged events (i.e., the log does not reflect reality) or (2) exceptions (i.e., sequences of events corresponding to “abnormal behavior”). Clearly noise is difficult to handle. The problem of *incompleteness* is that for many processes it is not realistic to assume that all possible behavior is contained in the log. For processes with many alternative routes and parallelism, the number of possible event traces is typically exponential in the number of activities, e.g., a process with 10 binary choices in a sequence will have $2^{10}(=1024)$ possible event sequences and a process with 10 activities in parallel will have even $10!(=3628800)$ possible event sequences.

Real-life logs contain noise (e.g., exceptions or incorrectly logged events) and are typically incomplete (i.e., the event logs contain only a fragment of all possible behaviors). This is highly relevant for the work presented in this report because we can expect e-mail logs to be noisy and incomplete. Therefore, we developed two ways to address the problem: (1) *heuristics* and (2) *genetic algorithms*. The heuristic approach does not only consider binary relations based on direct succession. It allows for thresholds which may incorporate a variety of information, e.g., a task not being the initial or final one should have at least one input and one output. See [9] for more details. Genetic algorithms for process mining use a global search strategy; because the quality or fitness of a candidate model is calculated by comparing the process model with all traces in the event log the search process takes place at a global level. These algorithms start with an initial population of individuals (in this case process models). Populations evolve by selecting the fittest individuals and generating new individuals using genetic operators such as *crossover* (combining parts of two or more individuals) and *mutation* (random modification of an individual). See [37] for more information on our genetic mining algorithm implemented as a plug-in in ProM.

The discussion on current process mining techniques shows that the mining of e-mail messages can benefit from state-of-the-art approaches for dealing with noise, incompleteness and other issues.
4 Related Work

The idea of applying process mining in the context of workflow management was first introduced in [5]. Cook and Wolf have investigated similar issues in the context of software engineering processes using different approaches [6]. It is impossible to point out the many process mining algorithms proposed in literature. However, we would like to mention the $\alpha$-algorithm [4] which served as a starting point for the ProM framework. For more information on process mining we refer to a special issue of Computers in Industry on process mining [38] and a survey paper [3].

Within the CSCW domain there has been a constant struggle between technological views and sociological views. A nice illustration is the so-called “Winograd-Suchman debate” in the early nineties [39–42]. Winograd and Flores advocated the use of a system called the “coordinator”, a system based on Speech act theory (i.e., the language/action perspective) in-between e-mail and workflow technology [39,42]. People like Suchman and others argued that such systems are undesirable as they “carry an agenda of discipline and control over an organization’s members” [41]. Clearly, process mining adds another dimension to this discussion. The goal of process mining is not to control people. However, it can be used to monitor and analyze the behavior of people and organizations. Clearly, such technology triggers ethical questions. However, we consider such questions are beyond the scope of this report. Instead, we focused on the applicability of process mining and Social Network Analysis (SNA) in the presence of e-mail-based logs.

Since the early work of Moreno [27], sociometry, and SNA in particular, have been active research domains. There is a vast amount of textbooks, research papers, and tools available in this domain [21–30]. There have been many studies analyzing organizational activity based on insights from social network analysis. However, some of these studies typically have an ad-hoc character and sociograms are typically constructed based on questionnaires rather than using a structured and automated approach as described in this report. More structured approaches are often based on the analysis of e-mail interaction and additional electronic sources. Several studies have generated sociograms from email logs in organization [16–20] to analyze the communication structure. Such studies have resulted in the identification of relevant, recurrent aspects of interaction in organizational contexts [43,18]. However, these studies are unable to relate the derived social networks to a particular workflow process, as the analyzed data does not reveal to what activity or case it applies.

Most tools in the SNA domain take sociograms as input. ProM offers two plug-ins that generate sociograms as output: the tool reported in this report and MinSoN [31] a tool to extract sociograms from event logs rather than e-mails.

The tools most related to the work reported in this report are the tools used to discover social networks from the e-mail traffic:

- BuddyGraph (http://www.buddygraph.com/),
- MetaSight (http://www.metasight.co.uk),
EMailNet tool is a nice example of a tool which performs social networks analysis based on the e-mail logs. While the EMailNet tool focuses on the social aspects of e-mail communication and not on deriving process information, it implements several ideas that can be valuable for the future development of ProM in general and EMailAnalyzer in particular, e.g., coding messages to ensure privacy and retrieving of the e-mail logs from the e-mail server instead of the e-mail clients.

5 Conclusions

This report presented a tool, named EMailAnalyzer, to mine process logs from e-mail logs. The e-mail log is extracted from the user’s inbox folders and translated into the process log according to the settings specified by the user. The resulting process log is saved in a standard format, which can be handled by a variety of process mining tools such as the ones implemented in the context of the ProM framework. To illustrate the tool and the ideas behind it, we used a small example to demonstrate that it is really possible to discover process models from e-mail messages. In the example, we assumed by explicit tags. We realize that with the current tool such a scenario is not realistic. From a practical point of view, we consider the explicit tagging of messages vital. Many systems generate e-mail messages than can easily provide tags. Moreover, users (both senders and recipients) can be asked to tag messages or confirm automatically generated tags.\footnote{It is interesting to note that the “coordinator” system of Winograd and Flores in the eighties already used explicit tagging of e-mail messages \cite{39,42}. However, these tags were based on Speech act theory (i.e., the language/action perspective) rather than process-related events. Moreover, they did not propose to use this for process mining.}

This report and the current version of EmailAnalyzer should be considered as a first step towards fully-automated process discovery from e-mail messages. We plan to extend the functionality of the tool in various directions. For example, a more convenient way of implementing more advanced functionality may be to build a system that directly cooperates with the e-mail server (e.g. Microsoft Exchange). The body of the message should be included into the analysis. In order to cope with the privacy problem, which arrives in this case, a coding mechanism should be implemented so that the content of analyzed messages can be accessed only by the mining algorithm and not by human users. Currently the mining mechanism implements simple keyword-based search to find the links between business process cases and tasks and e-mail messages. The mechanism itself should be improved by adding text mining techniques and natural language processing heuristics to increase the quality of the mining.
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