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Abstract. Let $X_1, \ldots, X_n$ be i.i.d. copies of a random variable $X = Y + Z$, where $X_i = Y_i + Z_i$, and $Y_i$ and $Z_i$ are independent and have the same distribution as $Y$ and $Z$, respectively. Assume that the random variables $Y_i$’s are unobservable and that $Y = UV$, where $U$ and $V$ are independent, $U$ has a Bernoulli distribution with probability of success equal to $1 - p$ and $V$ has a distribution function $F$ with density $f$. Let the random variable $Z$ have a known distribution with density $k$. Based on a sample $X_1, \ldots, X_n$, we consider the problem of nonparametric estimation of the density $f$ and the probability $p$. Our estimators of $f$ and $p$ are constructed via Fourier inversion and kernel smoothing. We derive their convergence rates over suitable functional classes and show that the estimators are rate-optimal.

1. Introduction

Let $X_1, \ldots, X_n$ be i.i.d. copies of a random variable $X = Y + Z$, where $X_i = Y_i + Z_i$, and $Y_i$ and $Z_i$ are independent and have the same distribution as $Y$ and $Z$, respectively. Assume that the random variables $Y_i$’s are unobservable and that $Y = UV$, where $U$ and $V$ are independent, $U$ has a Bernoulli distribution with probability of success equal to $1 - p$ and $V$ has a distribution function $F$ with density $f$. Furthermore, let the random variable $Z$ have a known distribution with density $k$. Based on a sample $X_1, \ldots, X_n$, we consider the problem of nonparametric estimation of the density $f$ and the probability $p$. This problem has been recently introduced in van Es et al. (2008) for the case when $Z$ is normally distributed and Lee et al. (2010) for the class of more general error distributions. It is referred to as deconvolution for an atomic distribution, which reflects the fact that the distribution of $Y$ has an atom of size $p$ at zero and that we have to reconstruct (‘deconvolve’) $p$ and $f$ from the observations from the convolution structure $X = Y + Z$. When $p$ is known to be equal to zero, i.e. when $Y$ has a density, the problem reduces to the classical and much studied deconvolution problem, see e.g. Meister (2009) for an introduction to the latter and many recent references.

The above problem might arise in a number of practical situations, some of which are mentioned in van Es et al. (2008) and Lee et al. (2010). For instance, suppose that a measurement device is used to measure some quantity of interest. Let it have a probability $p$ of failure to detect this quantity, in which case it renders zero. Repetitive measurements of the quantity of interest can be modelled by random variables $Y_i$ defined as above. Assume that our goal is to estimate the density $f$
and the probability of failure $p$. If we could use the measurements $Y_i$ directly, then when estimating $f$, zero measurements could be discarded and we could use the nonzero observations to base our estimator of $f$ on. The probability $p$ could be estimated by the proportion of zero observations. However, in practice it is often the case that some measurement error is present. This can be modelled by random variables $Z_i$ and in such a case the observations are $X_i = Y_i + Z_i$. Now notice that due to the measurement error, the zero $Y_i$’s cannot be distinguished from the nonzero $Y_i$’s. If we do not want to impose parametric assumptions on $f$, the use of nonparametric deconvolution techniques will be unavoidable.

Another example comes from the evolutionary biology, see Section 4 in [Lee et al. (2010)] for background and additional details, and deals with estimation of the distribution of mutation effects on fitness of virus lineage. Here we mention only that the fact that silent mutations can occur leads in this case precisely to the deconvolution problem for an atomic distribution.

Deconvolution for an atomic distribution is also closely related to empirical Bayes estimation of a mean of a high-dimensional normally distributed vector, see e.g. [Jiang and Zhang (2009)] for the description of the problem and many references.

We move to the construction of estimators of $p$ and $f$. Because of a great similarity of our problem to the classical deconvolution problem, one natural approach to estimation of $p$ and $f$ is based on the use of Fourier inversion and kernel smoothing, cf. Section 2.2.1 in [Meister (2009)]. Suppose that $\phi_Z(t) \neq 0$ for all $t \in \mathbb{R}$. Following [van Es et al. (2008)], we define an estimator $p_{ngn}$ of $p$ as

$$p_{ngn} = \frac{g_n}{2} \int_{-1/g_n}^{1/g_n} \phi_{\text{emp}}(t) \phi_u(g_nt) dt,$$

where a number $g_n > 0$ denotes a bandwidth, $\phi_u$ is the Fourier transform of a kernel function $u$ and $\phi_{\text{emp}}(t) = n^{-1} \sum_{i=1}^n e^{itX_i}$ is the empirical characteristic function. To make the definition of $p_{ngn}$ meaningful, we assume that $\phi_u$ has support on $[-1, 1]$. This guarantees integrability of the integrand in (1). We also assume that $\phi_u$ is real-valued, bounded, symmetric and integrates to two. Other conditions on $u$ will be stated in the next section. Notice that $p_{ngn}$ is real-valued, because for its complex conjugate we have $p_{ngn}^* = p_{ngn}$. The heuristics behind the definition of $p_{ngn}$ are the same as in [van Es et al. (2008)]: using $\phi_X(t) = \phi_Y(t) \phi_Z(t)$ and $\phi_Y(t) = p + (1-p) \phi_f(t)$, we have

$$\lim_{g_n \to 0} \frac{g_n}{2} \int_{-1/g_n}^{1/g_n} \frac{\phi_X(t) \phi_u(g_nt)}{\phi_Z(t)} dt = \lim_{g_n \to 0} \frac{g_n}{2} \int_{-1/g_n}^{1/g_n} \phi_Y(t) \phi_u(g_nt) dt$$

$$= \lim_{g_n \to 0} \frac{g_n}{2} \int_{-1/g_n}^{1/g_n} p \phi_u(g_nt) dt$$

$$+ \lim_{g_n \to 0} \frac{g_n}{2} \int_{-1/g_n}^{1/g_n} (1-p) \phi_f(t) \phi_u(g_nt) dt$$

$$= p,$$

provided $\phi_f(t)$ is integrable. The last equality follows from the dominated convergence theorem and the fact that $\phi_u$ integrates to two. Notice that this estimator coincides with the one in [Lee et al. (2010)] when $u$ is the sinc kernel, i.e. $u(x) = \sin(x)/(\pi x)$. In general $p_{ngn}$ might take on negative values, even though for large $n$ the probability of this event will be small. At any rate this is of minor
importance, because we can always truncate \( p_{n g_n} \) from below at zero, i.e. define an estimator of \( p \) as \( p_{n g_n}^+ = \max(0, p_{n g_n}) \). This new estimator of \( p \) has risk (quantified by the mean square error) not larger than that of \( p_{n g_n} \):

\[
\mathbb{E}_{p,f}[\{p_{n g_n}^- - p\}^2] \leq \mathbb{E}_{p,f}[\{p_{n g_n} - p\}^2].
\]

Next we turn to the construction of an estimator of \( f \). Let

\[
\hat{p}_{n g_n} = \max(-1 + \epsilon_n, \min(p_{n g_n}, 1 - \epsilon_n)),
\]

where \( 0 < \epsilon_n < 1 \) and \( \epsilon_n \downarrow 0 \) at a suitable rate. Notice that \( |\hat{p}_{n g_n}| \leq 1 - \epsilon_n \). As in van Es et al. (2008), we propose the following estimator of \( f \),

\[
f_{n h_n g_n}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i x t} \frac{\phi_{emp}(t) - \hat{p}_{n g_n} \phi_Z(t)}{(1 - \hat{p}_{n g_n}) \phi_Z(t)} \phi_Z(h_n t) dt,
\]

where \( w \) is a kernel function with a real-valued and symmetric Fourier transform \( \phi_w \) supported on \([-1, 1]\) and \( h_n > 0 \) is a bandwidth. Notice that \( f_{n h_n g_n}(x) = f_{n h_n g_n}(x) \) and hence \( f_{n h_n g_n}(x) \) is real-valued. It is clear that \( p_{n g_n} \) is truncated to \( \hat{p}_{n g_n} \) in order to control the factor \((1 - \hat{p}_{n g_n})^{-1}\) in [3]. The definition of \( f_{n h_n g_n} \) is motivated by the fact that

\[
f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i x t} \frac{\phi_X(t) - p \phi_Z(t)}{(1 - p) \phi_Z(t)} dt,
\]

cf. Equation (1.2) in van Es et al. (2008). Thus \( f_{n h_n g_n} \) is obtained by replacing \( \phi_X \) and \( p \) by their estimators and application of appropriate regularisation determined by the kernel \( w \) and bandwidth \( h \). The estimator \( f_{n h_n g_n} \) essentially coincides with the one in Lee et al. (2010) when both \( u \) and \( w \) are taken to be the sinc kernels. Again, notice that with positive probability \( f_{n h_n g_n}(x) \) might become negative for some \( x \in \mathbb{R} \), a little drawback often shared by kernel-type estimators in deconvolution problems. If this is the case, then some correction method can be used, for instance one can define \( f_{n h_n g_n}^+(x) = \max(0, f_{n h_n g_n}(x)) \), as this does not increase the pointwise risk of the estimator. Furthermore, \( f_{n h_n g_n}^+ \) can be rescaled to integrate to one and thus can be turned into a probability density. We do not pursue these questions any further.

In the rest of the paper we concentrate on asymptotics of the estimators \( p_{n g_n} \) and \( f_{n h_n g_n} \). In particular, we derive upper bounds on the supremum of the mean square error of the estimator \( p_{n g_n} \) and the supremum of the mean integrated square error of the estimator \( f_{n h_n g_n} \), taken over an appropriate class of the densities \( f \) and an appropriate interval for the probability \( p \). Our results complement those from van Es et al. (2008), where the asymptotic normality of the estimators \( p_{n g_n} \) and \( f_{n h_n g_n} \) is established. However, our results are also more general, as we consider more general error distributions, and not necessarily the normal distribution as in van Es et al. (2008). Weak consistency of the estimators [1] and [3] based on the sinc kernel has been established under wide conditions in Lee et al. (2010). Here, however, we also derive convergence rates, much in the spirit of the classical deconvolution problems. See the next section for details. Notice also that the fixed parameter asymptotics of the estimators of \( p \) and \( f \) were studied in Lee et al. (2010), in particular the rate of convergence of their estimator of \( f \) (but not of \( p \)) was derived. On the other hand, we prefer to study asymptotics uniformly in \( p \) and \( f \), since fixed parameter statements are difficult to interpret from the asymptotic optimality point of view in nonparametric curve estimation, see e.g. Low et al. (1997) for a discussion. Furthermore, in case of estimation of \( f \) we quantify the
risk globally in terms of the mean integrated squared error and not pointwise by
the mean squared error as done in Lee et al. (2010). We also derive the lower risk
bound for estimation of \( f \), which shows that our estimator is rate-optimal over an
appropriate functional class. Our final result is a lower bound for estimation of \( p \) for
the case when \( Z \) is normally distributed. This lower bound entails rate-optimality
of \( p_{ng_n} \).

2. Results

The classical deconvolution problems are usually divided into two groups, or-
dinary smooth deconvolution problems and supersmooth deconvolution problems,
see e.g. Fan (1991) or p. 35 in Meister (2009). In the former case it is assumed that
the characteristic function \( \phi_Z \) of a random variable \( Z \) decays to zero algebraically
at plus and minus infinity (an example of such a \( Z \) is a random variable with
Laplace distribution), while in the latter case the decay is essentially exponential
(for instance \( Z \) can be a normally distributed random variable). The rate of decay
of \( \phi_Z \) at infinity determines smoothness of the density of \( Z \) and hence the names
ordinary smooth and supersmooth. Here too we will adopt the distinction between
ordinary smooth and supersmooth deconvolution problems. The ordinary smooth
deconvolution problems for an atomic distribution will be defined by the following
condition on \( \phi_Z \).

**Condition 1.** Let \( \phi_Z(t) \neq 0 \) for all \( t \in \mathbb{R} \) and let

\[
d_0|t|^{-\beta} \leq |\phi_Z(t)| \leq d_1|t|^{-\beta}, \quad \text{as } |t| \to \infty
\]

where \( d_0, d_1 \) and \( \beta \) are some strictly positive constants.

For the supersmooth deconvolution problems for an atomic distribution we will
need the following condition on \( \phi_Z \).

**Condition 2.** Let \( \phi_Z(t) \neq 0 \) for all \( t \in \mathbb{R} \) and let

\[
d_0|t|^{\beta_0}e^{-|t|^\beta_0/\gamma} \leq |\phi_Z(t)| \leq d_1|t|^{\beta_1}e^{-|t|^\beta_1/\gamma} \quad \text{as } |t| \to \infty,
\]

where \( \beta_0 \) and \( \beta_1 \) are some real constants and \( d_0, d_1, \beta \) and \( \gamma \) are some strictly
positive constants.

Next we need to impose conditions on the class of target densities \( f \).

**Condition 3.** Define two classes of target densities \( f \) as

\[
\Sigma_1(\alpha, K_\Sigma) = \left\{ f : \int_{-\infty}^{\infty} |\phi_f(t)|(1 + |t|^{\alpha})dt \leq K_\Sigma \right\}
\]

and

\[
\Sigma_2(\alpha, L_\Sigma) = \left\{ f : \int_{-\infty}^{\infty} |\phi_f(t)|^2(1 + |t|^{2\alpha})dt \leq L_\Sigma \right\},
\]

and let \( \Sigma(\alpha, K_\Sigma, L_\Sigma) = \Sigma_1(\alpha, K_\Sigma) \cap \Sigma_2(\alpha, L_\Sigma) \). Here \( \alpha, K_\Sigma \) and \( L_\Sigma \) are some strictly
positive numbers.

Conditions of this type are typical in nonparametric curve estimation problems,
cf. p. 25 in Tsybakov (2009) or p. 34 in Meister (2009), and for an integer \( \alpha \) condition
(6) is roughly equivalent to the assumption that \( f \) is \( \alpha \) times differentiable. At the
same time (7) puts some restriction on the \( L_2 \) norms of \( f \) and \( f^{(\alpha)} \). Some smoothness
assumptions have to be imposed on the class of target densities, because e.g. the
class of all continuous densities is usually too large to be handled when dealing with uniform asymptotics.

In the sequel we will use the symbols \( \leq \) and \( \geq \), meaning respectively less or equal, or greater or equal up to a universal constant that does not depend on \( n \).

The following theorem deals with asymptotics of the estimator \( p_{ng_n} \). Its proof, as well as the proofs of all other results in the paper, is given in Section 3. In order to keep our notation compact, instead of writing the expectation under the parameter pair \((p,f)\) as \( \mathbb{E}_{p,f} \), we will simply write \( \mathbb{E} \).

**Theorem 1.** Let a kernel \( u \) be such that its Fourier transform \( \phi_u \) is symmetric, real-valued, continuous in some neighbourhood of zero and is supported on \([-1,1]\).

Furthermore, let

\[
\int_{-1}^{1} \phi_u(t)dt = 2, \quad \left| \frac{\phi_u(t)}{t^\alpha} \right| \leq U,
\]

where the constant \( \alpha \) is the same as in Condition 3. \( U \) is a strictly positive constant and for \( t = 0 \) the ratio \( \phi_u(t)/t^\alpha \) is defined by continuity at zero as \( \lim_{t \to 0} \phi_u(t)/t^\alpha \), which we assume to exist. Then

(i) under Condition 3 by selecting \( g_n = d n^{-1/(2\alpha+2\beta+1)} \) for some constant \( d > 0 \), we have

\[
\sup_{f \in \Sigma_1(\alpha, K \Sigma), p \in [0,1)} \mathbb{E} \left[ (p_{ng_n} - p)^2 \right] \lesssim n^{-2\alpha/(2\alpha+2\beta+1)};
\]

(ii) under Condition 3 by selecting \( g_n = (4/\gamma)^{1/\beta} (\log n)^{-1/\beta} \), we have

\[
\sup_{f \in \Sigma_1(\alpha, K \Sigma), p \in [0,1)} \mathbb{E} \left[ (p_{ng_n} - p)^2 \right] \lesssim (\log n)^{-(2\alpha+2)/\beta}.
\]

Thus the rate of convergence of the estimator \( p_{ng_n} \) is slower than the root-n rate for estimation of a finite-dimensional parameter in regular parametric models. However, see Theorem 4 below, where for a practically important case of a normally distributed \( Z \) by establishing the lower bound for estimation of \( p \) we show that the slow convergence rate is intrinsic to the problem and is not a quirk of our particular estimator.

Next we study the asymptotic behaviour of the estimator \( f_{nh_n g_n} \) of \( f \). We selected the mean integrated square error as a criterion of its performance. The following theorem holds.

**Theorem 2.** Let a kernel \( u \) and the bandwidth \( g_n \) satisfy the assumptions in Theorem 4. Furthermore, let a kernel \( w \) be such that its Fourier transform is symmetric, real-valued and is supported on \([-1,1]\), \( \phi_w(0) = 1 \) and

\[
|\phi_w(s) - 1| \leq W|s|^\alpha, \quad \int_{-1}^{1} |\phi_w(t)|^2 dt < \infty,
\]

where \( W \) is some strictly positive constant. Moreover, let \( p \in [0, p^*] \), where \( p^* < 1 \).

Then

(i) under Condition 3 by selecting \( h_n = g_n = d n^{-1/(2\alpha+2\beta+1)} \) for some \( d > 0 \) and \( \epsilon_n \downarrow 0 \) such that \( h_n/\epsilon_n^2 \to 0 \), we have

\[
\sup_{f \in \Sigma(\alpha, K \Sigma), p \in [0, p^*]} \mathbb{E} \left[ \int_{-\infty}^{\infty} (f_{nh_n g_n}(x) - f(x))^2 dx \right] \lesssim n^{-2\alpha/(2\alpha+2\beta+1)};
\]
(ii) under Condition 3 by selecting $h_n = g_n = (4/\gamma)(\log n)^{-1/\beta}$ and $\epsilon_n \downarrow 0$ such that $h_n^2/\epsilon_n^2 \to 0$, we have

$$
\sup_{f \in \Sigma(\alpha K, L), p \in [0, p^*]} \mathbb{E} \left[ \int_{-\infty}^{\infty} (f_{n, h_n, g_n}(x) - f(x))^2 \, dx \right] \lesssim (\log n)^{-2\alpha/\beta},
$$

where the sequence $\epsilon_n \downarrow 0$ is the same as in (2).

The condition $h_n = g_n$ is imposed for simplicity of the proofs only. In practice the two bandwidths need not be the same, cf. van Es et al. (2008), where unequal $h_n$ and $g_n$ are used in simulation examples. Also notice that our conditions on $h_n$ and $g_n$ are of asymptotic nature. For practical suggestions on bandwidth selection for the case when both $u$ and $w$ are sinc kernels, see Lee et al. (2010), where also a number of simulation examples is considered.

The upper risk bounds derived in Theorem 2 coincide with the upper risk bounds for kernel-type estimators in the classical deconvolution problems, i.e. in the case when $p$ is a priori known to be zero. Naturally, a discussion on the optimality of convergence rates of the estimators $f_{n, h_n, g_n}$ and $p_{n, g_n}$ is in order. Let $\tilde{f}_n$ denote an arbitrary estimator of $f$ based on a sample $X_1, \ldots, X_n$. Consider

$$
\mathcal{R}^*_n \equiv \inf_{\tilde{f}_n} \sup_{f \in \Sigma, p \in [0, p^*]} \mathbb{E} \left[ \int_{-\infty}^{\infty} (\tilde{f}_n(x) - f(x))^2 \, dx \right],
$$

i.e. the minimax risk for estimation of $f$ over some functional class $\Sigma$ and the interval $[0, p^*]$ for $p$ that is associated with our statistical model, cf. p. 78 in Tsybakov (2009). Notice that

$$
\mathcal{R}^*_n \geq \inf_{\tilde{f}_n} \sup_{f \in \Sigma, p = 0} \mathbb{E} \left[ \int_{-\infty}^{\infty} (\tilde{f}_n(x) - f(x))^2 \, dx \right].
$$

The quantity on the right-hand side coincides with the minimax risk for estimation of a density $f$ in the classical deconvolution problem, i.e. when $p = 0$ and the random variable $Y$ has a density $f$. Using this fact, by Theorem 2.14 of Meister (2009) it is easy to obtain lower bounds for $\mathcal{R}^*_n$. In particular, the following result holds.

**Theorem 3.** Let $\tilde{f}_n$ denote any estimator of $f$ based on a sample $X_1, \ldots, X_n$. Then

(i) under Condition 2 we have

$$
\inf_{\tilde{f}_n} \sup_{f \in \Sigma(\alpha, L), p \in [0, p^*]} \mathbb{E} \left[ \int_{-\infty}^{\infty} (\tilde{f}(x) - f(x))^2 \, dx \right] \gtrsim n^{-2\alpha/(2\alpha + 2\beta + 1)};
$$

(ii) under Condition 3 the inequality

$$
\inf_{\tilde{f}_n} \sup_{f \in \Sigma(\alpha, L), p \in [0, p^*]} \mathbb{E} \left[ \int_{-\infty}^{\infty} (\tilde{f}(x) - f(x))^2 \, dx \right] \gtrsim (\log n)^{-2\alpha/\beta}
$$

holds.

These lower bounds are of the same order as upper bounds in Theorem 2. It then follows that our estimator of $f$ is rate-optimal.

Derivation of the lower risk bounds for estimation of probability $p$ appears to be more involved. We will establish the lower bound for the case when $Z$ follows the standard normal distribution (assumption of normality of measurement errors is frequently imposed in practice). The following result holds true.
Theorem 4. Let $Z$ have the standard normal distribution and let $\tilde{p}_n$ denote any estimator of $p$ based on a sample $X_1, \ldots, X_n$. Then

\begin{equation}
\inf_{\tilde{p}_n} \sup_{f \in \Sigma_1(\alpha, L_2), p \in [0, 1]} \mathbb{E} \left[ (\tilde{p}_n - p)^2 \right] \geq (\log n)^{-(\alpha + 1)}
\end{equation}

holds.

A slight modification of the proof shows that the same lower bound also holds for the case when the supremum is taken over $p \in [0, p^*]$ and not only $p \in [0, 1]$. A consequence of this theorem and (10) is that our estimator $p_{ngn}$ is rate-optimal for the case when $Z$ follows the normal distribution.

3. Proofs

Proof of Theorem 1. The proof uses some arguments from Fan (1991). To make the notation less cumbersome, let $\sup_{f,p} \equiv \sup_{f \in \Sigma(\alpha, K, \Sigma), p \in [0, 1]}$. We first prove (i).

We have

\begin{equation}
\sup_{f,p} \mathbb{E} \left[ (p_{ngn} - p)^2 \right] \leq \sup_{f,p} (\mathbb{E} \left[ p_{ngn} \right] - p)^2 + \sup_{f,p} \text{Var} [p_{ngn}].
\end{equation}

Observe that

\begin{equation}
|\mathbb{E} [p_{ngn}] - p| = \frac{1 - p}{2} \int_{-1}^{1} (\frac{t}{g_n}) \phi_u(t) dt \leq \frac{1}{2} K \Sigma U g_n^{\alpha + 1},
\end{equation}

where we used (8), as well as (6). Therefore

\begin{equation}
\sup_{f,p} (\mathbb{E} [p_{ngn}] - p)^2 \lesssim g_n^{2\alpha + 2}.
\end{equation}

Furthermore, using independence of the random variables $X_i$’s,

\begin{equation}
\text{Var} [p_{ngn}] = \frac{1}{4n} \text{Var} \left[ \int_{-1}^{1} e^{itX_1/g_n} \frac{\phi_u(t)}{\phi_Z(t/g_n)} dt \right] \leq \frac{1}{4n} \int_{-1}^{1} \left| \frac{\phi_u(t)}{\phi_Z(t/g_n)} \right|^2 dt.
\end{equation}

Let $M$ be a large enough (but fixed) constant. Suppose also that $n \geq n_0$ and $M g_n < 1$ for all $n \geq n_0$. If $M$ is selected appropriately and $n_0$ is large enough, then we have

\begin{equation}
|\phi_Z(t/g_n)| \geq \frac{d_0}{2} \left| \frac{t}{g_n} \right|^{-\beta}
\end{equation}

for all $M g_n \leq |t| \leq 1$, which follows from Condition [1]. Moreover, for $|t| \leq M g_n$

\begin{equation}
|\phi_Z(t/g_n)| \geq \inf_{s \in [-M, M]} |\phi_Z(s)| > 0,
\end{equation}

because $\phi_Z$ does not vanish on the whole real line. Now write

\begin{equation}
\int_{-1}^{1} \left| \frac{\phi_u(t)}{\phi_Z(t/g_n)} \right| dt = \left( \int_{[-M g_n, M g_n]} + \int_{[-1, 1] \setminus [-M g_n, M g_n]} \right) \left| \frac{\phi_u(t)}{\phi_Z(t/g_n)} \right| dt.
\end{equation}

Formulæ (21)–(23) imply that

\begin{equation}
\int_{-1}^{1} \left| \frac{\phi_u(t)}{\phi_Z(t/g_n)} \right| dt \leq C \frac{1}{g_n^\beta},
\end{equation}

where
where \( C \) does not depend on \( n \). This and (20) entail that

\[
\sup_{f,p} \mathbb{V} \mathbb{A} [p_{ng_n}] \lesssim \frac{1}{ng_n^{2\alpha}}.
\]

Formula (9) is then a consequence of (17), (19), (25) and our specific choice of \( g_n \) in (i).

Now we prove (ii). Since the first term on the right-hand side of (17) can be treated as in the ordinary smooth case (in particular (19) holds), we concentrate on the second term. Notice that in this case (20) holds true as well. By the same arguments as in (21)–(23), one can show that

\[
\int_{-1}^{1} \left| \frac{\phi_n(t)}{\phi_Z(t/g_n)} \right| dt \leq \begin{cases} C' e^{1/(\gamma g_n^2)}, & \text{if } \beta_0 \geq 0 \\ C' g_{2\alpha} e^{1/(\gamma g_n^2)}, & \text{if } \beta_0 < 0, \end{cases}
\]

where the constant \( C' \) does not depend on \( n \). In either case, because of our choice of \( g_n \), the right-hand side of (26) is of order \( o(n^{-2/3}) \).

This together with (17) and (19) proves (10).

The following lemma will be used in the proof of Theorem 2.

**Lemma 1.** Under the same conditions as in Theorem 1 (i), we have

\[
\sup_{f \in \Sigma_1(\alpha, K), p \in [0, p^*]} \mathbb{E} [\hat{p}_{ng_n} - p]^2 \lesssim n^{-2(\alpha + 2)/(2\alpha + 2\beta + 1)},
\]

while under conditions of Theorem 1 (ii) the inequality

\[
\sup_{f \in \Sigma_1(\alpha, K), p \in [0, p^*]} \mathbb{E} [\hat{p}_{ng_n} - p]^2 \lesssim (\log n)^{-2(\alpha + 2)/\beta}
\]

holds.

**Proof of Lemma 1** Introduce the notation \( \sup_{f,p} \equiv \sup_{f \in \Sigma_1(\alpha, K), p \in [0, p^*]} \). Let \( n \) be so large that \( p^* < 1 - \epsilon_n \), which is possible, because \( p^* < 1 \) and \( \epsilon_n \downarrow 0 \). Then

\[
\mathbb{E} [\hat{p}_{ng_n} - p]^2 \leq \mathbb{E} [(p_{ng_n} - p)^2] = T_1.
\]

Observe that because of (19) and our choice of \( g_n \),

\[
\sup_{f,p} T_1 \lesssim n^{-2(\alpha + 2)/(2\alpha + 2\beta + 1)}
\]

in the setting of Theorem 1 (i), and

\[
\sup_{f,p} T_1 \lesssim (\log n)^{-2(\alpha + 2)/\beta}
\]

in the setting of Theorem 1 (ii). This entails the desired result.

**Proof of Theorem 2** We use the notation \( \sup_{f,p} \equiv \sup_{f \in \Sigma(\alpha, K \Sigma, L \Sigma), p \in [0, p^*]} \). We have

\[
\sup_{f,p} \mathbb{E} \left[ \int_{-\infty}^{\infty} (f_{nh_n g_n}(x) - f(x))^2 \, dx \right] \leq \sup_{f,p} \int_{-\infty}^{\infty} \mathbb{E} [f_{nh_n g_n}(x)]^2 - f(x)^2 \, dx + \sup_{f,p} \int_{-\infty}^{\infty} \mathbb{V} \mathbb{A} [f_{nh_n g_n}(x)] \, dx.
\]
Let
\[ \hat{f}_{nh_n}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itx} \frac{\phi_{cmp}(t)\phi_w(h_n t)}{\phi_Z(t)} dt \]
and introduce
\[ f_{nh_n}(x) = \frac{\hat{f}_{nh_n}(x)}{1 - p} - \frac{p}{1 - p} w_{h_n}(x), \]
where \( w_{h_n}(x) = (1/h_n)w(x/h_n) \). We first study \( T_1 \), i.e. the supremum of the integrated squared bias. By the \( c_2 \)-inequality it can be bounded as
\[ T_1 \lesssim \sup_{f,p} \int_{-\infty}^{\infty} (\mathbb{E}[f_{nh_n}(x)] - f(x))^2 dx \]
\[ + \sup_{f,p} \int_{-\infty}^{\infty} (\mathbb{E}[f_{nh_ng_n}(x) - f_{nh_n}(x)])^2 dx \]
\[ = T_3 + T_4. \]
By Parseval’s identity and the dominated convergence theorem
\[ \int_{-\infty}^{\infty} (\mathbb{E}[f_{nh_n}(x)] - f(x))^2 dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} |\phi_f(t)|^2|\phi_w(h_n t) - 1|^2 dt \]
\[ = h_n^{2\alpha} \frac{1}{2\pi} \int_{-\infty}^{\infty} |t|^{2\alpha} |\phi_f(t)|^2 |\phi_w(h_n t) - 1|^2 dt \]
\[ \lesssim h_n^{2\alpha}. \]
The dominated convergence theorem is applicable because of Condition 3 and (11). Hence \( T_3 \lesssim h_n^{2\alpha} \) in view of the fact that \( f \in \Sigma(a, K_{\Sigma}, L_{\Sigma}) \). With our choice of the bandwidths \( h_n \) and \( g_n \), \( T_3 \) is the dominating term in the upper risk bound for the estimator \( f_{nh_n g_n} \). The rest of the proof is dedicated to showing that the other terms are negligible. We deal with \( T_4 \). By the \( c_2 \)-inequality
\[ \int_{-\infty}^{\infty} (\mathbb{E}[f_{nh_n g_n}(x) - f_{nh_n}(x)])^2 dx \lesssim \left( \mathbb{E}\left[ \frac{\hat{p}_{ng_n} - p}{(1 - \hat{p}_{ng_n})(1 - p)} \right] \right)^2 \int_{-\infty}^{\infty} (w_{h_n}(x))^2 dx \]
\[ + \int_{-\infty}^{\infty} \left( \mathbb{E}\left[ \hat{f}_{nh_n}(x) \frac{\hat{p}_{ng_n} - p}{(1 - \hat{p}_{ng_n})(1 - p)} \right] \right)^2 dx \]
\[ = T_5 + T_6. \]
Consider \( T_5 \). By the Cauchy-Schwarz inequality and a change of the integration variable from \( x \) into \( v = x/h_n \) we have
\[ T_5 \leq \frac{1}{h_n} \int_{-\infty}^{\infty} (w(x))^2 dx \mathbb{E}\left[ \frac{(\hat{p}_{ng_n} - p)^2}{(1 - \hat{p}_{ng_n})^2(1 - p)^2} \right] \]
\[ \leq \int_{-\infty}^{\infty} (w(x))^2 dx \left( \frac{1}{1 - p^*} \right)^2 h_n \frac{1}{\epsilon_n^2} \mathbb{E}[|\hat{p}_{ng_n} - p|^2], \]
where we used the fact that \( (1 - \hat{p}_{ng_n})^2 \geq \epsilon_n^2 \) and \( p \leq p^* < 1 \) to see the last line. Since \( g_n = h_n \), it follows from the proof of Lemma 1 that \( \sup_{p,f} T_5 \lesssim g_n^{2\alpha + 1}/\epsilon_n^2 \).
Now let us turn to \( T_6 \). By the Cauchy-Schwarz inequality and (19)
\[ T_6 \leq \mathbb{E}\left[ \frac{(\hat{p}_{ng_n} - p)^2}{(1 - \hat{p}_{ng_n})^2(1 - p)^2} \right] \int_{-\infty}^{\infty} \mathbb{E}[|\hat{f}_{nh_n}(x)|^2] dx. \]
By the same arguments as we used for $T_5$, the first term in the product in the above display is of order $g_n^{2}\alpha+2/\epsilon_n^2$. The same holds true for its supremum over $f$ and $p$. Hence it remains to study the second factor in $T_6$. We have

\[
\int_{-\infty}^{\infty} \mathbb{E}[(\hat{f}_{nh}(x))^2]dx = \int_{-\infty}^{\infty} \text{Var} [\hat{f}_{nh}(x)]dx + \int_{-\infty}^{\infty} (\mathbb{E} [\hat{f}_{nh}(x)])^2dx
\]

\[
= T_7 + T_8.
\]

Notice that by the independence of $X_i$'s

\[
T_7 = \frac{1}{nh^2} \int_{-\infty}^{\infty} \text{Var} \left[ W_n \left( \frac{x - X_1}{h} \right) \right] dx \leq \frac{1}{nh^2} \int_{-\infty}^{\infty} \mathbb{E} \left[ W_n \left( \frac{x - X_1}{h} \right) \right] dx,
\]

where the function $W_n$ is defined by

\[
W_n(x) = \frac{1}{2\pi} \int_{-1}^{1} e^{-itx} \frac{\phi_w(t)}{\phi_Z(t/h_n)}dt.
\]

Let $q$ denote the density of $X_1$. Then by Fubini’s theorem

\[
T_7 \leq \frac{1}{nh^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( W_n \left( \frac{x - s}{h} \right) \right)^2 q(s)dsdx
\]

\[
= \frac{1}{nh^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( W_n \left( \frac{x - s}{h} \right) \right)^2 dxq(s)ds
\]

\[
= \frac{1}{nh^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (W_n(x))^2 dxq(s)ds
\]

\[
= \frac{1}{nh^2} \int_{-1}^{1} |\phi_w(t)|^2 dxq(s)ds
\]

\[
\text{where we also used the fact that } q, \text{ being a probability density, integrates to one, as well as Parseval’s identity. The integral in the last equality of the above display can be analysed by exactly the same arguments as the integral (23).} \]

Thus

\[
T_7 \lesssim \begin{cases} \\
\frac{1}{nh^{\alpha+1}}, & \text{if } Z \text{ is ordinary smooth,} \\
\frac{1}{nh^{2}} e^{2/(\gamma h_n^2)}, & \text{if } Z \text{ is supersmooth and } \beta_0 \geq 0, \\
\frac{1}{nh^{2\beta_0-1} n} e^{2/(\gamma h_n^2)}, & \text{if } Z \text{ is supersmooth and } \beta_0 < 0.
\end{cases}
\]

It also follows that the same order bounds hold for $\sup_{f,p} T_7$. Let us now study $T_8$. By Parseval’s identity and the fact that $|\phi_Y(t)| \leq 1$, we have

\[
T_8 = \int_{-\infty}^{\infty} \left( \int_{-1/h_n}^{1/h_n} e^{-itx} \phi_Y(t) \phi_w(h_n t)dt \right)^2 dx
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} |\phi_Y(t)\phi_w(h_n t)|^2 1_{[-1/h_n,1/h_n]}(t)dt
\]

\[
\leq \frac{1}{h_n^2} \frac{1}{2\pi} \int_{-1}^{1} |\phi_w(t)|^2 dt.
\]

Notice that because of (11), $\int_{-1}^{1} |\phi_w(t)|^2 dt$ is finite. Combination of the above bounds for $T_7$ and $T_8$ entails that $\sup_{f,p} T_6$ is of order $g_n^{2\alpha+1}/\epsilon_n^2$. Therefore $T_4$, as well as $T_1$, i.e. the supremum of the integrated squared bias is of order $g_n^{2\alpha}$. For
the ordinary smooth case this gives an upper bound of order $n^{-2\alpha/(2\alpha+2\beta+1)}$ on $T_1$, while for the supersmooth case an upper bound of order $(\log n)^{-2\alpha/\beta}$.

Now we turn to $T_2$, i.e. the supremum of the integrated variance. We have

$$\int_{-\infty}^{\infty} \mathbb{V}ar \left[ f_{nh,gn}(x) \right] dx = \int_{-\infty}^{\infty} \mathbb{V}ar \left[ f_{nh,gn}(x) - f_{nh}(x) + f_{nh}(x) \right] dx$$

$$\leq \int_{-\infty}^{\infty} \mathbb{V}ar \left[ f_{nh}(x) \right] dx + \int_{-\infty}^{\infty} \mathbb{V}ar \left[ f_{nh,gn}(x) - f_{nh}(x) \right] dx$$

$$= T_9 + T_{10},$$

where we used the fact that for random variables $\xi$ and $\eta$

$$\mathbb{V}ar [\xi + \eta] \leq 2(\mathbb{V}ar [\xi] + \mathbb{V}ar [\eta]).$$

Since $T_9$ up to a constant is the same as $T_7$, $\sup_{f,p} T_9$ can be bounded as before, see (27). We consider $T_{10}$. Let $\psi_n = 2K_2 U g_n^{\alpha+1}$. Then

$$T_{10} \leq \int_{-\infty}^{\infty} \mathbb{E} \left[ (f_{nh,gn}(x) - f_{nh}(x))^2 I[|\hat{\phi}_{n\alpha} - p| > \psi_n] \right] dx$$

$$+ \int_{-\infty}^{\infty} \mathbb{E} \left[ (f_{nh,gn}(x) - f_{nh}(x))^2 I[|\hat{\phi}_{n\alpha} - p| \leq \psi_n] \right] dx$$

$$= T_{11} + T_{12}.$$

By the $c_2$-inequality

$$T_{11} \leq \frac{1}{h_n} \int_{-\infty}^{\infty} (w(x))^2 dx \mathbb{E} \left[ \frac{(\hat{\phi}_{n\alpha} - p)^2}{(1 - \hat{\phi}_{n\alpha})^2(1 - p)^2} I[|\hat{\phi}_{n\alpha} - p| > \psi_n] \right]$$

$$+ \int_{-\infty}^{\infty} \mathbb{E} \left[ (\hat{f}_{nh}(x))^2 \frac{(\hat{\phi}_{n\alpha} - p)^2}{(1 - \hat{\phi}_{n\alpha})^2(1 - p)^2} I[|\hat{\phi}_{n\alpha} - p| > \psi_n] \right] dx$$

$$= T_{13} + T_{14}.$$

Since $T_{13} \leq h_n^{-1} \epsilon_n^2 \mathbb{E} [(|\hat{\phi}_{n\alpha} - p)|^2]$, we have $\sup_{f,p} T_{13} \leq \theta_0^{2\alpha+1}/\epsilon_n^2$. As far as $T_{14}$ is concerned, by Fubini’s theorem and Parseval’s identity

$$T_{14} = \mathbb{E} \left[ \frac{(\hat{\phi}_{n\alpha} - p)^2}{(1 - \hat{\phi}_{n\alpha})^2(1 - p)^2} I[|\hat{\phi}_{n\alpha} - p| > \psi_n] \int_{-\infty}^{\infty} (\hat{f}_{nh}(x))^2 dx \right]$$

$$= \mathbb{E} \left[ \frac{(\hat{\phi}_{n\alpha} - p)^2}{(1 - \hat{\phi}_{n\alpha})^2(1 - p)^2} I[|\hat{\phi}_{n\alpha} - p| > \psi_n] \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{|\phi_{\text{emp}}(t)\phi_{\alpha}(h_n t)|^2}{\phi_Z(t)^2} dt \right]$$

$$\leq \frac{1}{\epsilon_n^2 h_n} \int_{-\infty}^{\infty} \frac{|\phi_{\alpha}(t)|^2}{|\phi_Z(t/h_n)|^2} dt P(|\hat{\phi}_{n\alpha} - p| > \psi_n).$$

Here we used the facts that $|\hat{\phi}_{n\alpha}| \leq 1 - \epsilon_n$ and $p \leq p^* < 1$. Hence

$$T_{14} \leq \frac{1}{\epsilon_n^2 h_n^{2\alpha+1}} P(|\hat{\phi}_{n\alpha} - p| > \psi_n)$$

in the ordinary smooth case, and

$$T_{14} \leq \begin{cases} \frac{1}{\epsilon_n^2 h_n^2} e^{2/(\gamma h_n^4)} P(|\hat{\phi}_{n\alpha} - p| > \psi_n), & \text{if } \beta_0 \geq 0, \\ \frac{1}{\epsilon_n^2 h_n^{2\beta_0 - 1}} e^{2/(\gamma h_n^4)} P(|\hat{\phi}_{n\alpha} - p| > \psi_n), & \text{if } \beta_0 < 0 \end{cases}$$

in the supersmooth case, see the proof of Theorem 1. We thus have to study $P(|\hat{\phi}_{n\alpha} - p| > \psi_n)$. Observe that

$$P(|\hat{\phi}_{n\alpha} - p| > \psi_n) \leq P(E[\hat{\phi}_{n\alpha} - p] > \psi_n/2) + P(|\hat{\phi}_{n\alpha} - E[\hat{\phi}_{n\alpha}]| > \psi_n/2)$$
By (18), we have

\[
\|E[\hat{p}_{ng_n}] - p\| \leq \|E[p_{ng_n}] - p\| + \|E[\hat{p}_{ng_n} - p_{ng_n}]\|
\]

\[
\leq \|E[p_{ng_n}] - p\| + \|E[(1 - \epsilon_n - p_{ng_n})1[p_{ng_n} > 1 - \epsilon_n]]\|
\]

\[
+ \|E[1 - p_{ng_n}]\|1[p_{ng_n} < 1 + \epsilon_n]]\|
\]

\[
\leq \frac{1}{2} K_2 U g^n_{\alpha + 1}
\]

\[
+ \|E[(1 - \epsilon_n - p_{ng_n})1[p_{ng_n} > 1 - \epsilon_n]]\|
\]

\[
+ \|E[1 - p_{ng_n}]\|1[p_{ng_n} < 1 + \epsilon_n]]\|
\]

\[
= T_{18} + T_{19}.
\]

Since $T_{18}$ and $T_{19}$ can be studied in the same manner, we consider only $T_{18}$. By bounding $p_{ng_n}$, we have

\[
T_{18} \leq \left(1 - \epsilon_n + \frac{1}{2} \int_{-1}^{1} \frac{|\phi_u(t)|}{|\phi_Z(t/g_n)|} dt\right) P(p_{ng_n} > 1 - \epsilon_n).
\]

The right-hand side in both cases of the ordinary smooth or supersmooth $Z$ is of smaller order than $\psi_n$, which can be seen by using (24), (26) and the following reasoning used to bound $P(p_{ng_n} > 1 - \epsilon_n)$:

\[
P(p_{ng_n} > 1 - \epsilon_n) = P(p_{ng_n} - E[p_{ng_n}] > 1 - \epsilon_n - E[p_{ng_n}])
\]

\[
\leq P(|p_{ng_n} - E[p_{ng_n}]| > 1 - \epsilon_n - E[p_{ng_n}])
\]

\[
= P\left(\sum_{j=1}^{n} U_n \left(\frac{-X_j}{g_n}\right) - E\left[\sum_{j=1}^{n} U_n \left(\frac{-X_j}{g_n}\right)\right] > n \left(\frac{1 - \epsilon_n - E[p_{ng_n}]}{\pi}\right)\right),
\]

where

\[
U_n(x) = \frac{1}{2\pi} \int_{-1}^{1} e^{-itx} \frac{\phi_u(t)}{\phi_Z(t/g_n)} dt.
\]

Under the conditions of Theorem 1 (i) by (24) we have

\[
|U_n(x)| \leq \frac{C}{2\pi} \frac{1}{g_n^\beta},
\]

while under those of Theorem 1 (ii)

\[
|U_n(x)| \leq \begin{cases} 
\frac{C \epsilon}{2\pi} e^{1/(\gamma g_n^\beta)}, & \text{if } \beta_0 \geq 0, \\
\frac{C \epsilon}{2\pi} g_n^\beta \epsilon^{1/(\gamma g_n^\beta)}, & \text{if } \beta_0 < 0.
\end{cases}
\]

By (18), we have

\[
|E[p_{ng_n}]| \leq |E[p_{ng_n}] - p| + p \leq p^* + \frac{1}{2} K_2 U g^n_{\alpha + 1}.
\]

By taking $n_0$ so large that for all $n \geq n_0$

\[
p^* + \frac{1}{2} K_2 U g^n_{\alpha + 1} < 1 - \epsilon_n
\]
holds, one can ensure that uniformly in \( f \) and \( p \), \( 1 - \epsilon_n - E[p_{ngn}] > 0 \). Then by Hoefding’s inequality, see Lemma A.4 on p. 198 of Tsybakov (2009), we obtain
\[
P(p_{ngn} > 1 - \epsilon_n) \leq 2 \exp \left( -8 \frac{(1 - \epsilon_n - E[p_{ngn}])^2}{C^2 n g_n^2} \right)
\]
for the setting of Theorem [1] (i) and
\[
P(p_{ngn} > 1 - \epsilon_n) \leq \begin{cases} 2 \exp \left( -8 \frac{(1 - \epsilon_n - E[p_{ngn}])^2}{(c')^2 n g_n^2} \right e^{-2/(\gamma g_n^3)}), & \text{if } \beta_0 \geq 0, \\ 2 \exp \left( -8 \frac{(1 - \epsilon_n - E[p_{ngn}])^2}{(c')^2 n g_n^2} \right e^{-2/(\gamma g_n^3)}), & \text{if } \beta_0 < 0 \end{cases}
\]
for the setting of Theorem [1] (ii). Since
\[1 - \epsilon_n - E[p_{ngn}] \geq 1 - \epsilon_n - p^* - \frac{1}{2} K_d U g_n^{\alpha + 1} > 0\]
for all \( n \) large enough and uniformly in \( f \) and \( p \), further bounding yields
\[
P(p_{ngn} > 1 - \epsilon_n) \leq 2 \exp \left( -8 \frac{(1 - \epsilon_n - p^* - (1/2) K_d U g_n^{\alpha + 1})^2}{C^2 n g_n^2} \right)
\]
for the setting of Theorem [1] (i) and
\[
P(p_{ngn} > 1 - \epsilon_n) \leq \begin{cases} 2 \exp \left( -8 \frac{(1 - \epsilon_n - p^* - (1/2) K_d U g_n^{\alpha + 1})^2}{(c')^2 n g_n^2} \right e^{-2/(\gamma g_n^3)}), & \text{if } \beta_0 \geq 0, \\ 2 \exp \left( -8 \frac{(1 - \epsilon_n - p^* - (1/2) K_d U g_n^{\alpha + 1})^2}{(c')^2 n g_n^2} \right e^{-2/(\gamma g_n^3)}), & \text{if } \beta_0 < 0 \end{cases}
\]
for the setting of Theorem [1] (ii). Consequently, \( T_{18} \) is of lower order than \( \psi_n \). The same is true for \( T_{19} \).

Thus \( T_{15} = 0 \), provided \( n \) is large enough. In fact, this will hold true uniformly in \( p \) and \( f \), which follows from [13]. It remains to study \( T_{16} \). This can be done in much the same way as in case of \( T_{15} \), but nevertheless, we provide the complete proof. In fact,
\[
T_{16} \leq P(|\hat{p}_{ngn} - p_{ngn}| > \psi_n/4) + P(|p_{ngn} - E[\hat{p}_{ngn}]| > \psi_n/4)
\leq P(|\hat{p}_{ngn} - p_{ngn}| > \psi_n/4) + P(|p_{ngn} - E[p_{ngn}]| > \psi_n/8)
+ P(|E[p_{ngn}] - E[\hat{p}_{ngn}]| > \psi_n/8)
= T_{20} + T_{21} + T_{22}.
\]
Notice that
\[
T_{20} \leq P(|1 - \epsilon_n - p_{ngn}| 1[p_{ngn} > 1 - \epsilon_n] > \psi_n/8)
+ P(1 - 1 + \epsilon_n - p_{ngn}| 1[p_{ngn} < 1 + \epsilon_n] > \psi_n/8).
\]
We consider e.g. the first term on the right-hand side. By Chebyshev’s inequality it is bounded by
\[
\frac{8}{\psi_n} T_{18} = \frac{8}{\psi_n} \left( 1 - \epsilon_n + \frac{1}{2} \int_{-1}^{1} \frac{|\phi_n(t)|}{\phi_Z(t/g_n)} dt \right) P(p_{ngn} > 1 - \epsilon_n).
\]
The order bound on the latter term, which is also uniform in \( p \) and \( f \), can be established just as above by using [23], [26] and an exponential bound on \( P(p_{ngn} > 1 - \epsilon_n) \), which was proved above. This will be of smaller order than \( g_n^{2\alpha} \). To bound \( T_{21} \), we apply an exponential bound on \( P(p_{ngn} > 1 - \epsilon_n) \). Again, this will be negligible in comparison to \( g_n^{2\alpha} \). Finally, we turn to \( T_{22} \). Our goal is to show that for all \( n \) large enough and uniformly in \( p \) and \( f \), \( T_{22} = 0 \). We have
\[
|E[p_{ngn}] - E[\hat{p}_{ngn}]| \leq E[|p_{ngn} - 1 + \epsilon_n| 1[p_{ngn} > 1 - \epsilon_n]]
\]
\[ + \mathbb{E} \left[ |p_{ng_n} + 1 - \epsilon_n| 1_{|p_{ng_n} < 1 - \epsilon_n|} \right]. \]

As the arguments for both terms on the right-hand side are similar, we consider only the first term. We have

\[ \mathbb{E} \left[ |p_{ng_n} - 1 + \epsilon_n| 1_{|p_{ng_n} > 1 - \epsilon_n|} \right] \leq \left( 1 - \epsilon_n + \frac{1}{2} \int_{-1}^{1} \left| \frac{\phi_u(t)}{\phi_Z(t)} \right| dt \right) \mathbb{P}(p_{ng_n} > 1 - \epsilon_n). \]

Since the right-hand side is negligible compared to \( \psi_n \), it follows that \( T_{22} \) is zero for all large enough \( n \) and in fact this holds true uniformly in \( p \) and \( f \). To complete establishing an upper bound on \( T_{10} \), it remains to study \( T_{12} \). By the \( c_2 \)-inequality

\[ T_{12} \lesssim \frac{1}{\epsilon_n} \psi_n^2 \int_{-\infty}^{\infty} (w(x))^2 dx + \mathbb{E} \left[ (f_{nh_n}(x))^2 \right] dx. \]

Since

\[ \int_{-\infty}^{\infty} \mathbb{E} \left[ (f_{nh_n}(x))^2 \right] dx = \int_{-\infty}^{\infty} \text{Var} \left[ (f_{nh_n}(x))^2 \right] dx + \int_{-\infty}^{\infty} (\mathbb{E} \left[ f_{nh_n}(x) \right])^2 dx, \]

it follows from upper bounds on \( T_7 \) and \( T_8 \) that \( T_{12} \lesssim g_n^{2\alpha+1}/\epsilon_n^2 \). Combination of the above intermediate results and taking suprema over \( f \) and \( p \) implies that \( \sup_{f,p} T_{10} \lesssim g_n^{2\alpha+1}/\epsilon_n^2 \). The statement of the theorem is then a consequence of our choice of \( h_n \) and \( g_n \).

**Proof of Theorem [4]** A general idea of the proof can be outlined as follows: we will consider two pairs \((p_1, f_1)\) and \((p_2, f_2)\) (depending on \( n \)) of the parameter \((p, f)\) that parametrises the density \( X \), such that the probabilities \( p_1 \) and \( p_2 \) are separated as much as possible, while at the same time the corresponding product densities \( q_{1,n}^\alpha \) and \( q_{2,n}^\alpha \) of observations \( X_1, \ldots, X_n \) are close in the \( \chi^2 \)-divergence and hence cannot be distinguished well using the observations \( X_1, \ldots, X_n \). By Lemma 8 of [Butucea and Tsybakov 2008] the squared distance between \( p_1 \) and \( p_2 \) will then give (up to a constant that does not depend on \( n \)) the desired lower bound [16] for estimation of \( p \).

Our construction of the two alternatives \((p_1, f_1)\) and \((p_2, f_2)\) is partially motivated by the construction used in the proof of Theorem 3.5 of [Chen et al. 2010]. Let \( \lambda_1 = \lambda + \delta \alpha + 1 \), where \( \lambda > 0 \) is a fixed constant and \( \delta \downarrow 0 \) as \( n \to \infty \). Define \( p_1 = e^{-\lambda_1} \) and notice that \( p_1 \in [0, 1) \) for all \( n \) large enough. Next set \( \phi_{p_1}(t) = e^{-|t|} \) and observe that this is the characteristic function corresponding to the Cauchy density \( g_1(x) = 1/(\pi(1 + x^2)) \). Finally, define

\[ \phi_{f_1}(t) = \frac{1}{e^{\lambda_1} - 1} \left[ e^{\lambda_1 \phi_{g_1}(t)} - 1 \right]. \]

Assume that the i.i.d. random variables \( W_j \)'s have the common density \( g_1 \) and the random variable \( N_{\lambda_1} \) has Poisson distribution with parameter \( \lambda_1 \). Then the function \( \phi_{f_1} \) will be the characteristic function corresponding to the density \( f_1 \) of the Poisson sum \( Y = \sum_{j=1}^{N_{\lambda_1}} W_j \) of i.i.d. \( W_j \)'s conditional on the fact that the number of its summands \( N_{\lambda_1} > 0 \), see pp. 14–15 of [Gugushvili 2008]. Notice that we have an inequality

\[ |\phi_{f_1}(t)| \leq \frac{\lambda_1 e^{\lambda_1}}{e^{\lambda_1} - 1} |\phi_{g_1}(t)|, \]

cf. inequality (2.10) on p. 22 of [Gugushvili 2008]. Keeping this inequality in mind, without loss of generality we can assume that \( K_1 \) is already such that \( \phi_{f_1} \in \mathcal{H}_1 \).
and remark that it has the convolution structure required for our problem.

be a function, such that its Fourier transform \( H \) is symmetric and real-valued. By the Fourier inversion argument we claim that for all \( n \) large enough \( \alpha > 0 \), we have

\[
\int_{-\delta}^{\delta} g_2(x) dx = \phi_{g_2}(0) = \phi_{g_1}(0) = 1,
\]

since \( \tau(0) = 0 \) by construction and \( \phi_{g_1} \) is a characteristic function. As far as the latter is concerned, we argue as follows: observe that \( g_2 \) is real-valued, because \( \phi_{g_2} \) is symmetric and real-valued. By the Fourier inversion argument

\[
\sup_{x} |g_2(x) - g_1(x)| \leq \frac{1}{2\pi} \int_{\mathbb{R}} |\tau(t)| dt \to 0
\]

as \( n \to \infty \), by definition of \( \tau \) and because \( \delta \to 0 \). Since \( g_1 \), being the Cauchy density, is strictly positive on the whole real line, provided \( n \) is large enough it follows that

\[
g_2(x) \geq 0, \quad x \in B,
\]

where \( B \) is a certain neighbourhood around zero. Next, we need to consider those \( x \)'s, that are outside this certain fixed neighbourhood of zero. We have

\[
g_2(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-itx} \left( \phi_{g_1}(t) + \frac{\delta^{\alpha+1}}{\lambda_2} (\phi_{g_1}(t) - 1) \phi_H(\delta t) \right) dt
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} e^{-itx} \left( 1 + \frac{\delta^{\alpha+1}}{\lambda_2} \right) \phi_{g_1}(t) - \frac{\delta^{\alpha+1}}{\lambda_2} \phi_{g_1}(t) + \frac{\delta^{\alpha+1}}{\lambda_2} (\phi_{g_1}(t) - 1) \phi_H(\delta t) \right) dt
\]

\[
= \left( 1 + \frac{\delta^{\alpha+1}}{\lambda_2} \right) g_1(x) + \frac{\delta^{\alpha+1}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R}} e^{-itx} \phi_{g_1}(t) (\phi_H(\delta t) - 1) dt
\]

\[
- \frac{\delta^{\alpha+1}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R}} e^{-itx} \phi_H(\delta t) dt
\]

\[
= T_1(x) + T_2(x) + T_3(x).
\]
Both $T_2(x)$ and $T_3(x)$ are real-valued by symmetry of $\phi_{g_2}$ and $\phi_H$ and the fact that these Fourier transforms are real-valued. Since $g_1$ is the Cauchy density and $\delta > 0$, the inequality

\begin{equation}
T_1(x) \geq \frac{1}{\pi} \frac{1}{1 + x^2}
\end{equation}

holds for all $x \in \mathbb{R} \setminus \{0\}$. Assuming that $x \neq 0$ and integrating by parts, we get

\begin{align*}
T_2(x) &= -\frac{1}{ix} \frac{\delta^{\alpha+1}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R} \setminus [-\delta^{-1}, \delta^{-1}]} \phi_{g_1}(t)(\phi_H(\delta t) - 1)de^{-itx} \\
&= \frac{1}{ix} \frac{\delta^{\alpha+1}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R} \setminus [-\delta^{-1}, \delta^{-1}]} e^{-itx}[\phi_{g_1}(t)(\phi_H(\delta t) - 1)]'dt.
\end{align*}

Applying integration by parts to the last equality one more time, we obtain that

\begin{equation}
T_2(x) = \frac{1}{x^2} \frac{\delta^{\alpha+1}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R} \setminus [-\delta^{-1}, \delta^{-1}]} e^{-itx}[\phi_{g_1}(t)(\phi_H(\delta t) - 1)]''dt,
\end{equation}

which implies that

\begin{equation}
|T_2(x)| \leq \frac{1}{x^2} C\delta^{\alpha+1} \int_{\mathbb{R} \setminus [-\delta^{-1}, \delta^{-1}]} ||\phi_{g_1}(t)(\phi_H(\delta t) - 1)||''dt,
\end{equation}

where the constant $C$ does not depend on $x$ and $n$. Since $\delta \to 0$ and the first and the second derivatives of $\phi_H$ are bounded on $\mathbb{R}$, it follows that

\begin{equation}
|T_2(x)| \leq \frac{1}{x^2} C'\delta^{\alpha+1} \int_{t>\delta^{-1}} e^{-t}dt,
\end{equation}

where the constant $C'$ is independent of $n$ and $x$. In particular,

\begin{equation}
|T_2(x)| \leq C'\delta^{\alpha+1} \frac{1}{x^2}
\end{equation}

for all $n$ large enough. Finally, using integration by parts twice, one can also show that for $x \neq 0$

\begin{equation}
T_3(x) = \frac{1}{x^2} \frac{\delta^{\alpha+3}}{\lambda_2} \frac{1}{2\pi} \int_{\mathbb{R}} e^{-itx} \phi_H''(\delta t)dt
\end{equation}

and hence

\begin{equation}
|T_3(x)| \leq C''\delta^{\alpha+2} \frac{1}{x^2},
\end{equation}

where the constant $C''$ does not depend on $n$ and $x$. Therefore, by gathering \(30\)–\(32\), we conclude for all $n$ large enough and all $x \in \mathbb{R}$ the inequality

\begin{equation}
g_2(x) = T_1(x) + T_2(x) + T_3(x) \geq 0
\end{equation}

is valid. Combining this with \(28\), we obtain that $g_2$ is a probability density.

Now we turn to the model defined by the pair $(p_2, f_2)$. Again by the argument on pp. 22–23 of Gugushvili (2008),

\begin{equation}
|\phi_{f_2}(t)| \leq \frac{\lambda_2 e^{\lambda_2}}{e^{\lambda_2} - 1}|\phi_{g_2}(t)|.
\end{equation}

Notice that by selecting $\alpha'$ in the definition of $\phi_{g_1}(t) = e^{-\alpha'|t|}$ large enough, one can arrange that \(f_2 \in \Sigma_1(\alpha, K_2)\), at least for all $n$ large enough. Without loss of generality we take $\alpha' = 1$. Set

\begin{equation}
\phi_{g_2}(t) = (p_2 + (1 - p_2)\phi_{g_2}(t))e^{-t^2/2}.
\end{equation}
This has the convolution structure as needed in our problem. Hence both pairs
\((p_1, f_1)\) and \((p_2, f_2)\) belong to the class required in the statement of the theorem
and generate the required models.

It is easy to see that
\[
|p_2 - p_1| \approx \delta^{\alpha + 1}
\]
as \(\delta \to 0\), where \(\approx\) means that two sequences are asymptotically of the same order.

Consequently, by Lemma 8 of Butucea and Tsybakov (2008) the lower bound in
(10) will be of order \(\delta^{2\alpha + 2}\), provided we can prove that \(n\chi^2(q_2, q_1) \to 0\) as \(n \to \infty\) for an
appropriate \(\delta \to 0\). Here \(\chi^2(q_2, q_1)\) is the \(\chi^2\) divergence between the probability
measures with densities \(q_2\) and \(q_1\), i.e.
\[
\chi^2(q_2, q_1) = \int_{\mathbb{R}} \frac{(q_2(x) - q_1(x))^2}{q_1(x)} dx,
\]
see p. 86 in Tsybakov (2009).

Notice that we have
\[
q_1(x) = e^{-\lambda x} k(x) + (1 - e^{-\lambda x}) f_1 * k(x),
\]
where \(k\) denotes the standard normal density. Let \(\delta_1\) denote the first element of
the sequence \(\delta = \delta_n \downarrow 0\). Then
\[
f_1(x) = \sum_{n=1}^{\infty} q_1^{*n}(x) P(N_{\lambda_1} = n| N_{\lambda_1} > 0)
\geq g_1(x) P(N_{\lambda_1} = 1| N_{\lambda_1} > 0)
= g_1(x) \frac{P(N_{\lambda_1} = 1)}{1 - P(N_{\lambda_1} = 0)}
\geq \frac{\lambda e^{-\lambda - \delta_1}}{1 - e^{-\lambda_1}} g_1(x),
\]
cf. p. 23 in Gugushvili (2008). It follows that for all \(x\)
\[
q_1(x) \geq (1 - e^{-\lambda x}) f_1 * k(x) \geq \kappa_A \lambda e^{-\lambda - \delta_1} g_1(|x| + A) = c_\lambda g_1(|x| + A)
\]
for some large enough (but fixed) constant \(A > 0\). Here the constant \(\kappa_A = \int_{-A}^{A} k(t) dt\).

The inequalities in (34) hold, because
\[
(1 - e^{-\lambda x}) f_1 * k(x) = (1 - e^{-\lambda x}) \int_{\mathbb{R}} f_1(x - t) k(t) dt
\geq \lambda e^{-\lambda - \delta_1} \int_{\mathbb{R}} g_1(x - t) k(t) dt
\geq \lambda e^{-\lambda - \delta_1} \int_{-A}^{A} g_1(x - t) k(t) dt
\geq g_1(|x| + A) \lambda e^{-\lambda - \delta_1} \kappa_A
\]
by positivity of \(g_1\) and \(k\) and the fact that \(g_1\) is symmetric around zero and is
decreasing on \([0, \infty)\).

Now we will use (34) to bound the \(\chi^2\)-divergence between the densities \(q_2\) and
\(q_1\). Write
\[
\chi^2(q_2, q_1) = \int_{\mathbb{R}} \frac{(q_2(x) - q_1(x))^2}{q_1(x)} dx.
\]
Thus by taking \( \delta_n \) as (2008) and (33).

Using (34), for \( S_1 \) we have

\[
S_1 \leq \frac{1}{c_\lambda \inf_{|x| \leq A} g_1(x)} \int_{\mathbb{R}} (q_2(x) - q_1(x))^2 dx = c_{\lambda, g_1} \int_{\mathbb{R}} (q_2(x) - q_1(x))^2 dx,
\]

where the constant \( c_{\lambda, g_1} > 0 \). By Parseval’s identity the asymptotic behaviour as \( n \to \infty \) of the integral on the righthand side of the last equality can be studied as follows,

\[
\int_{\mathbb{R}} (q_2(x) - q_1(x))^2 dx = \frac{1}{2\pi} \int_{\mathbb{R}} |\phi_{q_2}(t) - \phi_{q_1}(t)|^2 dt
\]

= \( \frac{1}{2\pi} \int_{\mathbb{R} \setminus [-\delta, \delta]} e^{-\delta^2} |e^{\lambda_2 \phi_{q_2}(t)} - e^{\lambda_1 \phi_{q_1}(t)}|^2 dt \)

\( \lesssim \frac{1}{2\pi} \int_{\mathbb{R} \setminus [-\delta, \delta]} e^{-\delta^2} |\phi_{q_1}(t) - 1|^2 |1 - \phi_H(\delta t)|^2 dt. \)

Using this fact and boundedness of \( \phi_H \) on the whole real line, we get that

\[
\int_{\mathbb{R}} (q_2(x) - q_1(x))^2 dx \lesssim \delta^{2\alpha + 2} \int_{1/\delta}^{\infty} e^{-t^2} dt \lesssim \delta^{2\alpha + 3} e^{-1/\delta^2}.
\]

Thus by taking \( \delta = c_3 (\log n)^{-1/2} \) with a constant \( 0 < c_3 < 1 \) we can ensure that the righthand side of the above display is \( o(n^{-1}) \) and consequently also that \( S_1 = o(n^{-1}) \).

Next we deal with \( S_2 \). By (33) and Parseval’s identity we have that

\[
q_1(x) \geq c_\lambda \frac{1}{\pi(1 + |x| + A)^2}.
\]

Therefore by Parseval’s identity

\[
S_2 \lesssim \int_{\mathbb{R} \setminus [-\delta, \delta]} |[\phi_{q_2}(t) - \phi_{q_1}(t)]|^2 dt + \int_{\mathbb{R} \setminus [-\delta, \delta]} |\phi_{q_2}(t) - \phi_{q_1}(t)|^2 dt.
\]

Exactly by the same type of an argument as for \( S_1 \), after some laborious but easy computations, one can show that \( S_2 = o(n^{-1}) \), provided \( \delta \asymp (\log n)^{-1/2} \) with a small enough constant. Consequently, with such a choice of \( \delta \) we have \( n \chi^2 (q_2, q_1) \to 0 \) as \( n \to \infty \) and the theorem follows from Lemma 8 of Butucea and Tsybakov (2008) and (33).

\[\Box\]
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