Influence of the tip work function on scanning tunneling microscopy and spectroscopy on zinc doped GaAs
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The authors investigated the influence of the tip work function on the signatures of zinc in gallium arsenide with scanning tunneling microscopy and spectroscopy. By deliberately inducing tip modifications, the authors can change the tip work function between 3.9 and 5.5 eV, which corresponds to the expected range for tungsten of 3.5–6 eV. The related change in flatband voltage has a drastic effect on both the \( {dI}/{dV} \) spectra and on the voltage where the typical triangular contrast appears in the topography images. The authors propose a model to explain the differences in the \( {dI}/{dV} \) spectra for the different tip work functions. By linking the topography images to the spectroscopy data, the authors confirm the generally believed idea that the triangles appear when tunneling into the conduction band is mainly suppressed. © 2010 American Vacuum Society. [DOI: 10.1116/1.3498739]

I. INTRODUCTION

Shallow and deep acceptors in III-V semiconductors have been the subject of many scanning tunneling microscopy (STM) studies in recent years. Both shallow and deep acceptors have a by now familiar anisotropic shape, which was first reported for the shallow acceptor Zn in GaAs in 1994 (Refs. 1 and 2) and for the deep acceptor Mn in GaAs in 2004. Since then, many authors have studied these acceptors with STM. All the STM studies report that the anisotropic contrasts appear at small positive sample voltages, but the specific voltage differs between 0.6 V (Ref. 3) and up to 3 V. Furthermore, it is commonly accepted by now that the anisotropic contrast appears at different voltages from tip to tip on the same sample. It is generally believed that the anisotropic shape is visible when tunneling into the conduction band is suppressed. There is still a debate, however, about the exact nature of the triangular shape of the shallow acceptors [see, e.g., Figs. 1(c) and 1(e)] or the bow-tie-like shape for deep acceptors. For example, the authors in Ref. 4 suggest that the triangle appears due to tunneling into the empty valence band (VB) states, implying that tunneling into the conduction band (CB) is completely suppressed. Reference 6 states that the triangles are only visible when there is a depletion layer underneath the tip and proposes a model that involves resonant tunneling through evanescent gap states. Other authors suggest that the triangle appears due to tunneling into the excited state of the acceptor. In the case of the deep acceptor Mn in both InAs and GaAs, it is generally believed that the wave function is imaged, where mixing between spherical harmonic functions with \( s \) and \( d \) characters are responsible for the bow-tie shape. Furthermore, it was shown recently that the symmetry is lifted for acceptors close to the surface due to surface induced strain.

In this study, we investigate the influence of the tip work function on the Zn signatures in STM and scanning tunneling spectroscopy (STS). We deliberately change the tip work function and experimentally extract the tip work function. The extraction of the tip work function is based on the method proposed by Loth et al., which we elaborate by including the effect of image charges. We observe two qualitatively different situations in the STS data, depending on the tip work function. Hardly any zinc-induced peaks in the \( {dI}/{dV} \) spectra are visible in the first case, whereas in the second case strong peaks are present at the Zn atoms, which are followed by negative differential conductivity.

We start the article by briefly discussing the experimental technique, followed by our results. We then describe the method of extracting the flatband voltage experimentally in detail, which is necessary for the analyses and interpretation of our results given in the final section of the article.

II. EXPERIMENT

We performed cross-sectional STM and STS at 5 K on Zn-doped GaAs, with an average doping concentration of \( 2 \times 10^{19} \text{ cm}^{-3} \). We cleaved our samples in UHV with a base pressure of \( 10^{-11} \text{ mbar} \) to obtain a clean and atomically flat \{110\} surface. We used chemically etched polycrystalline tungsten tips. Further preparation in UHV (Ref. 15) guaranteed sharp tips with atomic resolution and stability over days in STS mode at low temperatures.

III. RESULTS

Figure 1 shows a series of STM topography images, measured at different sample voltages and with two different tips. We see the same behavior in the STM images as is presented in Refs. 4–6 and 12. At a high positive sample voltage [Fig. 1(a)], the Zn atoms appear as dark depressions; at lower positive voltages [Fig. 1(b)], bright features start to appear but the depressions are still visible; and at an even
lower voltage [Fig. 1(c)], the typical triangular features appear. This behavior is similar for all the positive bias STM images of Zn–GaAs. The triangles appear at a well defined voltage, as can be seen in Figs. 1(b) and 1(c). The voltage difference between the two images is only 50 mV, but in Fig. 1(b) there are still dark depressions visible near the tip of the triangle that are gone in Fig. 1(c). It is important to note that the triangles remain visible when reducing the sample voltage. Therefore, we define \( V_{\text{FB}} \) as the highest voltage where the bright triangles can be observed without any visible depressions in topography images. Although the behavior is similar in all the measurements, \( V_{\text{FB}} \) differs for different tips. This is clearly visible in Figs. 1(e) and 1(e), which were measured with different tips. In both images the triangles are clearly visible, but they are measured at voltages that differ by 0.35 V.

### IV. EXTRACTING THE FLATBAND VOLTAGE

In order to understand the origin of the differences in \( V_{\text{FB}} \), we deliberately induced tip modifications, measured \( V_{\text{FB}} \), and determined the tip work function \( \Phi_{\text{tip}} \) for each tip. For the determination of \( \Phi_{\text{tip}} \), we followed the procedure as described in Ref. 6 and improved it for our measurement. We first give a very short description of the principle of the method.

This method is based on measuring an \( I(z_t) \) spectrum by changing the tip-sample distance \( z_t \) and measuring the current \( I \). In our case, we change \( I \) and measure \( z_t \), because it turned out to be more reliable. An example of such a measurement is shown in Fig. 2. In approximation, the tunneling current depends exponentially on the tip-sample distance,

\[
I \propto \exp(-2\kappa z_t),
\]

thus,

\[
\kappa = \ln(I/I_0)/(2(z_t - z_{\text{tip}})).
\]

\( \kappa \) is the inverse decay length, which can be transformed into an effective barrier height \( \Phi_{\text{eff}} \) using \( \kappa = \sqrt{2m_0\Phi_{\text{eff}}}/h \). Loth et al.\(^6\) neglected the effect of image charges and approximated the tunneling barrier by a trapezium. They subsequently translated the effective barrier height into the tip work function, where they used geometrical arguments

\[
eV < E_g: \quad \Phi_{\text{tip}} = 2\Phi_B - \chi - E_g - eV + |\text{TIBB}|, \tag{1a}
\]

\[
eV > E_g: \quad \Phi_{\text{tip}} = 2\Phi_B - \chi - E_g + eV - \text{TIBB}. \tag{1b}
\]

---

**Fig. 1.** (Color online) Series of topography images of Zn–GaAs at different voltages. (a)–(c) are measured with the same tip, while (d) and (e) are measured with a different tip. External voltage, current setpoint, and flatband voltage \( V_{\text{FB}} \) are indicated. The images are 25×25 nm\(^2\). The typical triangular contrast appears at low positive voltages. This \( V_{\text{FB}} \) strongly depends on the flatband voltage.

**Fig. 2.** (Color online) (a) Topography image measured at 2.4 V, where we varied the current setpoint. The current was 500 pA in the blue areas, 50 pA in the green areas, and 5 pA in the yellow-red area. (b) Cross sections through the image shown in (a) and the corresponding current image, averaged over the whole width of the image, showing the changes in the current setpoint and the corresponding changes in the tip-sample distance.
We use the bulk values of 4.07 eV and 1.519 eV for the electron affinity $\chi$ and the band gap energy $E_g$, respectively. The tip induced band bending (TIBB) is calculated by the model developed by Ref. 16.

In our analysis, we include two effects that Loth et al. neglected. They turn out to have a significant effect. The first is the effect of the image charges due to the tunneling electron. The reduction of the tunneling barrier due to image charges is then given by Eq. (1) as follows:

$$\Phi = -\frac{e^2}{8\pi\epsilon_0} \left[ \frac{1}{2z} + \sum_{m=1}^{\infty} \left( \frac{1/2)a}{z_m + z} + \frac{1/2)a}{z_m - z} \right] $$.

where $a=(\epsilon_0-1/\epsilon_r+1)$. This barrier is shown on scale in Fig. 3(a) for various tip-sample distances ($z_t$), where we use an electron affinity of the sample $\chi$ of 4 eV, a tip work function $\Phi_{\text{tip}}$ of 3.9 eV, and a sample voltage of 1.6 V. The CB, VB, and Fermi level of the tip ($E_{F,\text{tip}}$) are indicated. The image charges clearly cause a strong reduction of the effective tunneling barrier. The smaller the tip-sample distance, the bigger the effect. For $z_t \approx 2.5$ Å, the barrier even becomes negative. In Fig. 3(b), the corresponding reduction in $\kappa$ is plotted, where we calculated $\kappa$ at the maximum of the barrier $\kappa = \sqrt{2m_0\Phi_{\text{B,max}}/\hbar}$ (WKB approach, see, for example, Ref. 20). The dashed-dotted black line corresponds to the original rectangular barrier and the short-dashed cyan line corresponds to the barrier including the image charge potential.

The second effect is a bit more subtle. The key element is that the approximation of the tunneling current in STM analyses by $I \propto \exp(-2\kappa z_t)$ is not accurate for $z_t \approx 5$ Å. This effect is described in detail in, for example, Ref. 21. The full expression for tunneling through a rectangular barrier is given by

$$I \propto \frac{4\bar{k}_t\bar{k}_s\kappa^2}{\kappa^4(\bar{k}_t^2 + \bar{k}_s^2) + (\bar{k}_t^2 + \kappa^2)(\bar{k}_s^2 + \kappa^2)\sinh^2(\kappa z_t)}.$$

Here, $\bar{k}_t$, $\bar{k}_s$ are the wave vectors in the tip and the sample, respectively, divided by their effective masses. $\kappa$ is the inverse decay length, defined by $\kappa = \sqrt{2m_0\Phi_{\text{B}}/\hbar}$. $\Phi_{\text{B}} = \Phi_0 - \Phi_I$ is the barrier, where $\Phi_0$ is the original trapezoidal barrier and $\Phi_I$ is the image potential. This expression indeed goes to $I \propto \exp(-2\kappa z_t)$ for $z_t \gg \kappa^{-1}$.

Next, we address the issue that the barrier including the image charge potential is not square, whereas Eq. (3) holds for a rectangular barrier. Reference 21 approximates the net barrier by a rectangular barrier with a height equal to the maximum of the net barrier. This is plotted as the dotted blue line in Fig. 3(b). In our work, we calculate the transmission for the real barrier using transfer matrices. 20 We start with a rectangular or trapezoidal barrier with height $\Phi_0$ (here $\Phi_0 = 3.9$ eV). We then calculate the image potential for a certain $z_t$. We divide the net barrier into $N$ square barriers, see inset II and III in Fig. 3(b). We typically use $N = 10^4$, as the results are converged at this value of $N$. Using the transfer matrices, we calculate the transmission and we repeat the procedure for all the tip-sample distances. We thus end up with the transmission versus $z_t$. Ideally, we want to fit these curves to the experimental $I(z_t)$ curves to find the original rectangular barrier $\Phi_0$, because it allows us to extract the tip work function. In practice, this is nearly impossible due to the numerical calculations; thus, we reverse the method. We therefore extract the value of $\kappa$ that an experimentalist would find from the calculated transmission curve. We do this by locally fitting the transmission curve with $\exp(-2\kappa z_t)$.

In Ref. 21, this is called the apparent barrier height or apparent decay length $\kappa_{\text{app}}$. The barrier, including the image charges, goes to $-\infty$ at the edges. The image charge potential is a classical approach, and we are dealing with very short length scales in the angstrom regime. The WKB approach fails for rapidly varying potentials. Therefore, an atomistic view would be the proper
The main difference between the voltages is the wave vector matrix method, where the negative part of the barrier is varied the parameters. We show the result for the transfer on the values of $k_{\parallel t}$ be the closest to reality. Please note that the exact shape of dashed green line, result from the full transmission calculation. The result is the solid red line in Fig. 3(b). The second possibility is to include only the positive part of the barrier. The result of this approach is the long-dashed green line in Fig. 3(b).

We now discuss the summary given in Fig. 3(b) in more detail. The reduction in the barrier due to the image charges is shown by the dashed-dotted black line and the short-dashed cyan line. These are lines resulting from the simple calculation, neglecting all above described difficulties: $\kappa=\sqrt{2m_0\Phi_{B,\text{max}}/\hbar}$. The dotted blue line is the approximation as described in Ref. 21. The barrier is approximated by a rectangular barrier, with a reduced height due to the image charges. The last two lines, the solid red line and the long rectangular barrier, with a reduced height due to the image charges. The last two lines, the solid red line and the long rectangular barrier. The left column displays the results for $\kappa_0=0.5 \text{ Å}^{-1}$ and $\kappa_0=0.6 \text{ Å}^{-1}$. The dashed-dotted black line corresponds to the original rectangular barrier. The left column displays the results for $\kappa_0=0.01 \text{ Å}^{-1}$ and the right column for $\kappa_0=0.5 \text{ Å}^{-1}$. The rows correspond to different sample voltages as indicated. The main difference between the voltages is the wave vector in the sample, which is given by $k_{\parallel s}=\sqrt{2m_0m^*E_{\text{kin}}/(\hbar m^*)}$. For 2 V, the electron tunnels into the CB, so the CB effective mass has to be used. The kinetic energy is given by the difference between the Fermi level of the tip and the onset of the CB, which is 0.5 eV for a sample voltage of 2 V. This gives $k_{\parallel s}=1.39 \text{ Å}^{-1}$. For a positive voltage close to the conduction band, the kinetic energy is much smaller, 0.1 eV for a sample voltage of 1.6 V, leading to $k_{\parallel s}=0.62 \text{ Å}^{-1}$. At negative voltages, the VB effective mass has to be used and the kinetic energy is given by the full VB of 6.5 eV. This leads to $k_{\parallel s}=1.94 \text{ Å}^{-1}$. We see that for large positive and negative voltages, the behavior is the same: $\kappa$ drops for small $z_\parallel$ and there is a plateau for large $z_\parallel$. The influence of the choice of $k_{\parallel}$ is small. However, for small positive voltages, close to the onset of the CB, the choice of $k_{\parallel}$ is significant and depending on this choice, there is a local maximum in the long-dashed green curve.

If we now turn to our experimental $\kappa(z_\parallel)$ data (Fig. 5), we find a qualitative agreement. Please note that the $x$-axis displays $\Delta z_\parallel$ because we do not know the absolute tip-sample distance. It is clear that the image charges play a role in the experiments: $\kappa$ drops for small $z_\parallel$, whereas for large $z_\parallel$ there is a plateau, both in the experiment and in the simulations. The local maximum as was found in the simulations is also visible in the experiment. However, in this example, this local maximum is observed at a higher voltage than in the simulation. We neglected the effect of TIBB in the simulations. An upward TIBB at $V>0$ causes a reduced kinetic energy in the sample, which has the same effect as reducing the voltage in the simulation. Our data consisting of ~50 sets of $\kappa$ vs $z_\parallel$ confirm the trend in the simulations, i.e., there is only a clear local maxima at relatively small positive voltages.

In the simulations, the plateau is detached from the dashed-dotted black line by ~10%, which leads to an under-
estimation of $\kappa$. We therefore correct the plateau value by 10% to obtain an optimal estimate for $\kappa$ belonging to the original barrier. We realize that this is far from perfect, and we have to be careful about the absolute values for the tip work function and flatband voltage that we obtain. However, as long as we compare measurements where the tip work function is measured at the same voltage, we can compare the relative positions of the flatband voltage without any problems. We find a flatband condition of 1.7 V ($\Phi_{\text{tip}}$ = 3.9 eV) for Figs. 1(a)–1(c) and 0.4 V ($\Phi_{\text{tip}}$ = 5.5 eV) for Figs. 1(d) and 1(e). The large difference in tip work functions might seem surprising, because the tip work function depends on the annealing temperature, which is linked to the pureness of the crystal. They find a reduction of a few hundred meV for less pure crystals. Other studies show that the work function depends on the surface roughness. They find a reduction of 0.6 eV when W is adsorbed on a (110) W single crystal for coverages below one monolayer. That means that we expect work functions ranging from 3.5 to 6 eV, which nicely corresponds to our measurements. This is an important indication that our method of extracting the tip work function is reliable.

V. ANALYSES AND INTERPRETATION

Returning to our observation of different $V_{\text{FB}}$ for different tips, we come to the following conclusion. Tips with a high flatband condition, corresponding to a small tip work function, have a low $V_{\text{FB}}$, whereas tips with low flatband condition, and thus a large tip work function, have a high $V_{\text{FB}}$. This is indicated in Fig. 1.

In order to investigate this further, we measure $dl/dV$ maps. At every pixel, we take an $I(V)$ spectrum, and afterward we take the numerical derivative. We eliminate cross-talk with the topography by choosing a setpoint where the contrast in the topography is vanishing. We measured $dl/dV$ maps at the same areas of the sample and with the same tips as the topography images shown in Fig. 1. We can thus directly compare the topography images with the spectroscopy data and, furthermore, know the relative flatband conditions.

Figures 6(a) and 6(b) show the $dl/dV$ spectra. Figure 6(a) [Fig. 6(b)] is measured with the same tip as the measurements in Figs. 1(a)–1(c) [Figs. 1(d) and 1(e)]. In both graphs, the solid black curve is a spectrum on top of a Zn-atom very close to the surface (~layer 2), the dotted red line on top of a Zn-atom a bit deeper below the surface (~layer 5), and the dashed blue line on top of a Zn-atom very deep below the surface (~layer 8). The dashed-dotted green curve is on the bare surface. The two graphs are very different; in Fig. 6(a) there are hardly any peaks visible in the band gap, whereas in Fig. 6(b), very strong peaks followed by negative differential conductivity (NDC) are visible. The zoom shown in the inset of Fig. 6(a) shows some very weak peaks, but the NDC is absent.

Let us first explain the presence of the strong peaks in Fig. 6(b) and afterward explain their absence in Fig. 6(a). Our explanation differs from the interpretation in Ref. 8. This difference originates from the inclusion of image charges while extracting the flatband voltage, which shifts the flatband condition to lower voltages by ~1 V. Therefore, our model is based on upward TIBB, whereas Loth et al. assume downward TIBB. We propose a mechanism as shown in Fig. 6(c). The presence of the strong peaks indicates that we
have a very efficient tunneling path and the presence of NDC indicates that this tunneling path only exists in a small voltage window. There are two requirements for an efficient tunneling process at \( V > 0 \) V. First, the acceptor level should be neutral (A\(^0\)), and second, the electron should be able to tunnel away from the acceptor into the bulk of the sample. The handle is the tip induced band bending,\(^{16,27–30}\) which shifts the acceptor level with respect to the bulk VB. The TIBB depends on the applied voltage relative to the flatband (FB) voltage \( V_{FB} \). For \( V > V_{FB} \), the bands bend upward and the acceptor is neutral (A\(^0\)). For \( V < V_{FB} \), the bands bend downward and the acceptor is negatively charged (A\(^-\)). In order to meet the first requirement, we need to apply a voltage above the flatband voltage. The second requirement is met when the acceptor level is aligned with the acceptor band in the bulk, which occurs around flatband. The samples are highly doped \((2 \times 10^{19} \text{ cm}^{-3})\), and therefore, there will be an acceptor band with a width of \( \sim 30 \) meV.\(^3\) This band will be partially filled, so there are empty states available in the bulk, slightly above the onset of the VB. This means that we have an energy window around flatband, where the tunneling is very efficient: at voltages below flatband, the acceptor is filled preventing efficient tunneling, and at voltages above flatband, the acceptor level is lifted above the empty acceptor band, and therefore, the electron cannot leave the Zn acceptor elastically. This immediately explains the presence of the negative differential conductivity: by increasing the voltage, the efficient tunneling channel via the Zn impurity disappears.

We now return to the absence of the peaks in Fig. 6(a). The difference in the two graphs is the tip work function and thus the flatband voltage. The flatband voltage is \( \sim 1.7 \) and \( \sim 0.4 \) V for Figs. 6(a) and 6(b), respectively. We therefore expect the first peak in Fig. 6(a) at an \( \sim 1.3 \) V higher voltage than the first peak in Fig. 6(b). This corresponds to an external voltage of \( \sim 2 \) V, which is at the edge of the spectrum, where the signal is dominated by tunneling into the conduction band.

Finally, we address the observation of more than one peak. Subtracting a reference spectrum measured on the bare surface from the spectra on top of the Zn atoms reveals a fourth peak, as is shown in Fig. 7. The presence of four peaks implies that the acceptor level is split into (at least) four levels. A similar splitting is observed for manganese in GaAs (Ref. 14) and manganese in InAs,\(^{11}\) where three peaks were observed in both cases. For Mn in InAs, the three peaks are interpreted as different spin states, where the splitting from the \( J=1 \) ground state is due to spin orbit interaction,\(^{11}\) whereas the splitting is smaller for Mn in GaAs, and was therefore attributed to the three projections of the \( J=1 \) ground state, which are split due to strain near the surface.\(^{14}\)

Atomic zinc has a 3d\(^{10}\)4s\(^2\) configuration, which carries no spin. However, the hole has a spin of \( \frac{3}{2} \), which has four projections. These states can split, for example, due to strain present near the surface\(^3,14\) or the electric field due to the

![Fig. 7. (Color online) Subtracting a spectrum on the bare surface (dash-dotted green line) from a spectrum on top of a zinc atom reveals a forth peak (solid black line).](image-url)
triangles appear in the topography images. This confirms the idea that the triangles appear when tunneling into the CB is suppressed.
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22. We used $\omega_{ap} = -(1/2)(d/dz_0)(\ln(z_0))$, instead of actually fitting the curve. For more details, see, for example, Ref. 21.