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Abstract We report a novel low-cost in-home broadcasting system using a 1-mm core graded-index plastic optical fibre split network reaching up to 35 meters. We demonstrated broadcasting 2.5Gbit/s data to four end-users employing discrete multi-tone modulation.

Introduction

Plastic optical fibre (POF) systems recently have been shown as a cost-effective and competing broadband communication solution for short-range communications over copper line, especially for in-home broadband access infrastructures providing Gigabit Ethernet [1]. Beyond 10 Gbit/s and 40 Gbit/s transmission over graded-index POF has been demonstrated for point-to-point links typically used for short-range inter-connection in data centers [2, 3]. Large core POF, i.e. 1 mm polymethylmetacrylate (PMMA) POF, is very promising due to the potential for ‘do-it-yourself’ installation, easy maintenance and smaller bending radius, compared with silica single-mode or multi-mode fibres, or perfluorinated small-core POF. Low cost, robust and high capacity communication can be offered where twisted pair or coaxial cable have insufficient bandwidth and reach, therefore overcoming the last-mile broadband access bottleneck [4]. So far, most POF in-home transmission networks have been configured as point-to-point links, or point-to-multipoint ones using opto-electronic routing devices. With the emergence of POF splitters, a bi-directional POF system has been demonstrated [5]. To explore networking functions in the all-optical domain, in order to provide full signal transparency, we propose a broadcast infrastructure by cascading 1x2 POF splitters. This provides simultaneously Gigabit connectivity to several end users over lengths up to 35m, as shown in Fig. 1. The residential gateway (RG) connects the access network to the in-home network, and the POF is used in the home to provide optical connectivity. Then the POF link is split into four floors/rooms, forming a tree topology for the transport of high capacity data. The study of in-home architectures including tree topology for point to multipoint connectivity has been presented in [6]. Here, we employ discrete multitone (DMT) modulation to maximise transmission capacity. In this paper a record 2.5Gbit/s transmission over 1x4 tree topology with a total length of 20m 1mm Graded Index PMMA POF is reported. Longer lengths have been also demonstrated culminating in the rates required for 1Gbit Ethernet for 35m. We believe that this paper presents the first demonstration of all-optical in-home connectivity employing large core POFs.

Experimental Setup and Discussion

In Fig. 2, we show the experimental setup. The DMT signal is generated off-line using an arbitrary waveform generator (AWG) at a sampling rate of 3GHz and modulates a vertical-cavity surface-emitting laser (VCSEL) with a wavelength of 667nm and with a launching power of 0dBm. This optical power meets current standards for consumer eye safety regulation. After transmission over the feeder POF (POF1), the DMT signal is coupled to a cascade of 1x2 POF splitters, which splits the signal into four ports and finally transmits over
the distribution POFs (POF2). The launching condition of the laser into the feeder POF is such that modes are excited providing an even and stable power distribution at the output of the ports of the POF splitter. Therefore, 1x2 POF splitters used here can be similarly considered as a 50/50 splitter with 5 dB insertion loss. Due to the large total splitting loss of the complete 1x4 POF splitter, we demonstrate a total transmission length of 35m. The received signal is detected by an avalanche photodetector (APD) receiver with an active diameter of 230 µm. A lens is used to match the numerical aperture of the fibre to the photoreceiver. The received signal is sampled by a digital processing oscilloscope (DPO) at 50GHz, and then demodulated off-line in Matlab.

We show the bit allocation determined by the bit and power-loading algorithms and the resulting power allocation in Fig. 3 (upper) and (lower) respectively for the link including the feeder POF (POF$_{\text{f}}$=10m) followed by the splitter and the distribution POF (POF$_{\text{d}}$=10m). In this case, we use 256 sub-carriers for the DMT signal. The maximum bit allocation value is 2 bits per carrier. The small number of bit allocation in the low frequency is attributed to the AC-coupled receiver employed. For the higher frequency region, notice that in Fig. 3 (upper) the bit allocation is low either 0 or 1 due to the system bandwidth. The bit allocations results in a discrete mapping of the signal-to-noise ratio (SNR) to the sub-carriers index and frequency, as shown in Fig. 4 (lower). Fig. 4 (upper) illustrates the received bit error rates (BER) as a function of sub-carrier index, for the system with a total length of 20m. The averaged BER value in this measurement is 2x10$^{-4}$. In the DMT transmission, the signal is not demodulated per subcarrier but as an entire frame. This provides the benefit that even if some subcarriers have BER values larger than 10$^{-3}$, the signal quality is still good enough to achieve a total average BER of below 10$^{-3}$, which sets the forward-error correction (FEC) limit for error-free operation. The demodulated signal constellation diagrams are shown for two sub-carrier index groups in Fig. 5. As shown in Fig. 3 (upper), 2 bits are mainly allocated for the 30$^{\text{th}}$ to 239$^{\text{th}}$ sub-carrier, corresponding to the 4-QAM constellation. While only 1 bit, i.e. BPSK, is used below the 30$^{\text{th}}$ and above the 240$^{\text{th}}$ sub-carrier.
Finally, we present the measured maximum bit rate for different system designs, with the total length varying from 20, 25, 30 to 35 meters, and with different POF$_1$ and POF$_2$ length combinations, as shown in Fig. 6 and Table 1. The maximum achieved bit rate remains larger than 1 Gbit/s for up to 30m total POF length. For the total lengths below 20m, the bit rate is at 2.5 Gbit/s, while for lengths longer than 35m, 1 Giga-bit capacity cannot be exceeded mainly due to the large loss of the system (mainly attributed to the 10dB loss across the 1x4 splitter) and the losses of the POF of 0.3dB/m at 667 nm wavelength.

Table 1 summarises the combination of lengths for the feeder and distribution POF distances before and after the splitter. The system is designed in a symmetric way so that it conforms to the requirements for in-home networks. In Table 1, the resulting BER for each length is also measured and shown to be below the FEC limit, so that sufficient BER margin is achieved.

Conclusions

We report for the first time multi-gigabit transmission in a 1:4 all-optically split network using large-core graded-index POF. We demonstrated a tree topology for the in-home network connectivity. Using the same components, we can also build other topologies such as passive bus and star architectures. Here we employed 1x2 POF splitters to construct a 1x4 tree topology interconnecting the residential gateway with the rooms by feeder and distribution POF links. Using realistic fibre lengths (10, 25, 30 and 35m) applicable to the in-home network environment, we demonstrated multi-gigabit transmission with bit-error rate performance around 10$^{-4}$. We believe that with the solution proposed here consisting of eye-safe low-power transmitters and low-cost receivers, an easy-to-install POF all-optically split network can provide a promising solution for high-speed in-home broadband communication.
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