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A suite of large-eddy simulations (LESs) of decaying homogeneous isotropic turbulence at high Reynolds numbers is performed and compared to wind-tunnel experiments in the tradition of Comte-Bellot and Corrsin. The error-landscape approach is used for the evaluation of the Smagorinsky model, and the results are used to identify an optimal combination of model parameter and resolution in a statistically robust fashion. The use of experimental reference data in the error-landscape approach allows to evaluate the optimal Smagorinsky coefficient at high Reynolds numbers and to perform detailed comparisons with analytical predictions. We demonstrate, using a pseudospectral discretization, that the optimal so-called Smagorinsky trajectory obtained from the error-landscape analysis converges at high simulation resolutions to the high-Re theoretical Lilly prediction for the Smagorinsky coefficient. Using modified wavenumbers in the same spectral code, the current study also presents error-landscape results based on LES with “second-order” discretization errors. By slightly revising Lilly’s analysis, we show that including the effect of numerical discretization when evaluating the strain-rate tensor needed in the subgrid-scale model leads to a good prediction of the optimal Smagorinsky parameter obtained from the corresponding error-landscape. Using similar analytical tools, we further demonstrate that the dynamic procedure can also be adapted to better account for the effects of discretization and test-filter shape. © 2010 American Institute of Physics. [doi:10.1063/1.3526758]

1. INTRODUCTION

In recent years, error behavior of large-eddy simulation (LES) and the assurance of quality in LES have gained considerable attention.1–3 These studies aim to formulate a rigorous standard for the assessment of accuracy and reliability in LES. Most of them use direct numerical simulations (DNSs) as point of reference since these provide very detailed information on flow properties. The use of DNS reference data for model development and evaluation has limited the applicability and understanding of error behavior in LES to relatively low-Reynolds numbers. In the current work, we apply the error-landscape approach in combination with high-Reynolds-number experimental reference data to extend our understanding of LES error behavior to a wider range of realistic flow conditions. Using this approach, we focus on the Smagorinsky model and investigate the effects of discretization errors on the optimal asymptotic value of the Smagorinsky coefficient.

The current work is based on the multiobjective error-landscape approach developed in the previous works.3,5 This approach provides a systematic framework to assess the errors of LES, characterizing the combined effects of modeling and discretization. In the current study, we use the decaying active-grid turbulence of Kang, Chester, and Meneveau,6 with initial Reynolds number $Re_\infty = 716$, as reference. This provides a much higher Reynolds-number reference than the DNS reference employed in the previous studies.5 We perform the evaluation of LES quality using a series of flow properties that are sensitive to various scales of the flow. As in Ref. 3, this leads to a characterization of a multiobjective optimal refinement strategy. Second, for the current case, it is also shown that the error-landscape approach helps identify inconsistencies in boundary conditions at the large scales between the numerical setup and the experimental setup.

Since in prior studies the error-landscape approach was employed in combination with DNS reference data,3–5,7 low-Reynolds-number effects were always playing a role in the eventual multiobjective optimal trajectories.3,4,8 This led, among others, to the formulation of a low-Reynolds-number correction to the Smagorinsky model.4,8 As will be shown in the current study, the optimal trajectories for the Smagorinsky model coefficient at high Reynolds number and high simulation resolution with spectral methods correspond quite well to Lilly’s theoretical prediction for the Smagorinsky coefficient.5,9 Based on these observations, error-landscapes...
constructed with an alternate “second-order” discretization using modified wavenumbers in the same spectral code are also investigated in detail. For this case, we find that also in the presence of discretization errors, Lilly’s analytical predictions can be employed when slightly adapted to appropriately include the effect of discretization.

The effect of discretization errors on large-eddy simulations has been a subject of study for many years.\textsuperscript{2,10–14} Lately, the focus is on situations where the filter width implied by the subgrid-scale models and the grid spacing do not differ greatly.\textsuperscript{23} In this case, computational resources are efficiently used, and the effects of numerical and modeling errors may be balanced as described in Refs. 5 and 12. The combined effect of model and discretization is often thought of as an implicit filter that smoothes the Navier–Stokes equations. This idea was originally formulated in the context of subgrid-scale-model effects only (without any discretization errors)\textsuperscript{15–18} and also in the context of discretization effects only (without any model).\textsuperscript{19} However, it remains difficult to define such an implicit filter in a strict mathematical sense, which blocks progress in this direction—it is not even clear that such a “filter” would correspond to a well-defined operator. In order to simplify the analysis and avoid ambiguities, in this work we explicitly define the filter instead of presuming that an “implicit” filter is implied by model and discretization. We take a cubical sharp cut-off filter with width equal to the grid spacing. Although the shape of this filter does not explicitly enter the Smagorinsky subgrid-scale width equal to the grid spacing. Although the shape of this operator. In order to simplify the analysis and avoid ambiguities, it is analyzed.

II. GOVERNING EQUATIONS AND CASE SETUP

In this section, we present the governing equations and define the flow problem with which the LES error dynamics is analyzed.

A. Governing equations

Following the common LES approach, a low-pass convolution filter is first defined as

\[ \mathcal{G} \hat{u}(\mathbf{x}) = \tilde{u}(\mathbf{x}) = \int \int \int K_{G}(\mathbf{x} - \mathbf{x}') u(\mathbf{x}') d^3 x', \]  

(1)

with \( K_{G} \) being the filter kernel of the filter operator \( \mathcal{G} \). Only normalized filters are considered such that \( \mathcal{G}c = c \) for any constant function \( c \). In Fourier space, the filter operation corresponds to \( \tilde{u}(k) = G(k) u(k) \), with \( G(k) \) being the filter transfer function. In Fourier space, normalization of the filter requires \( G(0) = 1 \).

The filtered Navier–Stokes equations for incompressible flows now follow as

\[ \nabla \cdot \tilde{u} = 0, \]  

(2)

\[ \frac{\partial \tilde{u}}{\partial t} + \nabla \cdot (\tilde{u} \otimes \tilde{u}) + \nabla \tilde{p} - \frac{1}{\text{Re}} \nabla^2 \tilde{u} + \nabla \cdot \tau = 0, \]  

(3)

with \( \tilde{u} \) being the filtered velocity field, \( \tilde{p} \) the filtered pressure field, and \( \text{Re} \) the Reynolds number. Moreover, \( \tau \) is the subgrid-scale stress tensor,

\[ \tau = \tilde{u} \otimes \tilde{u} - \tilde{u} \cdot \tilde{u}, \]  

(4)

which is unclosed in terms of \( \tilde{u} \).

In the current study, we focus on the Smagorinsky model,\textsuperscript{21} which represents the subgrid-scale stresses as

\[ \tau - \frac{1}{3} \text{tr} (\tau) I \to m = -2(C_{S} \Delta)^{2} (2S:S)^{1/2} S, \]  

(5)

with \( S = [\nabla \tilde{u} + (\nabla \tilde{u})^T]/2 \) being the filtered rate-of-strain tensor.\textsuperscript{40} The operator \( \langle \cdot \rangle \) represents the ensemble averaging operator. For homogeneous turbulence, it corresponds to spatial averaging over a box in the limit of its size going to infinity.
In our simulations, we approximate it by spatial averaging over the simulation domain. The trace $\text{tr}(\tau)$ is not modeled directly, but absorbed in the pressure, as is common practice in incompressible LES.

The formulation of the Smagorinsky model in Eq. (5) using $(2S:S)^{3/2}/((2S:S)^{3/2})^{1/2}$ differs slightly from what is most often used, namely, a local approach using $(2S:S)^{1/2}$. The mean eddy viscosity approach is more straightforward to implement in a spectral method (as we are using) and further has the advantage that it leads to exact expressions when Lilly’s analysis of the Smagorinsky model is considered (the disadvantage is that the model is less general for complex geometry applications). When the results in the current paper are compared to a classical Smagorinsky implementation and, in particular, when the levels of Smagorinsky coefficients are compared, the difference in average dissipation between both formulations should be taken into account. This amounts to a correction of the Smagorinsky coefficients by a factor $((2S:S)^{3/2}/((2S:S)^{3/2})^{1/2})$. The ratio is close to 1: e.g., McMillan and Feiziger were among the first to analyze this. A more precise determination of this ratio was given by Cerutti et al., they report $(2S:S)^{3/2}/((2S:S)^{3/2})^{1/2} = 1.2$ (the coefficient $\beta$ shown as squares in their Fig. 14), leading to a factor $1/(1.2)^{1/2}$ between Smagorinsky coefficients of the two formulations. Hence, much of the information found in the remainder of this study on the value of the Smagorinsky coefficient may be corrected by this factor when applied to a Smagorinsky implementation based on $(2S:S)^{1/2}$.

B. Setup of the LES database

For our reference data, we rely on the active grid experiment of Kang et al., which provides spectra of decaying turbulence at four different measurement stations in a wind tunnel $(x/M = 20, 30, 40, 48$, where $M = 15.2$ cm is the mesh size of the grid). For the large-eddy simulations in the current work, experiments are translated into a time frame using the Taylor hypothesis and representing the flow in a frame convecting downstream at the mean velocity. The first measurement station $(Re_x = 716)$ is used to generate the initial condition; data from the next measurement stations $(Re_x = 676, 650, 626)$ are used as reference for the assessment of the numerical solution. Simulations are performed in a box with size $B = 10L$, with $L = 3^{1/2}/e$ being the integral length scale evaluated at the initial measurement station (this yields $L = 3.5M$). For the setup of the LES, we follow the procedure set out in Ref. 6, with the difference that the experimentally obtained energy spectra are fitted with new functional forms that provide better representations of the spectra. The fitted spectra at the four different Reynolds numbers are displayed in Fig. 1.

Large-eddy simulations are performed using a Smagorinsky model [Eq. (5)]. Two spatial discretization schemes are compared: (1) a classical pseudospectral method and (2) an alternate discretization, which is constructed in the same spectral code using wavenumber modifications and is of second-order accuracy. In the latter case, the first and second derivatives of a Fourier mode $f = \exp(ikx)$, with $i^2 = -1$, are expressed as

$$
\frac{\partial f}{\partial x_i} \approx \frac{\sin(k_i\Delta/2)}{\Delta/2} \exp(ikx),
$$

$$
\frac{\partial^2 f}{\partial x_i^2} \approx \frac{2 \cos(k_i\Delta) - 2}{\Delta^2} \exp(ikx)
$$

instead of using $ik_i \exp(ikx)\text{ and } -k_i^2 \exp(ikx)$ normally employed in the spectral codes. The definition of the first and second derivatives in Eq. (6) is such that they introduce a finite-difference-like second-order error in the formulation of the subgrid and viscous terms of our equations. This is important for further analysis in Sec. IV of the current work. For the convective terms and pressure terms, we also use the first derivatives as expressed in Eq. (6) such that we have the same order of accuracy for these terms. This particular choice ensures a stable projection operator in our spectral code but is not representative for normal second-order finite-difference or finite-volume discretizations, where additional interpolation schemes play an important role in the discretization of the convective terms. Equations are integrated in time with a four-stage fourth-order Runge–Kutta scheme.

For the initialization of the LES field and for the definition of the filtered experimental reference, a cubical sharp cut-off filter is used, which corresponds to the cutoff of the pseudospectral discretization. Consequently, the filter width $\Delta = \pi/k_c$ (with $k_c$ being the grid cutoff) used in the Smagorinsky model corresponds to $B/N$, with $B$ being the size of the computational box $(B = 10L)$ and $N^3$ the grid size. To setup the LES database, a systematic variation of the grid size $N^3$ $(16^3 – 256^3)$ and the model coefficient $C_s$ $(0.0284)$ is performed such that the error behavior can be properly charted as a function of these parameters. In total, 14 different simulation resolutions and 31 different coefficients are included such that a comprehensive representation of the error landscape is obtained.
III. ERROR-LANDSCAPES

The error-landscape methodology is briefly reviewed in Sec. III A. Subsequently, error-landscape results and multiobjective optimal refinement trajectories are presented both for the pseudospectral discretization and the second-order discretization in Sec. III B.

A. The error-landscape approach

The error-landscape approach was introduced in Refs. 3–5 as a tool for a comprehensive numerical evaluation of LES error behavior relying on a large database of large-eddy simulations and an experimental or numerical reference. Central to this approach is the use of a range of error measures characterizing different scales in the solution.3,4 For the evaluation of error behavior in decaying homogeneous isotropic turbulence, two different sets of error definitions were employed, i.e.,

\[
D_p(N, C_s) = \left[ \frac{\int_{0}^{N} \int_{0}^{T} (E_{\text{LES}}(k, t) - E_{\text{ref}}(k, t))^2 dk dt}{\int_{0}^{T} \int_{0}^{T} (E_{\text{ref}}(k, t))^2 dk dt} \right]^{1/2},
\]

with \( k = \pi / \Delta \) being the grid cut-off frequency. Both \( D_p \) and \( d_p \) provide an error measure, which is based on weighted integrals of the LES energy spectrum compared to the reference spectrum and properly normalized. In wavenumber space, the upper integration bound corresponds to the grid cutoff \( k_c \) such that the LES results are compared to the reference results up to the LES grid cutoff. This is equivalent to comparing the LES data to the sharp-cut-off-filtered reference data. Depending on the values of \( p \), the approach defines errors on large-scale properties (\( p = -1, 0 \)) or on resolved fine-scale properties (\( p = 1, 2 \)). Remark that Eqs. (7) and (8) are defined using a spherical sharp cut-off filter instead of the cubical sharp cut-off filter used in the simulations. This has the advantage of a practical and elegant error definition, while the impact on the results in Sec. III B is small, as is elaborated in more detail at the end of the current section.

Of the two definitions in Eqs. (7) and (8), \( D_p \) is the one that is most easily linked to physical flow properties: for \( p = -1, 0, \) and 2, it is readily shown that \( D_p \) represents the relative error on the integral length scale \( \ell_c \), the resolved turbulent kinetic energy \( E \), and the resolved enstrophy \( \mathcal{E} \) (cf. Ref. 3 for details), respectively. The other error definition \( d_p \) is a more robust error measure: as is appreciated form the definition in Eq. (7), \( d_p \) is based on a quadratic weighting of errors but does not incorporate a penalization for incorrect distributions of underlying energy spectra in wavenumber space. In Ref. 3, this was shown to lead to incorrect characterization of LES quality when only a few errors are included in the analysis. The definition of \( d_p \) [Eq. (8)] remedies this effect as it defines a mathematical norm in which errors at each wavenumber contribute positively to the total.

Based on either \( D_p(N, C_s) \) or \( d_p(N, C_s) \), an optimal refinement trajectory \( \hat{C}_s(N) \) is defined as the value \( C_s \), which provides a minimal error \( D_p \) (or \( d_p \)) at given resolution \( N \). Obviously, \( \hat{C}_s(N) \) may depend on \( p \), and hence, a multiobjective approach, where errors at different \( p \) are considered simultaneously, is called for. To this end, near-optimal regions related to \( D_p(N, C_s) \) are defined as

\[
\Omega_p(a) = \left\{ N \in \mathbb{N}; C_s \in \mathbb{R}^+ \mid \frac{D_p(N, C_s)}{D_p(N, \hat{C}_s(N))} \leq a \right\},
\]

where we select \( a = 1.2 \). Further, we recall that a global weighted error is defined as

\[
\bar{D}(N, C_s) = \frac{\sum_i D_p(N, C_s_i)/D_p(N, \hat{C}_s(N))}{\sum_i 1/D_p(N, \hat{C}_s(N))},
\]

Based on \( \bar{D}(N, C_s) \), a multiobjective optimal refinement trajectory \( \hat{C}_s(N) \) is defined and similar definitions are used for \( d_p \). In Ref. 3, it was shown that both error definitions \( D_p \) and \( d_p \) lead to roughly the same multiobjective optimal refinement trajectory provided a sufficient number of errors (at different \( p \)) are included in Eq. (10). The results shown in Sec. III B confirm this observation.

In the current study, the reference data correspond to high Reynolds number wind-tunnel data instead of direct numerical simulations. A practical consequence is that less detailed data is available; in particular, energy spectra are only given at four different measurement locations, of which one is used for LES initialization. Therefore, the time integrals in Eqs. (7) and (8) cannot be used. Instead, we chose to replace them by a sum over the three measurement locations available for comparison. Using Taylor’s hypothesis and \( t_i = x_i / U \), with \( U \) being the mean streamwise wind-tunnel velocity and \( x_i \) (\( i = 1, 2, 3 \)) corresponding to the measurement locations used for evaluation (\( x/M \approx 30, 40, 48 \)), this leads to

\[
D_p(N, C_s) = \left[ \frac{\sum_i \int_{0}^{T} k^2 \left[ E_{\text{LES}}(k, t_i) - E_{\text{exp}}(k, t_i) \right] dk}{\sum_i \int_{0}^{T} k^2 E_{\text{exp}}(k, t_i) dk} \right]^{1/2},
\]

\[
D_p(N, C_s) = \left[ \frac{\sum_i \int_{0}^{T} k^2 \left[ E_{\text{LES}}(k, t_i) - E_{\text{exp}}(k, t_i) \right]^2 dk}{\sum_i \int_{0}^{T} k^2 E_{\text{exp}}(k, t_i)^2 dk} \right]^{1/2}.
\]

Obviously, error measures are now based on considerably less data than the evaluation of Eqs. (7) and (8) when DNS reference data are available for a large number of instances in time. In Sec. III B, Eqs. (11) and (12) are used for the elaboration of near-optimal regions and multiobjective optimal refinement trajectories.

As already mentioned above, the definitions of the errors in Eqs. (7) and (8) compare LES field and reference field both filtered with a spherical sharp cut-off filter instead of the cubical sharp cut-off filter used in the simulations (where the definition of the initial field and the dealiasing operator use a
cubical sharp cut-off filter). Hence, scales located in the corners of the cube in Fourier space that fall outside the sphere with radius $k_c$ are not included in the postprocessing of errors. For the definition of multiobjective optimal refinement trajectories, this difference in definition has negligible impact on the results. By using a more involved three-dimensional error definition including the corners, we have found that the difference in the $C(N)$ trajectories is largest at low resolutions but remains below 5% (and below 3% for $N \geq 128$). This complies with the idea that the characterization of multiobjective optimal refinement trajectories is robust to the specific details of error definition provided a sufficient number of errors, related to different scales in the flow, are included in the weighted error. We prefer the definitions provided in Eqs. (7) and (8) for their ease of use compared to a more complicated error definition that formally includes the extra corner modes in Fourier space.

**B. Error-landscape results and multiobjective strategies**

Error-landscape results are presented based on a large set of LES at different $(N, C)$ combinations. Near-optimal regions are discussed for the pseudospectral and for our second-order discretization. Multiobjective refinement trajectories are compared.

First, in Fig. 2, near-optimal regions are presented. The figure has four parts. Parts (a) and (b) show the near-optimal regions for $p=-1$, 0, 1, and 2 obtained from pseudospectral LES, respectively, using $D_p$ [Eq. (11)] and $d_p$ [Eq. (12)] as error definition. Similarly, near-optimal regions obtained from our second-order LES runs are shown in parts (c) and (d). We first focus on the results of the pseudospectral discretization [Figs. 2(a) and 2(b)]. We see that near-optimal regions for $D_0$, $D_1$, and $D_2$ overlap; similarly, all near-optimal regions based on $d_p$ overlap. Both multiobjective optimal refinement trajectories $C(N)$ are located inside these multiobjective overlap regions. However, it is striking that the near-optimal region for $D_{-1}$ (representing an error that is predominantly based on the large scales of the solution) has no significant intersection with the other near-optimal regions. We believe that this points toward an inconsistency between the experimental and the numerical setups. In the current case, the effect of the sidewalls in the wind tunnel on the largest flow scales are not properly represented in the numerical simulation, where periodic boundary conditions are employed. Since the box size $B$ in our simulations is considerably larger than the integral length scale $L (B/L \approx 10)$, this effect is seen to not strongly influence the smaller-scale predictions (emphasized by $p=0-2$). When looking at the results of the second-order discretization, the same trends are observed: all near-optimal regions overlap, except for $D_{-1}$. Using Eq. (10), multiobjective optimal refinement trajectories are readily defined, and these respective trajectories are also displayed in Fig. 2.

To further assess the quality of results, we investigate some spectra along multiobjective optimal refinement trajec-
tories in Fig. 3. First of all, in Figs. 3(a) and 3(b), it is appreciated that the results of the pseudospectral discretization lead to a well-defined $k^{-5/3}$ range at all measurement stations and resolutions shown. These inertial-range spectra further correspond well to the experimental spectra, which are also displayed. The large-scale part of the spectrum (at low wavenumber) is not predicted properly for any of the simulations. We believe that this is related to inconsistencies in boundary conditions between experiments and simulations as discussed above. Overall, the results for the rest of the spectrum are quite satisfactory for simulations near $\bar{C}_s(N)$. For the second-order results in Figs. 3(c) and 3(d), the same trends are observed. A well-defined $k^{-5/3}$ range is found in the spectra, and the match to the experimental reference data is satisfactory, but slightly worse compared to the pseudospectral results.

In Fig. 4, the multiobjective optimal refinement trajectories are plotted for both discretizations and both error measures. It is appreciated that $\bar{C}_s$ either evaluated using $D_p$ or $d_p$ roughly leads to the same result. At low resolutions, the optimal coefficient depends on the simulation resolution. In our opinion, this is related to the marginal resolution of the integral length scale $L/\Delta < 10$. For $N > 100$ and $L/\Delta > 10$, $\bar{C}_s$ appears to have a horizontal asymptote. Using the $d_p$-error definition, this asymptotic value roughly corresponds to $C_s = 0.132$ for the pseudospectral results. This also corresponds well to the Smagorinsky coefficient, which can be obtained by using Lilly’s analysis with a cubical sharp cutoff filter, for which we find $C_s = 0.135$. For the second-order results (also using $d_p$), we find an asymptotic value of $C_s = 0.164$, which is considerably higher than the pseudospectral value. Also, this value can be obtained analytically by including discretization effects into Lilly’s analysis. This is further discussed in Sec. IV.
IV. ANALYSIS OF THE ASYMPTOTIC OPTIMAL SMAGORINSKY COEFFICIENT

We discuss the asymptotic values obtained from the multiobjective optimal trajectories at high simulation resolutions by means of Lilly’s analysis. First, in Sec. IV A, Lilly’s analysis is briefly reviewed and slightly revised to include the effect of discretization errors. The correspondence of analytical results and the “measured” optimal Smagorinsky coefficient is discussed. Second, in Sec. IV B, the same type of approach is used to elaborate the effect of discretization in the dynamic Smagorinsky model.

A. The Smagorinsky model

From a theoretical point of view, many statistical constraints may be imposed on a subgrid-scale model. However, for a basic model such as the Smagorinsky model, in the possible presence of discretization errors, probably the only statistical constraint that may be realized in practice is the requirement that the model sheds the correct amount of energy in time. Hence, at large Reynolds numbers,

\[(C_s\Delta)^2(2S:S)^{3/2} = \langle -m:S \rangle = \varepsilon, \quad (13)\]

with \(\varepsilon\) being the total turbulent dissipation (for \(Re \gg 1\), we presume that the effect of viscosity can be neglected in the LES energy balance).

Lilly used this idea in his analysis of the Smagorinsky model and its constant. By presuming an energy spectrum \(E(k) = C_k k^{-5/3}\) (with \(C_k\) being the Kolmogorov constant) and expressing for homogeneous isotropic turbulence (cf. Appendix A for details)

\[(S:S) = \frac{1}{4\pi} \int \int \int_{-\infty}^{+\infty} C_k k^{-2} k^{-5/3} [G(k)]^2 dk \quad (14)\]

[with \(G(k)\) being the transfer function of the LES low-pass filter], the dissipation \(\varepsilon\) can be canceled from Eqs. (13) and (14). This yields

\[C_s\Delta = \frac{C_{s,\infty}\Delta}{\gamma}, \quad (15)\]

with

\[C_{s,\infty} = \left( \frac{2}{3C_k} \right)^{3/4} \quad (16)\]

and

\[\frac{1}{\pi/\Delta} \left( \frac{1}{3\pi} \left( \int \int \int_{-\infty}^{+\infty} k^{-5/3} [G(k)]^2 dk \right)^{3/4} \right) \quad (17)\]

In Lilly’s original analysis, the LES low-pass filter is a spherical sharp cut-off filter for which \(\gamma=1\). Taking a value of \(C_k=1.6\) for the Kolmogorov constant then leads to \(C_s = C_{s,\infty} = 0.165\). For other filter shapes, \(\gamma\) needs to be determined by numerical integration (cf. Ref. 8) and \(C_s = 0.165/\gamma\). Elaboration for a cubical sharp cut-off filter \(\gamma=1.22\) and \(C_s = 0.135\). This value corresponds very well to the asymptotic \(C_s\) value of the multiobjective optimal refinement trajectory at high simulation resolutions in Fig. 2 (as discussed in Sec. III B).

To express the model dissipation in Eqs. (13) and (14), Lilly’s analysis relies on a \(k^{-5/3}\) spectrum, which is the expected spectral behavior at high-Reynolds-number LES. Consequently, it is no surprise that the multiobjective optimal Smagorinsky coefficient of the pseudospectral method at high resolution corresponds well to this theoretical prediction. It merely reflects that the Smagorinsky model performs reasonably well for this test case, Reynolds number, and simulation resolution, yielding a \(k^{-5/3}\) spectrum that closely matches the experimental data (as clear from Fig. 3 and also demonstrated by many other authors, see, e.g., Refs. 6, 17, and 18).

Also for Smagorinsky LES with second-order discretization, reasonable LES results may be obtained but with a different location of the multiobjective optimal refinement trajectory (see Fig. 4 and Ref. 3). If we presume that second-order Smagorinsky LES is sufficiently accurate to also yield spectra that match high-Reynolds-number experimental data, then Lilly’s analysis can be straightforwardly extended. The main difference is that we have to take discretization errors into account, but acting on a “known” \(k^{-5/3}\) spectrum. Hence, the only discretization effect entering into the analysis is the discrete representation of \((S:S)\) and \(S\) (denoted here by \(S_d\)), i.e., in this case, possible discretization errors on the convective terms do not impact on the dissipation balance used in Lilly’s analysis. The effect of discretization errors on the strain-rate tensor is readily incorporated into Eqs. (14) and (17) by means of an additional filter, \(G_\Delta\), which follows from a spectral analysis of \((S_d:S_d)\). Further elaboration of \((S_d:S_d)\) [Eq. (A11)], on this expression that is similar to Eq. (14), is presented in Appendix A [Eq. (A11)]. Based on this expression for \((S_d:S_d)\) [Eq. (A11)], Eq. (17) is then replaced with

\[\gamma_d = \frac{\left( \frac{1}{3\pi} \left( \int \int \int_{-\infty}^{+\infty} k^{-5/3} [G(k)]^2 G_D(k) dk \right)^{3/4} \right)}{\frac{\pi/\Delta}{\pi/\Delta}}, \quad (18)\]

with \(G_D(k)\) being the filter induced by the discretization of \((S:S)\). Using the modified wavenumbers for a second-order discretization [Eq. (6)], \(G_D(k)\) corresponds to (cf. Appendix A)

\[G_D(k) = 2 \sum_{i=1}^{3} (1 - \cos(k_i \Delta)). \quad (19)\]

Integration of Eq. (18) using this filter leads to \(\gamma_d=1.005\), and hence, \(C_s = C_{s,\infty}/\gamma_d=0.165\). This value corresponds very well to the multiobjective optimal asymptotic Smagorinsky constant observed in Fig. 4 for high simulation resolutions and the second-order discretization. Moreover, in Fig. 3, it is shown for our second-order results that the spectra at multiobjective \(C_s\) values display a well-defined \(k^{-5/3}\) range, justifying the presumptions made to extend Lilly’s analysis above. From this analysis, it is clear that the optimal Smagorinsky coefficient in the presence of second-order discretization effects is a factor \(\gamma/\gamma_d=1.21\) higher than the “pseudospectral” coefficient.
The above result re-establishes Lilly’s analysis as a tool for the calibration of model coefficients even in the presence of discretization errors. This presumes that the multiobjective optimal trajectory of the LES corresponds well to a $k^{-5/3}$ spectrum at high simulation resolutions and Reynolds numbers. We believe that this is a minimum requirement for the quality and reliability of a LES method and, consequently, that the asymptotic convergence of the LES’s multiobjective optimal trajectory (for $Re \gg 1$ and $N \gg 1$) to the “Lilly value” is a useful verification element for any LES method.

**B. The dynamic Smagorinsky model**

Similar to the Smagorinsky model, discretization errors may affect the dynamic procedure, leading to incorrect predictions of the optimal trajectories. Based on the results in Sec. IV A, the dynamic procedure as introduced by Germano et al. is now corrected. As before, we presume that the LES method is sufficiently reliable to yield a $k^{-5/3}$ spectrum when the correct model coefficient is selected by the dynamic procedure. Two issues are addressed: first of all, the effect of discretization errors and, second, the effect of a test filter that is not scale-similar to the LES filter (as may be often the case in discrete implementations of the test filter).

First, we start with briefly reviewing some elements of the dynamic procedure. Germano’s dynamic procedure requires the use of a test filter $H$ which is applied on the resolved flow field $\overline{u}$ and is defined here as

$$H(\overline{u}(x) = \overline{u}(x) = \int K_H(x-x')\overline{u}(x')d^3x',$$  \hspace{1cm} (20)

with $K_H$ being the filter kernel of $H$. In Fourier space, Eq. (20) corresponds to

$$\overline{u}(k) = H(k)\overline{u}(k) = H(k)G(k)u(k).$$  \hspace{1cm} (21)

The filter $H$ is considered scale-similar to $G$ if

$$H(k)G(k) = G(nk),$$  \hspace{1cm} (22)

with $n>0$ being the ratio between the widths of the $H*G$ filter and $G$ the filter. For practical use in the context of the dynamic procedure, $n=2$ is commonly selected. More on scale-similarity of test filters is, e.g., found in Ref. 30.

The dynamic procedure employs Germano’s identity, which expresses a relation between the subgrid-scale stress tensor $T$ of the $(H*G)$-filtered Navier–Stokes equations and the stress tensor $\sigma$ [cf. Eq. (4)], i.e.,

$$L = T - \overline{\tau} = \overline{\nu} \otimes \overline{\nu} - \overline{\nu} \otimes \overline{\nu}. $$  \hspace{1cm} (23)

The right-hand side of this equation is fully resolved on the $G$-filter level and can be evaluated during simulations. Hence, by inserting a Smagorinsky model $M$ as model for $T$ and $m$ for $\sigma$ and by presuming that both models operate with the same model constant $C_{dyn}$ one obtains a tensorial equality, which may be used to estimate $C_{dyn}$,

$$L \approx M - m = C_{dyn}\Delta^2 Q,$$  \hspace{1cm} (24)

with

$$Q = -[2n^2(2\overline{S} \cdot \overline{S})^{1/2} - 2(2\overline{S} \cdot \overline{S})^{1/2}].$$  \hspace{1cm} (25)

Germano et al. contracted this tensor with the test-filtered rate-of-strain tensor $\overline{S}$ to obtain a scalar expression for $C_{dyn}$,

$$C_{dyn}\Delta^2 = \frac{\langle L \cdot \overline{S} \rangle}{\langle \overline{Q} \cdot \overline{S} \rangle},$$  \hspace{1cm} (26)

where averaging over homogeneous directions is added to stabilize the procedure. Equation (26) ensures that $M$ and $m + L$ yield the same turbulent dissipation $e_t$ at the $H*G$ filter level (with $e_t = \langle -M : S \rangle$).

As an alternative, Lilly proposed to minimize, in a least-squares sense, the error between $L$ and $C_{dyn}\Delta^2 Q$. However, for the Smagorinsky model, differences between this approach and Eq. (26) are minimal, and for the slightly modified model, we consider in the current study (where the ensemble of the magnitude of the strain tensor $\langle 2\overline{S} \cdot \overline{S} \rangle$ is considered in the model), the result is identical. Moreover, for subgrid-scale models that do not follow the eddy-viscosity approach, it was demonstrated recently that Germano’s condition on the subgrid dissipation is best imposed as a constraint to Lilly’s least-squares optimization. Therefore, we will concentrate in the current study on Germano’s original formulation of the dynamic procedure, i.e., Eq. (26).

The popularity of the dynamic procedure nowadays is mainly related to its versatility when applied to complex simulations in which equilibrium and isotropy of the subgrid scales are not always satisfied. Moreover, it is assumed that the procedure predicts the correct asymptotic coefficient under high Reynolds number equilibrium conditions. In the current study, we can verify this by comparing the dynamic selection of $C_{\lambda} = C_{dyn}^{1/2}$ as a function of the resolution $N$ to the multiobjective optimal trajectory obtained from the database analysis in Sec. IV A. To this end, we run dynamic Smagorinsky simulations at the same 14 resolutions ($16 \leq N \leq 256$) as used for the setup of the LES database (cf. Sec. II). In our simulations, fluctuations in time of $C_{dyn}$ are very small such that we use a time-averaged value for comparison with the static optimal constants.

In Fig. 5, the results are shown, and the convergence of the dynamic trajectory to the asymptotic Smagorinsky constant is appreciated for resolutions that are sufficiently high (i.e., $N > 160$, $L/\Delta > 16$). At lower simulation resolutions, the dynamic coefficient deviates from the optimal trajectory. This occurs for $L/\Delta < 8$ (with $\Delta$ being the width of the test filter). Hence, the Smagorinsky coefficient at test-filter level starts to depend on the marginal resolution of the integral length scale. This effect can be attenuated by using a scale-dependent version of the dynamic procedure, as introduced by Porté-Agel et al. However, in the current work, the focus is on the asymptotic level (for $N \gg 1$) of the dynamic coefficient and how the effect of discretization and test-filter shape can be incorporated to preserve the correct asymptote.

First of all, it is instructive to use the dynamic procedure with discretization errors or with test-filter-shape inconsistencies in its standard form, i.e., using Eqs. (23), (25), and...
The effect of discretization on the dynamic trajectory is shown in Fig. 6(a). Here, it is clear that the use of a dynamic procedure without correction for discretization errors yields a dynamic coefficient, which is too low when compared to the multiobjective optimal strategy (for $N \gg 1$). In Fig. 6(b), the dynamic procedure is implemented using a top-hat test filter (discretized using the trapezoidal integration rule), which is not scale-similar to the cubical sharp-cut-off LES filter. Now the dynamic trajectory yields a coefficient that is considerably higher than the multiobjective optimal coefficient. These results suggest that there is considerable room for improvement of the dynamic procedure if the effects of discretization and filter-shape inconsistency can be accounted for. This is discussed next.

In a practical implementation of the dynamic procedure with discretization errors and filter inconsistencies, several elements affect the determination of the dynamic coefficient. First, the filtered shear $S$ is now represented approximately, and we use the symbol $S_d$ to denote this. Second, the discrete test filter may not be scale-similar to the LES filter. We use the filter $F$, with Fourier-kernel $F(k)$, to denote a test filter that is not scale-similar to the LES filter and further employ the notation $F\tilde{u} = \tilde{u}$. Taking all effects into account, the “discretized” dynamic procedure is then built using the following elements:

$$L_d = \tilde{u} \otimes \tilde{u} = \tilde{u} \otimes \tilde{u} = T_d - \hat{d}.$$  

and two terms $Q_{d1}$ and $Q_{d2}$ from the discretized representation of $Q$, i.e.,

$$Q_{d1} = -2\gamma(2\hat{S}_d; \hat{S}_d)\frac{1}{2}\hat{S}_d,$$

$$Q_{d2} = F[2(2\hat{S}_d; \hat{S}_d)\frac{1}{2}\hat{S}_d] = 2(2\hat{S}_d; \hat{S}_d)\frac{1}{2}\hat{S}_d.$$ 

Obviously combining the contractions $(L_d; \hat{S}_d)$, $(Q_{d1}; \hat{S}_d)$, and $(Q_{d2}; \hat{S}_d)$ straightforwardly in the dynamic procedure does not necessarily lead to the same result as their “exact” counterparts $(L; \hat{S})$, $(Q_1; \hat{S})$, and $(Q_2; \hat{S})$. Further, the level of the asymptote of the multiobjective optimal trajectory for $N \gg 1$ also depends on discretization errors, as discussed in Sec. IV A.

To reach proper high-Reynolds asymptotic behavior, we presume that the LES method is sufficiently reliable to yield a $k^{-5/3}$ spectrum when the correct model coefficient is selected by the dynamic procedure. It then becomes possible to estimate the different effects perturbing the dynamic procedure. We have the pseudospectral dynamic Smagorinsky results as a reference, for which it is appreciated that the dynamic procedure selects the correct asymptotic Smagorinsky coefficient (i.e., cf. the results in Fig. 5). Hence, it is sufficient to calibrate the average effects of the different terms in the dynamic procedure (i.e., $(L_d; \hat{S}_d)$, etc.) such that they correspond to their pseudospectral counterparts. In addition, as was demonstrated in Sec. IV A, the level of the Smagor-
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insky coefficient $C_s$ in the presence of discretization errors should be a factor $\gamma^3$ higher than the coefficient of a pseudo-
spectral discretization, and this may also easily be added into a “corrected” dynamic procedure. Therefore, we propose to introduce three correction factors into Eq. (26), i.e.,

$$C_{\text{dyn}} = \left(\frac{\gamma}{\gamma_d}\right)^2 \frac{\langle L\cdot S \rangle}{\langle Q_d\cdot \hat{S}_d \rangle} + \frac{\langle Q_d\cdot \hat{S}_d \rangle}{\langle L\cdot \hat{S}_d \rangle}$$

(30)

with

$$c_1 = \frac{\langle L\cdot \hat{S}_d \rangle}{\langle Q_d\cdot \hat{S}_d \rangle}, \quad c_2 = \frac{\langle Q_d\cdot \hat{S}_d \rangle}{\langle Q_d\cdot \hat{S}_d \rangle}, \quad c_3 = \frac{\langle Q_d\cdot \hat{S}_d \rangle}{\langle L\cdot \hat{S}_d \rangle}.$$  

(31)

For high-Reynolds-number $k^{-5/3}$ spectra, $c_1$, $c_2$, and $c_3$ are constants, which can be expressed analytically similar to, e.g., the equations for $\gamma$ or $\gamma_d$. Detailed elaboration of this is included in Appendix B.

In Fig. 6, the results of a corrected dynamic procedure are also displayed next to “uncorrected” results that were already discussed above. To this end, Eq. (30) is used, and the values for $c_1$, $c_2$, and $c_3$ (shown in Table I) are obtained by numerically integrating Eqs. (B18), (B2), and (B5). Figure 6(a) shows that the effects of second-order discretization are now properly accounted for such that the dynamic coefficients at high simulation resolution correspond well to the multiobjective optimal trajectory. Also, the effect of a test filter that is not scale-similar to the LES filter can be properly accounted for, and this is demonstrated in Fig. 6(b) using a top-hat filter for the test filter.

V. CONCLUSIONS

A set of large-eddy simulations of high-Reynolds number decaying homogeneous isotropic turbulence was performed for systematic comparison with the active-grid turbulence of Kang et al. Comparing the LES results and experimental reference data, an error-landscape assessment was presented, following the error-landscape procedure developed in earlier work for DNS data. The use of experimental reference data allowed the evaluation of the optimal Smagorinsky coefficient at sufficiently high Reynolds numbers for a comparison to asymptotic analytical predictions of the Smagorinsky coefficient in the tradition of Lilly.

Error-landscapes were constructed for a pseudospectral discretization and for an alternative discretization relying on the use of modified wavenumbers in the same spectral code. A robust characterization of multiobjective optimal trajectories was thus obtained, independent of the error measure ($d_p$ or $D_p$), even when experimental reference data are used. The latter typically has less data points available compared to DNS data and may, of course, also exhibit uncertainties and experimental errors. It was found that near-optimal regions based on the integral length scale ($D_{\lambda}$) did not overlap with other near-optimal regions. An argument was put forward that this deviation is related to the differences that exist between boundary conditions in the simulations and the experiments. In the latter, the walls of the wind tunnel dictated a flow domain significantly smaller than the computational box used in the simulations. Other flow properties (such as turbulent kinetic energy and enstrophy) were predicted quite well near the multiobjective optimal trajectories, and it was further demonstrated for multiobjective Smagorinsky coefficients that the LES spectra match the experimental $k^{-5/3}$ spectra very well at high wavenumbers.

The error-landscape methodology, applied at high Reynolds numbers, showed that the resulting multiobjective optimal trajectories have a horizontal asymptote at high simu-
lation resolutions. For the pseudospectral results, this asymptotic optimal Smagorinsky coefficient was found to match very well Lilly’s analytical predictions of the Smagorinsky coefficient\(^9\) when the shape of the LES filter (cubic spectral cutoff) is correctly taken into account.\(^8\) Also, the second-order multiobjective optimal trajectories showed a horizontal asymptote at high simulation resolutions, but now with a value of the coefficient that is a factor 1.21 higher than the pseudospectral coefficient. By slightly adapting Lilly’s analysis to include effects of discretization, we were able to show that the optimal asymptotic second-order Smagorinsky coefficient also corresponds very well to the analytical predictions.

We further investigated the dynamic Smagorinsky model and compared the model coefficient in dynamic Smagorinsky LES to the multiobjective optimal trajectory obtained from the error-landscape analysis, similar to work in Refs. 4 and 20 at lower Reynolds numbers. For the pseudospectral discretization and employing a scale-similar test filter, it was found that the dynamic procedure converges well to the multiobjective optimal strategy and Lilly’s analytical prediction found that the dynamic procedure converges well to the multiobjective optimal trajectory of the LES corresponds well to a horizontal asymptote at high simulation resolutions. They re-establish Lilly’s analysis of the standard Smagorinsky model, we elaborated for homogeneous isotropic turbulence [cf. right-hand side of Eq. (A2)] is readily shown to be zero.

For homogeneous turbulence, the term \(\langle \nabla \vec{u} \cdot \nabla \vec{u} \rangle\) may now be represented as an integral in Fourier space, i.e.,

\[
\langle \nabla \vec{u} \cdot \nabla \vec{u} \rangle = \int \int \langle \{\nabla \vec{u}\}(k):\{\nabla \vec{u}\}(-k)\rangle dk. \tag{A3}
\]

with \(\langle \nabla \vec{u}\rangle(k)\) being the Fourier transform of \(\nabla \vec{u}\). The above identity is nontrivial as it involves stochastic integrals expressed as an integral over space in the limit of a spatial integration domain going to infinity. A rigorous mathematical treatment of this can be found in Ref. 37; a more easy-to-grasp work-around is, e.g., presented in Ref. 16.

We now use (with \(\{u\\rangle\) being the Fourier transform of \(u\))

\[
\langle \nabla \vec{u}\rangle(k) = ik \otimes \{u\}(k) = ik \otimes \{u\}(k)G(k) \tag{A4}
\]

to elaborate

\[
\langle S:S \rangle = \frac{1}{2} \int \int k^2 \langle \{u\}(k) \cdot \{u\}(-k)\rangle [G(k)]^2 dk. \tag{A5}
\]

Finally, for isotropic turbulence, the relation \(\langle \{u\}(k) \cdot \{u\}(-k)\rangle = E(k)/(2\pi k^2)\) (cf., e.g., Ref. 16) is employed. Further presuming \(E(k) = C_k e^{2/3} k^{-5/3}\) leads to

\[
\langle S:S \rangle = \frac{1}{4\pi} \int \int E(k) [G(k)]^2 dk
\]

\[
= \frac{1}{4\pi} \int \int C_k e^{2/3} k^{-5/3} [G(k)]^2 dk. \tag{A6}
\]

Now \(\langle S_d:S_d \rangle\) is further elaborated. In a discretized formulation, Eq. (A2) is not guaranteed: in particular,

\[
\langle \nabla \vec{u} \cdot \nabla \vec{u} \rangle \neq \langle \nabla \vec{u} \cdot \nabla \vec{u} \rangle \cap \nabla \vec{d} \left( \nabla \vec{u} \cdot \nabla \vec{u} \right) \rangle. \tag{A2}
\]

The equality in the discretized version depends on additional symmetry properties of the selected discrete derivative operators.\(^36\) Here, we will

**APPENDIX A: ELABORATION OF \(\langle S:S \rangle \) AND \(\langle S_d:S_d \rangle \)**

An expression for \(\langle S:S \rangle\) [i.e., Eq. (14) in Sec. IV A] is elaborated for homogeneous isotropic turbulence with a \(k^{-5/3}\) spectrum. This relation is further used in Sec. IV A for the elaboration of \(\gamma\) and the Smagorinsky coefficient \((C_s = C_s \gamma)\). In order to elaborate the effect of discretization on the Smagorinsky constant in Sec. IV A, also an expression for \(\langle S_d:S_d \rangle\) is required, where \(S_d\) is the discretized representation of \(S\). Presuming homogeneous isotropic turbulence and a \(k^{-5/3}\) spectrum such an expression is also elaborated in the current appendix.

First of all, in continuous formulation

\[
\langle S:S \rangle = \langle \nabla \vec{u} \cdot \nabla \vec{u} \rangle / 2 + \langle \nabla \vec{u} \cdot (\nabla \vec{u})' \rangle / 2. \tag{A1}
\]

The second term on the right-hand side of Eq. (A1) disappears, i.e., using the continuity equation \(\nabla \cdot \vec{u} = 0\), it is readily shown that

\[
\langle \nabla \vec{u} \cdot (\nabla \vec{u})' \rangle = \langle \nabla \cdot [\{ \nabla \cdot (\vec{u} \otimes \vec{u}) \}] \rangle = \langle \nabla \cdot (\vec{u} \otimes \vec{u}) \rangle = 0, \tag{A2}
\]

and the divergence of an ensemble average of a vector field in homogeneous turbulence [cf. right-hand side of Eq. (A2)] is readily shown to be zero.

In the current work “optimal” trajectories obtained from an a posteriori analysis were used for the evaluation of the Smagorinsky model in high-Reynolds-number turbulence. Coincidentally, the somewhat similar term “optimal LES” is also used in the context of a priori testing,\(^35\) providing a theoretical framework for comparison of subgrid-scale models and the testing of new model formulations, e.g., using the concept of optimal estimators.\(^36\) The comparison of both methodologies and possible combination in a more global framework may be interesting topics for further research.
presume that the difference is small (on the order of the discretization error) such that we can approximate

$$\langle S_d; S_d \rangle \approx \langle \nabla_d \tilde{u} \cdot \nabla_d \tilde{u} \rangle / 2. \quad (A7)$$

Further elaboration is similar to the continuous case, but with the difference that we use modified wavenumbers to elaborate \( \langle \nabla_d \tilde{u} \rangle (k) \) (i.e., the Fourier transform of \( \nabla_d \tilde{u} \)). Using the modified wavenumbers for first derivatives as used in the second-order discretization of the current work [cf. Eq. (6)], we find

$$\langle \nabla_d \tilde{u} \rangle (k) = i \frac{\sin(k \Delta / 2)}{\Delta / 2} \odot \langle \tilde{u} \rangle (k). \quad (A8)$$

This leads to

$$\langle S_d; S_d \rangle = \frac{1}{2} \int \int \int \sum_{i=1}^{3} \left[ \frac{\sin(k \Delta / 2)}{k \Delta / 2} \right]^{2} \langle \langle \tilde{u} \rangle (k) \cdot \langle \tilde{u} \rangle (-k) \rangle dk \quad (A9)$$

$$= \frac{1}{4 \pi} \int \int \int \sum_{i=1}^{3} \left[ \frac{\sin(k \Delta / 2)}{k \Delta / 2} \right]^{2} E(k)[G(k)]^{2}dk. \quad (A10)$$

Further elaboration, presuming \( E(k) = C_k e^{2/3} k^{-5/3} \), leads to

$$\langle S_d; S_d \rangle \approx \frac{1}{4 \pi} \int \int \int C_k e^{2/3} k^{-5/3} \langle G(k) \rangle^{2} G_d(k)dk, \quad (A11)$$

with

$$G_d(k) = \frac{3}{k \Delta / 2} \sum_{i=1}^{3} \left[ \frac{\sin(k \Delta / 2)}{k \Delta / 2} \right]^{2} = \frac{3}{2} \sum_{i=1}^{3} 1 - \cos(k \Delta) / (k \Delta)^{2}. \quad (A12)$$

**APPENDIX B: CORRECTIONS TO THE DYNAMIC PROCEDURE AT HIGH REYNOLDS NUMBERS**

In this appendix, the constants \( c_1, c_2, \) and \( c_3 \) are elaborated for high-Reynolds-number \( k^{-5/3} \) spectra. The determination of \( c_2 \) and \( c_3 \) is straightforward. It relies on the relation [cf. Eqs. (14)–(17)]

$$\langle 2S; S \rangle = \left[ 2 \int_{0}^{\infty} C_k e^{2/3} k^{1/3} [G(k)]^{2}dk \right]^{3/2} = \epsilon \left( \frac{\gamma}{C_{x \gamma \Delta}} \right)^{2} \quad (B1)$$

and similar relations for \( \langle 2\hat{S}_d; \hat{S}_d \rangle \), etc. Hence,

$$c_2 = \frac{\langle Q; \tilde{S} \rangle}{\langle Q_d; \tilde{S}_d \rangle} = \frac{\langle 2\hat{S}; \hat{S} \rangle^{3/2}}{\langle 2\hat{S}_d; \hat{S}_d \rangle^{3/2}} = \left( \frac{\gamma}{\hat{\gamma}_d} \right)^{2}, \quad (B2)$$

with [comparable to Eqs. (17) and (18)]

$$\hat{\gamma} = \frac{1}{3 \pi} \int \int \int_{0}^{\infty} k^{-5/3} [H(k)G(k)]^{2}dk \right)^{3/4} \pi / \Delta \quad (B3)$$

As may be expected, in the absence of discretization errors and for a scale-similar test filter [such that \( H(k) = \hat{F}(k) \)], \( \hat{\gamma} = \gamma_d \) and \( c_2 = 1 \). Also, using Eq. (22), it is readily shown that \( \gamma = \gamma / n \).

For \( c_3 \), we have

$$c_3 = \frac{\langle Q_d; \hat{S}_d \rangle}{\langle Q_d; \hat{S}_d \rangle} = \frac{\langle 2\hat{S}_d; \hat{S}_d \rangle^{1/2} / \langle 2\hat{S}_d; \hat{S}_d \rangle^{1/2}}{\langle 2\hat{S}_d; \hat{S}_d \rangle^{1/2} / \langle 2\hat{S}_d; \hat{S}_d \rangle^{1/2}} = \left( \frac{\gamma}{\gamma_d} \right)^{2/3} \quad (B5)$$

In the absence of discretization errors and for a scale-similar test filter, it is clear that \( c_3 = 1 \). The fact that both \( \gamma_d \) and \( \hat{\gamma}_d \) appear in the expression for \( c_3 \) reflects that discretization errors typically affect the LES field differently at LES filter level than at test filter level.

The analysis of \( \langle L; \tilde{S} \rangle \) and \( \langle L_d; \tilde{S}_d \rangle \) for the determination of \( c_1 \) is more difficult since \( L \) and \( L_d \) represent nonlinear tensors. We first focus on \( \langle L; \tilde{S} \rangle \). Since we are considering high Reynolds numbers and high simulation resolutions such that both LES and test filter are situated in a \( k^{-5/3} \) inertial range, we can presume a constant energy flux at both filter levels. Hence, \( \langle T; \tilde{S} \rangle = -\epsilon \) and \( \langle \tau; \tilde{S} \rangle = -\epsilon \), with \( \epsilon \) being the total dissipation. Using this, we express

$$\langle L; \tilde{S} \rangle = \langle \overline{T}; \tilde{S} \rangle - \langle \tau; \tilde{S} \rangle \quad (B6)$$

$$= -\epsilon - \langle \overline{T}; \tilde{S} \rangle - \langle \tau; \tilde{S} \rangle \quad (B7)$$

$$= \langle \tau; \tilde{S} \rangle \quad (B8)$$

$$= \langle \tau; \tilde{S} \rangle = \langle \tau; \tilde{S} \rangle \langle \tilde{S} \rangle = \langle \tilde{S} \rangle \langle \tilde{S} \rangle \cos \alpha, \quad (B9)$$

with \( \tilde{S} = \tilde{S} - \tilde{S} \), and \( \alpha \) being the statistical angle between \( \tau \) and \( S \). The second equality in Eq. (B7) holds for self-adjoint filters, where the ensemble operator \( \langle \cdot \rangle \) is used as the definition of the inner product. The convolution filters considered in the current paper are easily shown to be self-adjoint in this inner-product space.

The term \( \langle L_d; \tilde{S}_d \rangle \) is further elaborated in two steps. First,

$$\langle L_d; \tilde{S}_d \rangle = \langle L_d; L_d \rangle^{1/2} \langle \tilde{S}_d; \tilde{S}_d \rangle^{1/2} \cos \beta_d \quad (B10)$$

and

$$\langle L_d; \tilde{S}_d \rangle = \langle L_d; L_d \rangle^{1/2} \langle \tilde{S}_d; \tilde{S}_d \rangle^{1/2} \cos \beta, \quad (B11)$$

with \( \beta_d \) and \( \beta \) being the statistical angle between \( L_d \) and \( \tilde{S}_d \) and between \( L_d \) and \( \hat{S}_d \), respectively. Hence, using Eqs. (B10) and (B11)

$$\langle L_d; \tilde{S}_d \rangle = \langle L_d; \tilde{S}_d \rangle \left( \frac{\hat{\gamma}_d}{\gamma_d} \right)^{2} \cos \beta_d / \cos \beta \quad (B12)$$

where \( \gamma_d \) is defined similar to \( \gamma \) [Eq. (B3)].
Second, the term \( \langle L_d:S \rangle = \langle (T_d - \tilde{T}):\hat{S} \rangle \) can now be further elaborated. It is recognized that \( T_d \) and \( \hat{S} \) are the subgrid stress and strain tensor at the \( (F + G) \)-filter level, respectively. Thus, for a high-Reynolds-number inertial-range spectrum, we also have \( \langle T_d:\hat{S} \rangle = -e \). Consequently [similar to Eq. (B9)],

\[
\langle L_d:S \rangle = \langle (T_d-\tilde{T}):\hat{S} \rangle = \varepsilon - \langle \tau:\hat{S} \rangle = \langle \tau:S^{**} \rangle
\]

with \( S^{**} = S - \hat{S} \) and \( \hat{\alpha} \) being the angle between \( \tau \) and \( S^{**} \).

By combining Eqs. (B9), (B12), and (B14) together, we find

\[
c_1 = \frac{\langle L_d:S \rangle}{\langle L_d:\hat{S} \rangle} = \frac{(S^{**} - S^{**})}{(S^{**} - S^{**})} \frac{\gamma'}{\gamma^{**}} \cos \hat{\alpha} \cos \hat{\alpha} \cos \hat{\beta}_d
\]

\[
e = \frac{\gamma'}{\gamma^{**}} \left( \frac{\gamma'}{\gamma_d} \right)^{2/3} \cos \hat{\alpha} \cos \hat{\alpha} \cos \hat{\beta}_d
\]

with

\[
\gamma' = \left( \frac{1}{3 \pi} \int k^{-3} \int G(k) - H(k)^2 G(k)^2 \, dk \right)^{3/4}
\]

\[
\gamma^{**} = \left( \frac{1}{3 \pi} \int k^{-3} \int G(k) - F(k)^2 G(k)^2 \, dk \right)^{3/4}
\]

The main unknowns remaining in Eq. (B15) are \( \hat{\alpha}, \hat{\alpha}, \hat{\beta} \), and \( \hat{\beta}_d \). In the present paper, we make the strong assumption that 

\[
\cos \hat{\alpha} \cos \tilde{\alpha} = 1 \quad \text{and} \quad \cos \hat{\beta} \cos \tilde{\beta} = 1
\]

such that

\[
c_1 = \left( \frac{\gamma'}{\gamma^{**}} \right)^{2/3} \left( \frac{\gamma'}{\gamma_d} \right)^{2/3}
\]

As demonstrated in Sec. IV B, this leads to very satisfactory corrections to the dynamic procedure.

Equations (B2), (B5), and (B18) can now be calculated by numerical integration of Eqs. (17), (18), (B3), (B4), and (B17). In Table I, an overview of the coefficients is presented for different LES filter and test-filter shapes and for either a pseudospectral or second-order discretization. As appreciated from this table, the corrections may differ significantly from unity when discretization, and test-filter effects play a role.

40 For clarity of notation in the derivations of Sec. IV and Appendixes A and B, the bar usually added on top of the symbol S to denote the filtered rate-of-strain tensor is omitted. More conventional notations and an introduction to subgrid-scale modeling may be found in Ref. 41.