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Abstract—Many motion compensation algorithms are based on block matching. The quality of the block correlation depends on the validity of the brightness constancy assumption and the assumption of fixed translational motion within a block. These assumptions are invalid in areas with texture changes, noise, lighting changes, and rapid deformations. Smoothness priors should enforce stable estimates in these regions by propagating neighboring estimates, while preserving hard object boundaries (piecewise smoothness). Most motion estimation algorithms that successfully implement these constraints are computationally complex. In this paper, we show an intuitive and computationally efficient way to implement them within the framework of (real-time) recursive search, targeting consumer-market embedded devices with limited resources.

Index Terms—Block matching, motion compensation (MC), motion estimation (ME), recursive search (RS).

I. INTRODUCTION

Block matching motion estimation (ME) algorithms have become a defining factor in the video quality of modern displays. To improve the poor dynamic resolutions of flat panel displays, manufacturers are resorting to higher refresh rates (up to 240 Hz), motion blur reduction techniques [1], and motion compensation (MC) [2] in the video processing back-end [3]–[5]. These techniques require consistent motion vector fields (VFs) calculated in real-time on high definition (HD) content. Spatiotemporal prediction methods such as recursive search (RS) [6]–[12] have addressed this challenge and are currently implemented in many products. In this paper, we improve the RS block matching algorithm by focusing on VF smoothness, without compromising the real-time applicability.

ME methods are typically modeled by a set of energy functions that contain (ind)irect luminance comparisons and smoothness constraints. The luminance comparisons are determined per region \( R \) (pixel, or block of pixels) by direct measurement, e.g., block correlation [13], phase-plane correlation [14], [15], or the outcome of the optic flow gradient constraint equation [16]. The smoothness constraints limit the solution based on our assumptions; often a (piecewise) locally constant or a (piecewise) locally linear VF is assumed. When smoothness constraints are applied, these impose a connectedness that change the required optimization from local to global; the solution cannot be determined for an individual image patch as the smoothness energy depends on its neighbors. Instead, the full VF that minimizes the sum of the local energies over the frame needs to be optimized.

Finding the global optimum efficiently is a non-trivial, usually iterative, task. In optical flow methods, continuous optimization algorithms are popular, i.e., methods that use variational calculus where the Euler–Lagrange differential equation is solved [16]. This is an elegant approach as the motion field can be derived directly from the equation system. However, large displacements1 require the use of warping schemes, e.g., [17], and sophisticated energy terms are needed to accurately model piecewise smoothness. The numerical methods that solve these large sets of (non)linear equations are more expensive than we judge affordable in our applications.

Discrete optimization algorithms can handle the non-convex minimization more directly. Algorithms for maximum a posteriori (MAP) inference on Markov random field (MRF) models, such as iterated conditional modes (ICM) [18], belief propagation [19], [20], and graph cuts (GC) [21], are well-known. These discrete methods approximate solutions to a label-assignment problem, where each node in the MRF (a pixel or block of pixels) must be assigned a label representing a motion vector. Due to the large (2-D) label space in ME2 and the implementation complexity (both in memory size/bandwidth and operations count), these methods are generally not suitable for real-time applications. Methods such as the KS algorithm [6]–[12] can also be considered a form of discrete optimization. These block matching methods have a low implementation complexity due to the use of small, changing, spatiotemporal candidate sets (i.e., typically less than ten “labels” per node) in a simple recursive optimization. Random “update” candidates allow for a continuous adjustment of the label set in the optimization loop. Although these algorithms have become popular in video enhancement and conversion products, they rely mostly on implicit smoothness constraints.

1The linearized brightness constancy assumption only holds for displacements smaller than 1 pixel.
2A limited 100 pixel search window with quarter pixel accuracy yields 1.6e<5 possible label assignments for each node.
Implicit smoothness constraints are inherent to the algorithm and are not separately defined as a prior in the energy minimization, e.g., when a limited candidate set based on previous spatial or temporal estimates is evaluated. Explicit smoothness constraints are defined as a prior in the energy minimization, i.e., these construct the hidden variable node relations in the MRF network. Example constraints include the pairwise vector difference [22], robust constraints [23], anisotropic smoothness regularizers [24], or bilateral constraints [25]. Although the constraints and optimization algorithms vary greatly, they all have in common the objective to achieve piecewise smooth VFs. The algorithm should retain sharp object boundaries, while regulating areas where the brightness constancy assumption is invalid. The optimization algorithms that achieve this are typically complex and require many iterations.

In this paper, we show that the RS algorithm can be modified to attain piecewise smooth VFs in a computationally efficient way. We evaluate different implementations of smoothness priors and illustrate that a previous generation of the algorithm was based on constant flow assumptions [23]. The new approach based on “locally linear” flow priors greatly improves on this, with resulting VFs showing better consistency, while retaining sharp object boundaries. The tradeoffs in correlation quality and smoothness prior strength are illustrated. Furthermore, we show the relation to [11], which describes a related concept to improve the consistency of the RS algorithm, through the introduction of linear flow candidates in the candidate set mechanism.

After a short introduction of ME and the relation to MAP optimization in Section II, we describe the RS algorithm in Section III. Here, we present the original candidate set and energy minimization procedure. The linear flow-based RS is introduced in Section IV, which details the changes in candidate set and smoothness priors. Section V introduces the metrics used to compare the performance of different ME algorithms. The results and a discussion on the selection of the best tradeoff can be found in Section VI.

II. ME AND MAP OPTIMIZATION

A fundamental assumption underlying most ME algorithms is brightness constancy (1), which states that pixels retain the same luminance over their spatiotemporal displacement path

\[ I(x, y, t) = I(x + \Delta x, y + \Delta y, t + \Delta t). \]  

In the above equation, \( I(x, y, t) \) denotes a continuous approximation of the 3-D luminance pixel lattice.

For any region \( R \) of pixels, the motion \((v_x, v_y)\) can be derived using gradient-based [16] or correlation-based [13] measurements, (2) and (3), respectively, as follows:

\[
E^\text{grad}_{L}(D) = \min_{v_x, v_y, (x,y) \in R} \sum_{(x,y) \in R} \rho \left( \frac{\partial I(x,y,t)}{\partial x} v_x + \frac{\partial I(x,y,t)}{\partial y} v_y + \frac{\partial I(x,y,t)}{\partial t} \right)
\]

\[
E^\text{corr}_{L}(D) = \min_{v_x, v_y, (x,y) \in R} \sum_{(x,y) \in R} \rho (I(x + v_x \Delta t, y + v_y \Delta t, t + \Delta t) - I(x, y, t)).
\]  

The gradient-based approaches minimize the optical flow constraint equation in which \( \frac{\partial I}{\partial x}, \frac{\partial I}{\partial y}, \) and \( \frac{\partial I}{\partial t} \) denote spatial and temporal derivatives in \( x, y, \) and \( t \) directions at a position \((x, y, t)\) in the luminance grid. The correlation-based approaches are based on the minimization of the luminance differences between a region and its displaced counterpart. The cost function \( \rho \) determines the type of correlation, i.e., for \( \rho(x) = x^2 \), (3) denotes the sum of squared differences. For \( \rho(x) = |x| \) the correlation term denotes the sum of absolute differences (SAD), e.g., [6].

The correlation-based approaches are generally more robust than the gradient-based approaches, as the former do not depend on linearizations and an accurate determination of the spatiotemporal gradients.

From here on we use a shorthand notation using bold font to denote vectors, e.g., \( \mathbf{v} = (v_x, v_y) \), and a discrete temporal index \( I_t, I_{t+1}, \ldots \). The VF that is estimated, \( D_{I_{t+1} \rightarrow I_{t}}(x) : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), contains the displacement vectors \((d = v_0)\) for a single frame pair. For example, the calculation of the SAD for a region \( R \) using the vectors in the forward VF can be abbreviated as follows:

\[
\sum_{(x,y) \in R} |I(x) - I(x + 1)|.
\]  

Equations (2) and (3) denote a measurable quantity, the likelihood of the tested motion vector. ME methods that output the result of these measurements directly are denoted maximum likelihood methods. If certain constraints on the VF are added in the form of smoothness priors, the estimation can be modeled as a MAP method [22], [26].

The (posterior) probability of the VF, given any two contiguous frames, is given by Bayes rule and is to be maximized as

\[
p(D|I_{t}, I_{t+1}) = \frac{p(D|I_{t}, I_{t+1}) p(D)}{p(I_{t}, I_{t+1})}.
\]  

The probability of a frame following another \( p(I_{t}, I_{t+1}) \) is assumed constant. The likelihood term, denoted by \( p(I_{t+1}|I_{t}, D) \), can be modeled by a normal distribution \( \exp(-E_f/\sigma_f) \) based on the correlation or gradient energy measurements \( E_f \). The smoothness priors are included in \( p(D) \); these are also modeled by a normal distribution \( \exp(-E_s/\sigma_s) \). MAP methods seek to maximize the posterior probability as

\[
D = \arg \max_D p(I_{t+1}|I_{t}, D) p(D).
\]  

where a vector field \( D \) is selected out of a space \( \Theta \), which contains all possible VFs. This can be simplified to an energy minimization problem using the negative log of the probabilities as the following:

\[
D = \arg \min_D [E_f(D) + E_s(D)].
\]  

\( E_f \) is an explicit smoothness energy term based on comparisons with the motion vectors of direct (spatial) neighbors of a pixel, block, or region. In [23], a distinction is made between two types of smoothness priors: first order, locally constant flow constraints and second order, locally linear flow constraints (termed “affine flow” in [23]).
Let us use subscript notation $l_x, l_y$ to denote the partial derivatives in $x$ and $y$ directions of the VF $D$ at a position $x$. Double subscripts denote second order partial derivatives, e.g., $l_{xx}$. The combined $E_1 + E_2$ quadratic smoothness energies for linear flow constraints are denoted in (8) and (9), respectively, with superscripts referring to $x$ and $y$ components of the motion as follows:

$$E_1(x) = l_{xx}^2 + l_{yx}^2 + l_{xy}^2 + l_{yy}^2$$  \hspace{1cm} (8)

$$E_2(x) = l_{xx}^4 + l_{yx}^4 + l_{xy}^4 + l_{yx}^2 + l_{xy}^2 + l_{yy}^2$$  \hspace{1cm} (9)

The constant flow energy function is minimal if the motion of a pixel is identical to the motion of the spatial neighboring pixels, a zero slope. The linear flow constraint minimizes the spatial “acceleration” of the motion vectors; the preferred motion of a pixel is the average of its neighbors, a linear slope.

The original RS algorithm, introduced in the following section, relies on a discrete version of a constant flow constraint.

III. RS-ME

The RS algorithm [6] sequentially maximizes the local conditional probabilities, by minimizing a variant of $E_1 + E_2$. The components of the algorithm listed below are separately described in the following sections.

Algorithm 1 RS

For each block at spatial position $x$ in the VF $D$ (in a meandering scanning order):

1. select a vector candidate set, $C(x)$, from vectors in the spatiotemporal environment of the current block.
2. for each candidate $c_i$ in $C(x)$:
   a. determine the likelihood term $SAD(c_i)$;
   b. determine the smoothness prior (penalty) $Pen(c_i)$.
3. assign the candidate with minimal energy to the current block: $D(x) = \text{arg} \min_{c \in C} (SAD(c) + \lambda \text{Pen}(c))$.

The algorithm above may be repeated over the same frame pair, e.g., upward and downward scans over the block grid, until convergence is reached. Multiple iterations over the same frame pair improve convergence, but the number of iterations can be reduced in the case of video. The use of motion vectors from the previous frame $D_{i−1}$ in the candidate set of the current estimation $D_i$ accelerates convergence. Due to this “temporal” convergence, one or two iterations per frame turn out to be sufficient and are used in real-time implementations.

The algorithm as outlined above has similarities with the ICM method [18], [22]. The key element in both methods is the iterative maximization of the local conditional probabilities. The main differences are the candidate set mechanism and the way new vectors are iteratively assigned. In ICM methods, the newly determined vector for a block is assigned at the end of each frame iteration; hence, it does not modify the local conditional probabilities at the next block during the current spatial iteration. The RS does modify these probabilities as it assigns a new vector immediately after processing a block. We see significantly faster convergence due to this (aggressive) spatial iteration.

A. Candidate Set

The key component in the algorithm is the selection of the candidate set $C$. By keeping this set small, few luminance comparisons are required. By keeping the vectors in this set, close to the vectors in the neighboring blocks, an implicit smoothness constraint results. As objects in the video sequence are larger than blocks, the “correct” candidate motion vectors will often be passed on via neighboring blocks and reside in the set $C$.

Typically, the candidate set consists of spatial, temporal, and update candidates:

$$C(x) = \begin{cases} C_{spat}(x) \\ C_{temp}(x) \\ C_{update}(x) \end{cases}$$  \hspace{1cm} (10)

Spatial and temporal candidates are vectors from the spatiotemporal neighborhood. These can be vectors from neighboring blocks within a spatial distance less than $S$ from the current block:

$$C_{spat}(x) = \begin{cases} D_{i−1} + x \begin{pmatrix} x \\ y \end{pmatrix} | −S \leq x, y \leq S \end{cases}$$  \hspace{1cm} (11)

or a subset of the above, examples of which are illustrated in Fig. 1(b) and (c). As the RS algorithm scans through the block grid, some of the neighboring blocks contain motion vectors determined in the current pass (spatial candidates) and some contain motion vectors that have been determined, either in the previous passes on the current frame or the motion estimates from the previous frame (temporal candidates). The limited set $\{S_1, S_2, T_1\}$ of spatiotemporal predictions outlined in Fig. 1(b) is used throughout this paper. Note that a very
A lookup table. The noise table can be tuned toward certain our implementations, two update candidates are used, with SAD(<b>\text{SAD}(<</b>)<

The above example shows this for one dimension, e.g., the \( x \) vector component.

Fig. 2. Update candidates are selected based on multiple normal distributions, the Gaussian means determined by the spatial and temporal candidates. The candidate system with a fixed penalty smoothness prior essentially resembles a crude constant flow constraint. Although the spatial gradients are not explicitly calculated as in (8), the motion is constrained to be constant over a spatial region. This becomes visible in the output of the estimator; the spatial gradients are minimized; the energy function becomes zero if the location in the VF exhibits spatial spatial gradients. However, this is computationally expensive and results in noisy output if there is no explicit smoothness prior.\(^3\) Therefore, we investigate the use of different average candidates explicitly, and limit the increase of the candidate set. Such an approach is similar to \([11]\), where the use of temporal gradient compensated candidates is described. The spatial vector positions of the spatial candidates is determined in the previous VF \( \mathbf{V}_i \) used to refine the current spatial candidates in \( \mathbf{V}_i \). This approach can be categorized as a temporal extrapolation.

In addition, we investigate the use of different average candidates, such as the directional averages, illustrated

Fig. 3. (a) “Smooth” transition in a VF (b) Estimated result with update steps visualized. Vector that is chosen per block is either a spatial or an update candidate. The candidate system with a fixed penalty smoothness prior implicitly yields a segmented result.

IV. LINEAR FLOW RS

To combat the clustering artifact described above, we investigated the use of locally linear candidate sets and smoothness priors. The modifications in the candidate set are directed at making available linear flow candidates in the estimation process, the modifications in the prior at selecting them. In (9), and the second order spatial gradients are minimized; the energy function becomes zero if the location in the VF exhibits a linear spatial slope. To accomplish a locally linear smoothness, without determining (9) explicitly, we add priors that penalize the distance to the neighborhood vectors.

A. Candidate Sets

The “correct” vector for the currently processed block can only be selected if it is available in the candidate set. We can guarantee the availability of this vector by including a large random update set. However, this is computationally expensive and results in noisy output if there is no explicit smoothness prior.\(^3\) Therefore, we calculate some of the linear-flow candidates explicitly, and limit the increase of the candidate set. Such an approach is similar to \([11]\), where the use of temporal gradient compensated candidates is described. The spatial vector position is determined in the previous VF \( \mathbf{V}_i \), and used to refine the current spatial candidates in \( \mathbf{V}_i \). This approach can be categorized as a temporal extrapolation.

In addition, we investigate the use of different average candidate structures, such as the directional averages, illustrated

\(^3\)Remember, we lose the implicit smoothness constraint provided by a limited candidate set mechanism.

\[ 
\text{P}(\mathbf{c}) = \begin{cases} 
\text{P}_{\text{spat}} & \text{if } \mathbf{c} \text{ from } \text{C}_{\text{spat}}(\mathbf{x}) \\
\text{P}_{\text{temp}} & \text{if } \mathbf{c} \text{ from } \text{C}_{\text{temp}}(\mathbf{x}) \\
\text{P}_{\text{upd}} & \text{if } \mathbf{c} \text{ from } \text{C}_{\text{upd}}(\mathbf{x}) 
\end{cases} 
\]
in Fig. 4. These combine both blocks from the current scan and the previous temporal/iterative scans (implicitly the gradient is calculated using both current and previous iteration). This approach resembles more closely a spatiotemporal or spatioiterative interpolation. Furthermore, we expect it to be more robust than [11] as more blocks are included in the computation of the average candidate.

Table I lists the different candidate modes tested, with varying linear-flow candidates. It denotes the number of candidates per type, as well as the size of the “filter” region for the linear-flow candidates (i.e., the width and height of the region N in Fig. 4 expressed in the number of blocks). Mode A denotes the reference candidate structure as illustrated in Fig. 4(b). Modes B and C denote candidate sets with added box averages, calculated over the region N, as illustrated in Fig. 4. (Note that Mode C adds three box averages with different sizes as indicated in Table I.) Modes D and E denote sets with four “directional” averages, calculated over the regions a1–a4, as illustrated in Fig. 4. Mode F lists the temporal motion-compensated strategy [11] applied on the reference candidate structure. Mode G denotes a modification where instead of vectors from the previous VF (Dn−1), vectors from the previous iteration (Dr) are used to compute the gradient-compensated motion vectors.

B. Smoothness Priors

The selection of the final candidate for a block is, next to the likelihood term and the candidate set, influenced by the smoothness prior. We outline simple smoothness priors, with a focus on “locally linear flow” preference and low computational cost.5

To illustrate the effect of different priors, we calculated the penalty value for two example regions with motion distributions as in Fig. 3(a) and (b). The regions show two clusters, for a single component of the motion vector, at some point in the estimation process. If we assume that the estimated VF is almost converged and closely reflects the final distribution, we can discern three likely values for the motion vector component of the currently processed (middle) block. It should either correspond with one of the two clusters or take the value of the “cross-cluster” average. The smoothness prior must bias the candidate selection toward these values, however, the bias should be weak enough to allow convergence and prevent over-smoothing.

The graphs in Fig. 5(c) and (d) show the penalty value over the candidate range for the different priors detailed in the remainder of this section. Note that the offset of the curves has no influence on the motion estimators. A system without penalty can be envisioned as a level line; all candidates have equal prior probability of being chosen. The final selection is influenced only by the likelihood term. Greater variation in the prior value negatively affects the convergence performance6 of the estimator, but positively affects spatial coherency.

Pf, in (14), denotes the fixed penalties introduced in [6]. All candidate values get equal penalties, with the exception of spatial and temporal candidates. The fixed penalty value for an update candidate promotes convergence speed, while the lower penalty values for the spatial and temporal candidates affect spatial coherency. Although this penalty system allows for a fast convergence, it behaves much like a constant flow constraint.

Pll in (15), describes a prior that biases the estimation toward the average vector value of the region surrounding the current block as follows:

$$P_{l}(c) = \rho(c, \frac{1}{|N|} \sum_{x \in N} dx(x))$$  \hspace{1cm} (15)$$

where $|N|$ denotes the cardinality of the set of blocks in the region $N$, and $\rho$ denotes the vector distance function, e.g., Manhattan, Euclidean, or squared vector difference. If a region contains two motion vector clusters, the prior prefers candidates that smooth out the two clusters. The penalty does not prevent over-smoothing, the likelihood component of the energy function should be sufficiently strong to preserve object edges. $P_{ll}$, in (16), denotes a prior that sums the distances of the candidate vector to the region vectors individually as follows:

$$P_{ll}(c) = \frac{1}{|N|} \sum_{x \in S} \rho(c, dx(x))$$  \hspace{1cm} (16)$$

$P_{ll}$ behaves different from $P_{ll}$; instead of a single minimum at the average value of the region, the prior is relatively flat for candidate values between the two cluster centers. The prior has the lowest value when the candidate is similar to the dominant (largest) cluster in the spatial region. This explains an edge preserving, clustering, quality. However, if a region is perfectly symmetrical, the penalty becomes flat and candidate values

---

**Table I: Different Candidate Sets**

<table>
<thead>
<tr>
<th>Cand. Mode</th>
<th>N Flat</th>
<th>Temp. Flat</th>
<th>Flow Type</th>
<th>Flow Cand.</th>
<th>Region Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>9</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>Box avg.</td>
<td>3, 9, 15</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>Box avg.</td>
<td>3, 3, 3, 3</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>Dis. avg.</td>
<td>3, 3, 3, 3</td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>Dis. avg.</td>
<td>3, 9, 9, 9</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>Temp. comp.</td>
<td>3, 3, 3</td>
</tr>
<tr>
<td>G</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>Inter. comp.</td>
<td>3, 3, 5</td>
</tr>
</tbody>
</table>
that lie between the two cluster centers have an equal prior probability. This enables the selection of either “cross-cluster” or cluster candidates, depending on their relative correlation component strength.

$P_c$ and $P_v$, in (17) and (18), show priors that have a stronger bias toward the cluster that contains the currently processed block. Both take a number of directional averages as illustrated in Fig. 4. The assumption is made that, in most of the regions, one directional average will lie fully within a cluster (alongside the cluster-edge) and one directional average will lie orthogonal to the cluster-edge. $P_v$ determines the penalty by the distance between the candidate and the closest cluster average. The example has two minima that lie at the dominant cluster center and at the cross-cluster average; respectively, as follows:

$$
P_V(\mathbf{c}) = \min\left(\rho(\mathbf{c}, \frac{1}{|\mathcal{A}|} \sum_{k=1}^{N} \mathbf{D}(\mathbf{x})) \right)$$

$$
P_C(\mathbf{c}) = \min\left(\rho(\mathbf{c}, \frac{1}{|\mathcal{A}|} \sum_{k=1}^{N} \mathbf{D}(\mathbf{x})) \right)$$

$P_c$ applies the methodology of $P_v$ on the directional averages. The example contains one minimum, for candidates whose values are similar to the dominant cluster value.

V. Test Methodology

To measure the performance of different ME algorithms, we use a combination of two different evaluation criteria: the modified mean square error (M2SE) metric and the spatial inconsistency (SI) metric.

The M2SE metric [6] is a correlation metric that uses the estimated motion between $I_n$ and $I_{n-1}$, the VF $D_{n+1}$, to create a motion-compensated image using $I_{n-1}$ and $I_n$ at temporal position $n$. The mean square error (MSE) is calculated between this motion-compensated image $I_{m_{c}}$ and the original image $I_n$.

The M2SE metric temporally extends the estimated VF, $D_{n+1}$ is created by reversing $D_{n+1}$, $D_{n-1}$ and $D_{n+1}$ are used to compute a motion-compensated image at position $n$, which is compared with the original image $I_n$.

The plots illustrate the tradeoff between motion estimator smoothness and correlation quality. The “optimal”
VI. Results

In the following sections, we outline the results for different candidate modes and smoothness priors, using the metrics described in Section V. We also evaluate the proposed methodology in the Middlebury optical flow benchmark [27].

A. M2SE vs. SI

The results are outlined in Fig. 7. We distinguish two modes of operation: either the motion estimator starts from a zero VF (unconverged content) or a fixed penalty-type estimator \((P)\) is used to provide an initial converged VF (converged content). This is indicated in the captions of the graphs.

For reference, Fig. 7(a) shows the M2SE and SI values of some existing block matching methods, i.e., Full Search, Diamond Search [28], Hexagonal Search [29], and predictive motion vector field adaptive search technique (PMV-FAST) [30] (with early termination disabled). Note that the M2SE metric favors “true” VFs, e.g., PMV-FAST outperforms a Full Search in M2SE value, whereas this is never the case for the MSE metric.

The performance of different candidate sets in the RS algorithm, without explicit smoothness constraints, is outlined in Fig. 7(b). The addition of different types of average candidates alters the implicit estimator smoothness. The figure shows a
small SI and M2SE performance benefit for all modes with added averages (candidate Modes B–E). The temporal refinement strategy (Mode F) shows an increase in inconsistency, potentially caused by an unstable gradient determination due to the use of the previous VF. If we modify this strategy to iteratively use the gradient in the current VF instead (Mode G), an improvement is visible. The performance of this mode is comparable with the directional average candidate modes (Modes D and E).

Explicit smoothness priors have a much larger influence on performance. Fig. 7(c) shows various smoothness priors with the gain factor $\lambda$ varied over a logarithmic scale to illustrate the smoothness/correlation tradeoff curves. We use the best performing candidate mode (Mode D) in all tests. Note that for gain factors approaching zero, all estimators converge to the same point in the result space. That is a system without penalty, similar to candidate Mode D in Fig. 7(b). For high gain factors, the correlation quality quickly declines (sharp M2SE increase), with little additional smoothness benefit.

"Optimal" estimators, which represent the best tradeoff in smoothness and correlation quality, lie in the bottom left corner. The gain factor $\lambda$ for fixed (F) and no penalty systems is not varied; these are plotted as single points in the figure. Fig. 7(d) and (e) shows variations on Fig. 7(c), with more iterations$^7$ and a larger set of update candidates, respectively.

The figures show that for multiple iterations $P_{II}, P_{III},$ and $P_{IV}$ perform well. For a single iteration, the curves are spaced further apart and $P_{III}$ performs best in SI. This is possibly related to the relatively flat penalty shape, as described in Section IV, which enables faster convergence in comparison to $P_{II}$. More iterations and update candidates further improve performance and drive most curves closer together.

For the best performing prior $P_{III}$, the influence of the number of iterations and the number of update candidates is illustrated in Fig. 7(f) and (g). These plots show that the relative performance gain of multiple iterations and larger update sets is limited. Note that for an increase in the number of update candidates, the algorithms that rely on implicit smoothness (low penalty gains $\lambda$) decrease in performance; the curves stretch to the right [Fig. 7(g)].

The influence of the smoothness prior aperture $(N)$ is limited. Fig. 7(h) plots for a single smoothness prior, $P_{III}$, the influence of the aperture. Only for very large or small apertures, the performance decreases. The curve for filter aperture 3 is notably short; even for very large smoothness gains, filtering with a small aperture has limited effect on the correlation performance.

Fig. 8 provides a visual impression of the VFs for $P_{II}$ and an "optimal" $P_{III}$. The smoothness improvement according to the VF inconsistency metric, Fig. 7(d), is approximately 50%. The improvement in the VFs is visible in areas with little or no texture (arm, clothing), strong VF gradients (rotating board),

---

$^7$An iteration denotes an upward and a downward scan over the block grid.
Fig. 9. Screenshots, taken at the time of writing, of the Middlebury optical flow benchmark [27] with our method highlighted in dark gray. (a) The end-point error rankings. (b) The normalized interpolation rankings. Columns represent the Middlebury test sequences and rows represent the tested algorithms. The latest result tables are available at http://vision.middlebury.edu/flow/eval/.

and difficult motion disruptions (wheel spokes overlapping other rotating board).

Fig. 7(i) shows the performance of different motion estimators on unconverged content. The estimators do not converge to the same performance level as the estimators in Fig. 7(d). The (averaging) smoothness priors prevent the motion estimator from converging on smaller objects, whereas the initialized estimators are able to smooth these areas without losing convergence. This trapping in local minima is a fundamental limitation of ICM-type algorithms. Good initialization (by means of a gradual increase in smoothness prior strength) can improve performance. We used this principle by doing a two-stage approach: a weak prior is used to speed up initial convergence and a stronger prior to refine the result. The additional cost of this extra iteration can, in practice, be reduced by exploiting the temporal consistency, i.e., initializing from previous motion estimates.

Last, we note that the operations count and required memory bandwidth of the RS algorithm, for an implementation as described here, is mainly determined by the number of block correlations. An upper bound can be derived directly from the size of the candidate set, the resolution of the block grid, and the number of iterations. The reference RS algorithm described in paper computes ten block correlations for each block (five candidates per block and two passes). A variant with the above smoothness constraints, i.e., with one additional “flow” candidate, and two consecutive iterations of $P_I$ and $P_{II}$ (four passes), requires 24 block matches per block. Note that this is an upper bound; in practice, optimizations such as the removal of candidate vectors with duplicate values from the candidate set and the reuse of earlier vector evaluations can greatly reduce the number of block correlations.

B. Middlebury Results

Middlebury University provides a benchmark [27] based on a comparison with ground truth VFs and images. The benchmark is popular in recent optical flow publications, which describe methods with sophisticated regularization. In contrast, the methods and optimization we propose target consumer market embedded devices that process real-time HD video with (severely) constrained resources. Consequently, sophisticated that have little effect on the perception of motion-compensated content are eliminated. In particular, very high levels of sub-pixel precision and accurate estimates in texture-less regions are expensive to compute but have little to no effect on the perceived quality. Because these properties are important when benchmarking against a “ground truth” VF, a comparison of our method with the “Middlebury methods” has to take this requirements difference into account.

However, to show that our methodology can compete with recent optical Flow methods, we benchmarked a version of our algorithm that contains, at the finest level, “blocks” of $1 \times 1$ pixel. A hierarchical course-to-fine approach (image pyramid with scaling factor 0.5) is used to speed up convergence, with multiple iterations per level. In addition, the block correlation was adapted to reduce the dc-sensitivity. This reduces the chance of ambiguities in the VFs, in areas where the motion of shadows is being detected instead of the “ground truth” flow (an effect visible in, e.g., the Mequon sequence). The results are shown in Figs. 8 and 9. Despite the simplicity of the
optimization and prior, the algorithm has a top-ten ranking (at the time of writing) in the interpolation tests and outperforms more complex methods, such as GC in the ground truth comparison. We expect that better parameter tuning, the inclusion of occlusion detection/correction, and the addition of image-driven smoothness priors can very likely yield higher rankings.

VII. CONCLUSION

In this paper, we evaluated improved real-time RS-ME algorithms that target piecewise smooth VF gradients. We made modifications to the candidate set and penalty mechanisms that encourage “locally linear” vector candidates. To assess the quality of the produced VFs, we used metrics that jointly show the tradeoff in M2SE and smoothness. The inclusion of different types of gradient and average candidates showed no significant improvement in SI if no mechanism is in place that biases toward the selection of these candidates. We demonstrated that modification of the penalty mechanism has far greater influence on performance (an approximate 50% improvement in spatial consistency with 10% M2SE improvement). We tested a selection of smoothness priors that can be determined computationally and bandwidth efficient. The results show that, with the right smoothness priors, real-time block matching algorithms are capable of producing high-quality, piecewise smooth VFs.
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