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A methodology is proposed for the assessment of error dynamics in large-eddy simulations. It is demonstrated that the optimization of model parameters with respect to one flow property can be obtained at the expense of the accuracy with which other flow properties are predicted. Therefore, an approach is introduced which allows to assess the total errors based on various flow properties simultaneously. We show that parameter settings exist, for which all monitored errors are “near optimal,” and refer to such regions as “multi-objective optimal parameter regions.” We focus on multi-objective errors that are obtained from weighted spectra, emphasizing both large- as well small-scale errors. These multi-objective optimal parameter regions depend strongly on the simulation Reynolds number and the resolution. At too coarse resolutions, no multi-objective optimal regions might exist as not all error-components might simultaneously be sufficiently small. The identification of multi-objective optimal parameter regions can be adopted to effectively compare different subgrid models. A comparison between large-eddy simulations using the Lilly-Smagorinsky model, the dynamic Smagorinsky model and a new \textit{Re}-consistent eddy viscosity model is made, which illustrates this. Based on the new methodology for error assessment the latter model is found to be the most accurate and robust among the selected subgrid models, in combination with the finite volume discretization used in the present study. © 2006 American Institute of Physics. [DOI: 10.1063/1.2353402]

I. INTRODUCTION

Large-eddy simulation (LES) forms an emerging computational tool for the prediction of turbulent flows.\textsuperscript{1–4} The methodology combines an accurate representation of turbulent flow phenomena with a computationally affordable representation of the flow dynamics. To this end, the Navier-Stokes equations, which govern the flow physics, are low-pass filtered, and the effects of small-scale turbulent motions, which would require very fine grid representations in direct numerical simulations (DNS), are instead incorporated using a subgrid-scale closure.

At the coarse resolutions that are commonly adopted in present-day large-eddy simulations, an important problem is the intricate interaction between errors due to the subgrid-scale model and errors introduced by the discrete representation of the resolved-scale flow dynamics.\textsuperscript{5,6} The realization is growing that a proper understanding of the complex error dynamics, involving numerical errors and subgrid-scale modeling errors, is paramount for the credibility of LES as a valid prediction tool for turbulent flows. Various contributions have been presented recently,\textsuperscript{7–13} aiming at the identification of modeling and numerical errors, or the formulation of reliability guidelines.

A central issue in the assessment of LES is the methodology which is used to identify the quality of results. Various effects can play a role which complicates the interpretation of the reliability of a simulation. Numerical discretization, specific properties of the subgrid-scale closure, the flow conditions of the selected reference case, the use of explicit filtering or de-filtering during the simulation or during post-processing, etc., can all contribute strongly to the accumulated total simulation error. One recently proposed approach to assess LES consists of the systematic variation of simulation parameters.\textsuperscript{7,8} Such a database-analysis allows to obtain a general overview of the error behavior in the form of so-called “error landscapes.”\textsuperscript{18}

Based on the systematic variation of the Smagorinsky model-parameter, the spatial resolution and the Reynolds number in LES of decaying homogeneous isotropic turbulence,\textsuperscript{1} it was demonstrated that errors resulting from such a well-known “Smagorinsky-fluid” may strongly interact with discretization errors. Moreover, “optimal refinement trajectories” were obtained, which provide the optimal model parameter, resulting in the lowest simulation error at given resolution. Later,\textsuperscript{9} these optimal refinement trajectories were compared with the predicted model-coefficient that results from the dynamic eddy viscosity model.\textsuperscript{14} This showed that the error-landscape approach can also be very instructional in...
the interpretation of the quality other eddy viscosity subgrid models.

We recall that the error landscape for a "Smagorinsky fluid" provides a detailed overview of a selected simulation error as function of the spatial resolution \( N \) and the Smagorinsky parameter \( C_s \). Each point in the \( C_s - N \) plane corresponds to a particular large-eddy simulation which displays its own specific deviation from the exact direct numerical simulation results. An "error landscape" is created by considering the total simulation error for a systematically varied set of \( C_s - N \) points, leading to an extensive database approach. In this error landscape the line \( \hat{C}_s(N) \), for which the total simulation error is minimal at given resolution \( N \), represents the "optimal refinement strategy."

The present study aims to extend the error landscape framework. The specific definition for the error that is used to identify optimal refinement trajectories can have a considerable influence on the location of these trajectories. As an example, the optimal refinement trajectory for the resolved kinetic energy is quite different from that for the resolved enstrophy. This is particularly true at coarse resolutions where the contributions from the different error sources have a significant influence. Hence, the optimization of simulation results towards one specific flow property can often imply a strongly reduced accuracy for the prediction of other flow properties.

In this paper we will allow the error measure to be based on various flow properties simultaneously. In this extension we hence monitor a collection of flow quantities in a systematic way, instead of considering only one property. It is shown that for sufficiently high spatial resolutions parameter settings can be identified where all separate error measures that are included are simultaneously "near optimal." This gives rise to so-called "multi-objective optimal parameter regions." These regions are found to depend strongly on the Reynolds number and the spatial resolution.

At too coarse resolutions, no multi-objective optimal regions may exist. In such a case the simulation can not provide an acceptably low level for all individual components in the error definition. This is indicative of a clear under-resolution in which the combined effects of discretization and modeling errors express themselves in very different ways for different flow properties. Correspondingly, the reliability of a large-eddy simulation under such computational conditions is quite low. Conversely, the absence of a connected near-optimal region that results from the extended error landscape can be used as a sharp indicator for such unreliable computational settings.

The identification of multi-objective optimal regions presents a framework to compare LES models. First of all, the error level in these parameter regions can be compared, thereby comparing the best results a particular model can produce. Secondly, the location of the multi-objective optimal regions of different models can be inferred. This quantifies the robustness of a particular model and also identifies the lower resolution range beneath which the reliability of a large-eddy simulation seriously deteriorates. We will consider LES to be "reliable" at certain model parameters and numerical settings if a chosen set of flow properties is simultaneously predicted within an "acceptable" fraction of the optimum. Obviously, it is required that these monitoring quantities encompass both large-scale error measures as well as measures that characterize small-scale errors. Correspondingly, if not all monitored flow properties are properly predicted simultaneously then the adopted model and numerical parameters are considered to lie outside the multi-objective optimal region. This measure for reliability will be discussed and motivated in more detail in this paper. We will adopt this extended error-landscape analysis to the Lilly-Smagorinsky model, the dynamic Smagorinsky model, and a new eddy viscosity model, which results from a modification of the Smagorinsky model that is \( Re \)-consistent.

The organization of this paper is as follows. In Sec. II we introduce the "multi-objective optimal parameter regions" and interpret their usage in terms of comparing different subgrid models. Section III is devoted to a discussion of such a comparison of the three identified eddy viscosity models. Concluding remarks are collected in Sec. IV.

II. MULTI-OBJECTIVE OPTIMAL PARAMETER REGIONS

We first describe the setup of the simulations in Sec. II A. Then, we proceed in Sec. II B with the description of the methodology that is used to identify multi-objective optimal parameter regions. Various large- and small-scale flow properties will be incorporated in this analysis and the corresponding definition of the simulation error is clarified.

A. Nomenclature and setup of the simulations

The filtered Navier-Stokes equations for incompressible flows can be written in dimensionless form as

\[
\frac{\partial \overline{u}_i}{\partial t} + \frac{\partial \overline{u}_i \overline{u}_j}{\partial x_j} + \frac{\partial \overline{\rho}}{\partial x_j} 
- 2\nu \left( \frac{\partial \overline{S}_{ij}}{\partial x_j} \right) = 0; \quad i = 1, 2, 3 \tag{1}
\]

where \( \overline{u}_i \) is the filtered velocity component in the \( x_i \)-direction, \( \overline{\rho} \) the filtered pressure and \( \nu \) a dimensionless viscosity. Throughout, the LES filter is denoted by \( \ell \), and \( \overline{S}_{ij} = \frac{1}{2} \left( \frac{\partial \overline{u}_i}{\partial x_j} + \frac{\partial \overline{u}_j}{\partial x_i} \right) \) corresponds to the filtered strain tensor. The filtering of the convective terms gives rise to the subgrid-scale stress tensor

\[
\tau_{ij} = \overline{u}_i \overline{u}_j - \overline{u}_i \overline{u}_j \tag{2}
\]

In large-eddy simulations, these subgrid-scale stresses are replaced by a model \( m_{ij} \), which approximates their dynamic effect and is based on the resolved velocity field \( \overline{u}_i \) only. One of the most often employed formulations for \( m_{ij} \) is the Smagorinsky model, given by

\[
m_{ij} = 2(C_s \Delta)^2 \overline{S} \overline{S}_{ij} = 2\nu \overline{S}_{ij} \tag{3}
\]

with \( C_s \) the Smagorinsky coefficient, \( \Delta \) the LES filter width, \( |\overline{S}| = (2\overline{S}_{ij} \overline{S}_{ij})^{1/2} \) the magnitude of the filtered strain-rate tensor, and \( \nu \) the eddy viscosity related to the model. This
model will be used in the current section. Two additional models, i.e., the dynamic Smagorinsky model and a Re-consistent modification of the Smagorinsky model will be added and described in more detail in Sec. III.

In all simulations a second-order cell-centered finite-volume method is employed to discretize the closed LES equations. This is combined with a four-stage, second-order accurate Runge-Kutta time integration. Large-eddy simulations of decaying homogeneous isotropic turbulence are carried out at a number of resolutions and different values for the model parameter $C_s$, and for two different Reynolds numbers, i.e., $Re_h=50$ and 100 in terms of the Taylor-Reynolds number $Re_t$. The initial fields for the LES are generated by filtering the initial DNS fields with a cubical sharp cut-off filter, with cut-off related to the grid cut-off wavenumber $k_c = \pi/h$, with $h$ the grid spacing. During the simulations, no additional explicit filtering is performed and for the implementation of the Smagorinsky model, we further take $\Delta = h$.

B. Methodology for the evaluation of simulation results

In order to quantify the total simulation error in a specific large-eddy simulation, at resolution $N$ and model-parameter $C_s$ we turn in first instance to the relative error based on the decay of the resolved kinetic energy $E(t) = \langle \overline{u_i u_i} \rangle$. Here $\langle \cdot \rangle$ denotes a volume averaging over the flow domain. The relative error $\varepsilon_E$ is given by

$$\varepsilon_E(N, C_s) = \left[ \frac{\int_0^T (E_{LES}(t) - E_{DNS}(t))^2 dt}{\int_0^T E_{DNS}^2(t) dt} \right]^{1/2},$$

with $E_{DNS}$ the filtered DNS energy obtained by adopting a sharp cut-off filter with $k_c = \pi/h$. The integration over time corresponds to approximately two eddy-turnover times. In a similar way, one can introduce an overall relative error $\varepsilon_E$ based on the evolution of the resolved enstrophy.
\( \mathcal{E} = \langle \bar{\omega} \cdot \bar{\omega} / 2 \rangle \) during the LES, using \( \mathcal{E}_{\text{DNS}} \) as a reference. Here, \( \bar{\omega} = \nabla \times \bar{u} \) is the filtered vorticity.

In Fig. 1(a), the global behavior of the error \( \varepsilon_{E} \) is displayed as function of the LES resolution \( N \) and the model coefficient, while Fig. 1(b) displays the same information for \( \varepsilon_{E} \). Both error landscapes are based on simulations at \( \text{Re}_{\lambda} = 100 \) and include 189 different large-eddy simulations, i.e., at 21 different values for the model coefficient and 9 different resolutions. One can clearly appreciate that “optimal refinement trajectories” can be identified. These provide a resolution dependent Smagorinsky coefficient \( \tilde{C}_s(N) \) such that the error is minimal at resolution \( N \). However, differences between both error landscapes are visible, and clearly, the resulting “optimal refinement trajectories” for \( E \) and \( \mathcal{E} \) are not identical. Furthermore, the error levels differ considerably. As one might expect, it is easier to accurately predict the resolved kinetic energy than the resolved enstrophy. To incorporate these dependencies of the optimal refinement strategies on resolution, flow conditions, monitoring quantity, etc., it is necessary to extend the error measure. Moreover, we relax the requirement of being exactly in the optimal computational setting of one flow quantity and rather consider “near-optimal” parameter regions, but enforce these for a set of flow quantities simultaneously. The extension of the error-landscape analysis is discussed next.

We introduce a “near optimal” region \( \Omega(\epsilon) \) with respect to the error measure \( \epsilon \) as

\[
\Omega(\epsilon) = \left\{ (N, C_s) \mid \forall N, \frac{\epsilon(N, C_s)}{\epsilon(N, \tilde{C}_s(N))} \leq a \right\}, \tag{5}
\]

Correspondingly, at fixed resolution \( N \), the “near optimal” region \( \Omega(\epsilon) \) is determined by all values \( C_s \) for which the resulting simulation error \( \epsilon \) is smaller than the minimal error at that resolution, multiplied by a factor \( a > 1 \).

In Fig. 2(a), the “near optimal” region \( \Omega(\epsilon_E) \) based on \( \epsilon_E \) [cf. Fig. 1(a)] is displayed for \( \text{Re}_{\lambda} = 100 \). We selected the value \( a = 1.2 \) in this illustration. The optimal refinement strategy is marked at the different simulation resolutions. As can be observed from this figure, \( \Omega(\epsilon_E) \) provides a clear overview of the robustness of the model, with respect to its per-resolution optimal error level. At low resolutions, one can observe a fairly narrow “near optimal” region, indicating that model coefficients should be carefully selected since otherwise the total simulation error would increase strongly. At higher resolutions the “near optimal” region widens. In these cases the contribution of the subgrid model is reduced because of the reduction in \( \Delta = h = 1/N \), and the flow is resolved more accurately. This allows a wider margin in specifying \( C_s \), without exceeding the optimal error level by more than 20%.

In order to determine parameter regions where more than one error is “near optimal,” one can display their respective \( \Omega(\epsilon) \) regions in one figure. In Fig. 2(b) this is illustrated in terms of the respective “near optimal” regions for \( \varepsilon_E \) and \( \varepsilon_{E} \).

In this figure, “near optimal” regions are displayed semi-transparent, such that overlapping regions appear in darker shades of gray. Hence, a region where both \( \varepsilon_E \) and \( \varepsilon_{E} \) are “near optimal” within a factor \( a \) can be simply discriminated. We will refer to such regions, corresponding to the intersection of several “near optimal” regions, as “multi-objective optimal regions.” The value \( a = 1.2 \), which was selected to construct Fig. 2, will be maintained throughout the paper. Decreasing \( a \) toward 1 implies that the “near optimal regions” shrink towards the “optimal refinement trajectory.” As \( a \) becomes low enough, there is no longer a significant overlap between different \( \Omega(\epsilon) \). The value of \( a \) and the specific measures for the error that are included in an analysis can not be characterized in general; rather this aspect is to some extent application specific. Here we will focus on a strict test for accuracy and reliability by including both large- and small-scale flow properties in the error measure. This will be introduced next.

Measuring errors in large as well as small scales can be formulated in terms of specifically weighted resolved kinetic energy spectra. Two different error measures will be investi-
gated which are distinguished by a superscript “a” or “b.” First we define simulation errors arising in a simulation at resolution $N$ and model coefficient $C_s$ as

$$e_p(N, C_s) = \left[ \int_0^T \left\{ \int_0^{k_c} k^2 [E_{LES}(k, t) - E_{DNS}(k, t)]^2 dk \right\}^{1/2} dt \right].$$

(6)

Here, $E(k, t)$ is the resolved three-dimensional energy spectrum, which is a function of the wavenumber $k$ and time $t$. Further $k_c = \pi/h$ is the cut-off wavenumber related to the LES grid $p$ is a parameter, which allows to emphasize different scales in the solution. One can readily verify, based on standard relations for isotropic turbulence\cite{18,19} that

$$e_0^p = e_E,$$

(7)

$$e_2^p = e_{C_p},$$

(8)

$$e_{\xi}^p = e_{\xi},$$

(9)

where $L$ is the longitudinal integral length scale of turbulence. Hence, errors in large-scale properties are characterized by low values of $p$ while small-scale errors require higher values of $p$. The formulation of the error measures $e_p$ in Eq. (6) is appealing since it allows a precise interpretation in terms of well known physical quantities. However, this error definition does not correspond to a mathematical norm and may yield relatively small values even though the LES spectrum may deviate considerably from the DNS spectrum in certain wavenumber ranges. Such may occur if an over-prediction of the spectrum for certain wavenumbers $k$ is accompanied by an under-prediction at other wavenumbers. This would be considered a significant total error, but such may not be as clearly expressed by $e_p^b$. An alternative error definition may be introduced which does directly connect to a mathematical norm in spectral space. This error measure is given by

$$e_p^b(N, C_s) = \left[ \int_0^T \left\{ \int_0^{k_c} k^2 [E_{LES}(k, t) - E_{DNS}(k, t)]^2 dk \right\}^{1/2} dt \right].$$

(10)

in which every deviation of $E_{LES}(k, t)$ from $E_{DNS}(k, t)$ is counted as a positive contribution to the total error. In contrast to $e_p^a$, the error measures $e_p^b$ can not be interpreted in terms of common physical properties. In the sequel we will compare these different error measures and investigate their effect on the multi-objective optimal region that may be obtained.

Based on the definitions for $e_p^a$ and $e_p^b$ the “multi-objective optimal regions” can now be investigated. To this end, $p=-1, 0, 1, 2$ are considered for decaying homogeneous isotropic turbulence at $Re_s=50$ and 100. In Fig. 3, near optimal regions corresponding to the different error measures are presented. The $Re_s=50$ case in Figs. 3(a) and 3(c) shows that if $e_p^a$ is used [Fig. 3(c)] a clear multi-objective optimal region emerges as the intersection of the near optimal regions for different values of $p$. In contrast, when using $e_p^b$ [Fig. 3(a)] we notice that the multi-objective optimal region may not continue to high resolutions. In particular, this arises for $N\geq 60$ in the specific case $Re_s=50$. This shortcoming of the error-measure $e_p^a$ coincides with situations in which the effect of the model is already quite small. The specific behavior associated with $e_p^a$ may be related to the fact that it is not a strict norm for the energy-spectra in $k$-space. As a result, if $E_{LES}(k, t) - E_{DNS}(k, t)$ changes sign as function of the wavenumber $k$, then the error-assessment based on $e_p^a$ may differ considerably from that based on $e_p^b$. In addition, because different weights are given to different regions of $k$-space via the selected value for $p$, the effects of such sign-changes are expressed differently at different resolutions. This relies on the detailed error-cancellations between modelling and discretization errors that may vary significantly with resolution.\cite{8} In Fig. 3(a) this cancellation expresses itself in a discontinuation of a connected multi-objective region. Multi-objective regions which are simply connected, such as arise when use is made of $e_p^b$, may be preferred, and in this respect, evaluations based on $e_p^b$ should be handled with some caution.

At $Re_s=100$ [Figs. 3(b) and 3(d)] the use of $e_p^b$ also yields a clear multi-objective optimal region over the full resolution range under consideration. Compared to the $Re_s=50$ case, this region is shifted toward somewhat higher $C_s$ values indicating the higher dissipation levels that are required at the same resolution, to achieve accurate results at this higher Reynolds number. In case $e_p^a$ is used instead we observe that also at $Re_s=100$ the multi-objective optimal region is much more narrow. Moreover, the different near optimal regions $\Omega(e_p)$ are observed to have no overlap for $N<48$ which did not occur in the $Re_s=50$ case. This region is indicative of too low resolution and a correspondingly reduced reliability of the simulation. The error measure $e_p^a$ is much more sensitive to such shortcomings than $e_p^b$. This will be further elaborated based on an evaluation of the different error levels.

Apart from the location of the near optimal regions $\Omega(e_p)$ the error levels that are characteristic for these regions are of central importance. Therefore, in the following, both optimal error levels associated with $e_p$ and multi-objective optimal errors will be compared. The identification of the latter multi-objective errors at a certain resolution $N$ requires a combination of the different error landscapes into one. This will be done with respect to a weighted overall error defined as

$$\bar{e}(N, C_s) = \frac{\sum_p [e_p(N, C_s)/N^p(N, \hat{C}_s^p(N))]}{\sum_p [1/N^p(N, \hat{C}_s^p(N))]}.$$

(11)

where $\hat{C}_s^p(N)$ denotes the optimal refinement strategy associated with error measure $e_p$. Note that (11) can be formu-
lated in terms of $\epsilon_p^a$ and $\epsilon_p^b$. This distinction will be denoted by $\tilde{\epsilon}^a$ or $\tilde{\epsilon}^b$. We will define a “multi-objective optimal refinement trajectory” as the “optimal refinement trajectory” of $\tilde{\epsilon}$. Although this identification is obviously not unique, it does provide the required characteristic indication of the total error level associated with the combination of different error landscapes. In the definition of $\tilde{\epsilon}$, the different errors $\epsilon_p(N, C_i)$ are compensated with their respective optimal errors $\epsilon_p(N, \tilde{C}_i^p(N))$. This ensures that error measures with quite different levels can be combined properly. For example, errors $\epsilon_2$ which are considerably higher than $\epsilon_{-1}$, do not dominate the averaged error $\tilde{\epsilon}$ because of the particular construction in (11). We checked that the resulting “multi-objective optimal refinement trajectories” are situated well inside the multi-objective optimal region observed in Fig. 3.

In Fig. 4, the “multi-objective optimal refinement trajectories” $\tilde{C}_i(N)$ are displayed based on $\tilde{\epsilon}^a$ or $\tilde{\epsilon}^b$. Despite the (subtle) differences between these definitions of the error both result in roughly the same “multi-objective optimal refinement trajectories.” This robustness of $\tilde{C}_i^a(N)$ and $\tilde{C}_i^b(N)$ enhances the credibility of these “optimal” Smagorinsky coefficients. Although the different near optimal regions $\Omega_p$ display considerable differences, their combination at various small and large values of $p$ yields a well defined “trace” in the error landscape.

We now turn to the individual error levels at $p=-1, 0, 1$.
and 2. For completeness we compare the errors induced along the optimum $\hat{C}_s^p(N)$ and along the multi-objective optimum $\tilde{C}_s(N)$. This further characterizes the sensitivity of the occurring errors arising from slight variations in the Smagorinsky coefficient. In Fig. 5 the different errors are compared. We notice that $\varepsilon_2 > \varepsilon_1 > \varepsilon_0 > \varepsilon_{-1}$ at any resolution, which illustrates the well-known fact that small-scale features are more difficult to predict in large-eddy simulations. Furthermore, $\varepsilon_p^b > \varepsilon_p^a$ which arises from the strictly positive integrands in the definition of $\varepsilon_p^b$, as opposed to the possible sign changes that are allowed in the integrands that define $\varepsilon_p^a$. For both Reynolds numbers the errors $\varepsilon_p^b$ induced along $\hat{C}_s^{(p)}(N)$ and $\tilde{C}_s^a(N)$ are seen to correspond quite closely. A similar robustness is observed when the error is measured in terms of $\varepsilon_p^a$, but only at sufficiently high resolutions.

As remarked before in relation to Fig. 3(b), the use of $\varepsilon_p^b$ at coarse resolutions does not lead to a (large) connected region where the different $\Omega_p^a$ overlap. In Fig. 5(b), one can observe that the errors along $\tilde{C}_s(N)$ are not close to the errors along $\hat{C}_s^{(p)}(N)$ ($p=-1,0,2$), while they are close for $\tilde{C}_s^{(1)}(N)$. This implies that, in terms of $\varepsilon_p^b$ one can tune an under-resolved simulation to predict one flow property optimally, but at the expense of a reduced accuracy for other flow properties. Obviously, this is connected with reduced reliability of such simulations. If errors for resolutions $N<48$ are considered based on $\varepsilon_p^b$, one can observe this reduced reliability in a drastic increase of the error levels. Moreover, for the small-scale related errors $\varepsilon_1^a$ and $\varepsilon_2^a$ a change of slope of $\varepsilon_p^a(N)$ occurs at $N=48$.

The differences in the respective optimal refinement strategies associated with $\varepsilon_p^a$ are also reflected in the resolved kinetic energy spectrum. In Fig. 6 spectra are presented for the optimal solutions at $N=24$ that arise in terms of $\varepsilon_p^a$ and $\varepsilon_p^b$. As can be appreciated from this figure, neither solution provides very accurate results of the energy distribution over the different wavenumbers. The more striking differences that occur are related to the under- and over-prediction of the DNS spectrum at different wavenumber intervals. In terms of

![Figure 5](https://example.com/figure5.png)

**FIG. 5.** Errors ($p=-1,0,1,2$) along their respective optimal refinement trajectories and along a multi-objective optimal refinement trajectory (cf. Fig. 4) for the $Re_s=50$ (a,c) and $Re_s=100$ (b,d) cases using both $\varepsilon_p^a$ (a,b) and $\varepsilon_p^b$ (c,d). (Full line and closed symbols): errors along the multi-objective optimal trajectory; (Dashed line and open symbols): errors along the respective optimal refinement trajectories $\hat{C}_s^{(p)}(N)$. (■ ■ ■ ■, and their open counterparts) correspond respectively to $\varepsilon_p^b$ ($p=-1,0,1,2$).
\[ \epsilon_0^2 \text{ and } \epsilon_2^3 \text{ the simulation errors may be optimal, but this is to some extent due to a partial cancelation arising from sign changes in the integrands and not so much related to predictions which actually achieve high accuracy. The wavenumber where the DNS and LES spectra intersect is seen to increase with increasing } p \]

The extended analysis of the error landscapes has so far been restricted to the Smagorinsky eddy-viscosity model. In the next section we will incorporate other eddy-viscosity models and interpret their error behavior in relation to the Smagorinsky model. We will include the popular dynamic eddy-viscosity model and a proposed modification of the Smagorinsky model.

III. A COMPARISON OF ERROR DYNAMICS OF EDDY-VISCOSITY SUBGRID-SCALE MODELS

In this section we adopt the extended error-landscape analysis to quantify the error behavior of the dynamic eddy-viscosity model and a modified Smagorinsky model. In Sec. III A we focus on the dynamic model and determine the near-optimal parameter regions for the modified Smagorinsky model in Sec. III B.

A. Dynamic eddy-viscosity model

The dynamic procedure\cite{14,20} has been widely used in large-eddy simulations, in particular in combination with eddy-viscosity modeling, and its success can be attributed to its adaptability to a wide range of flow conditions.\cite{21} This model was shown to provide rapidly decreasing total simulation errors in the resolved kinetic energy, with increasing resolution.\cite{9} However, the error levels were observed to be a factor of two or more larger than the optimal error level. Here, we extend this database analysis and consider the suitability of the dynamic model both for large- as well as small-scale flow features. Moreover, as point of reference, a comparison with a Lilly-Smagorinsky model,\cite{15} is also presented.

We closely follow the implementation of the dynamic procedure as specified in Ref. 9. The explicit test filter that is required in the dynamic procedure corresponds to a top-hat filter with filter width \( 4h \). In Fig. 7, the dynamic model co-efficient is shown as function of the resolution \( N \) at \( Re_h = 100 \). This is compared with \( C_s = 0.1733 \) as suggested by Lilly\cite{15} and the multi-objective refinement trajectory that was determined in the previous section. The dynamic coefficient is shown to be considerably larger than the optimal value, although also well below the Lilly-value. Correspondingly, the predictions obtained with the dynamic model are generally more accurate than those with the Lilly-Smagorinsky model. A similar result was obtained at \( Re_h = 50 \). We turn to the induced error levels next.

In Fig. 8, the errors for \( p = -1, 0, 1, \) and 2 of the dynamic Smagorinsky model are compared with the optimal level. The dynamic model is seen to result in much higher error levels, particularly in relation to small-scale flow features. A rapid reduction of the simulation error occurs only at sufficiently high resolutions. Specifically, at \( Re_h = 50 \) we notice that all predictions improve with increasing \( N \) while at \( Re_h = 100 \) a monotonously decaying error level is observed for all \( p \) only in case \( N \geq 48 \). Compared to the Lilly-Smagorinsky model the dynamic model was found to be up to about a factor two more accurate for all values of \( p \). To further improve the correspondence between a dynamic model and the optimal parameter settings, modifications to the dynamic procedure might be considered.\cite{22,24} This line of extended dynamic procedures will be pursued in a database analysis in the future.

B. Modified Smagorinsky model

In this subsection we investigate the near-optimal parameter regions and induced error levels for a proposed modification of the Smagorinsky model.

The Smagorinsky model yields large-eddy simulations in which the total viscosity is given by \( \nu_{tot} = \nu_{loc} \left( C_s^2 \right)^2 \nu + \nu \) [cf. Eq. (3)]. As can be appreciated from results in the previous sections, the associated optimal model coefficients depend both on the Reynolds number and the simulation resolutions. Therefore, a slightly modified formulation of the total viscosity was proposed in Ref. 16, to reduce these sensitivities. We will assess the error-dynamics associated with this model.
based on the above introduced methodology. The alteration needed to obtain the modified Smagorinsky model corresponds to

\[
\nu_{\text{tot}} = \sqrt{(C_s^* \Delta)^4 |\overline{S}|^2 + \nu^2},
\]

with \( C_s^* \) a model coefficient. Based on a Lilly-type analysis,\(^1\) and the assumption of a cubical sharp cut-off filter, the model coefficient \( C_s^* \) associated with this model theoretically corresponds to\(^2\) \( C_s^* = 0.142 \).

At very high Reynolds numbers Eq. (12) approaches the classical Smagorinsky model. The sensitivity of these models on the optimal coefficient in the high-\( Re \) limit should be considered separately. The current approach based on having a full DNS available is then no longer applicable and one should develop more general error-assessment procedures, e.g., including theoretical properties of the turbulence at very high \( Re \) and experimental data replacing DNS as point of reference. A detailed exposition of the spectral properties of this modified Smagorinsky model may be found in Ref. 16. Here, we restrict ourselves to the induced error-dynamics arising from this model.

We will now evaluate the error behavior of the model in Eq. (12), by systematically varying \( C_s^* \) following the methodology in Sec. II. In Fig. 9 “near optimal regions” are displayed for \( p = -1, 0, 1, 2 \) and the error definition \( \varepsilon_p^* \). Similar to what was observed for the Smagorinsky model, connected near-optimal parameter regions \( \Omega(\varepsilon_p) \) may be distinguished.

Compared to the Smagorinsky model, the modified model results in considerably more extended near-optimal regions which quantifies that the new model is less sensitive to variations in the model-parameter. Moreover, the horizontal line corresponding to the value \( C_s^* = 0.142 \) appears to be in the overlap of all these near-optimal regions for virtually all resolutions. This can be an important advantage as it greatly facilitates the \textit{a priori} estimation of a resolution-independent...
model coefficient which is close to the multi-objective optimal parameter region.

We finally turn our attention to the induced error levels (Fig. 10). If we compare the error levels of both the Smagorinsky and the modified Smagorinsky models along their optimal refinement trajectories then quite similar accuracy is observed. Moreover, if the errors of the modified model are evaluated along the constant-coefficient trajectory \( C_s^*=0.142 \), it is observed that they are very close to the overall minimal errors. This may be seen in Figs. 10(c) and 10(d). In fact, for both Reynolds numbers, and \( N\geq 48 \), the trajectory \( C_s^*=0.142 \) effectively is a multi-objective optimal refinement trajectory. While this is not anymore the case for \( N<48 \), even here, errors are lower than those observed in the standard Smagorinsky model [operated with \( C_s=0.142 \), cf. Figs. 10(a) and 10(b)] or the dynamic Smagorinsky model (cf. Fig. 8). Thus, the modified model appears not only more robust, but also more accurate.

IV. CONCLUSIONS

In the present study, “near optimal parameter regions” and “multi-objective optimal parameter regions” were introduced. These definitions represent for each resolution, a band of model-coefficients where large-eddy simulations are either near optimal for the prediction of a single flow property, or, near optimal for the prediction of multiple flow properties at the same time.

In the analysis two distinct error measures were introduced and compared, i.e., \( \epsilon_p^a \) [cf. Eq. (6)] and \( \epsilon_p^d \) [cf. Eq. (10)]. The parameter \( p \) in these definitions can be varied such that different scales in the turbulent solution are emphasized in the resulting error definitions. The error-measures \( \epsilon_p^a \) may be directly identified with errors in well-known physical properties of a flow. For example, \( \epsilon^{-1}_2 \) corresponds to the error in the integral length scale \( L \), \( \epsilon_1^d \) to the error in the resolved kinetic energy \( E \), and \( \epsilon_2^d \) provides the error in the resolved enstrophy \( \mathcal{E} \). In contrast, \( \epsilon_p^b \) may not be directly
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interpreted in terms of errors in physical properties, but it is formulated in terms of mathematical norms. Correspondingly, this error-measure is more strict and penalizes both over- and under-predictions in the spectrum.

Comparing predicted near optimal parameter regions and multi-objective optimal parameter regions based on $e^i$ or $\dot{e}^i$, we observed larger, connected regions when $e^i$ was used. Conversely, the use of $\dot{e}^i$ appears to yield a more sharply defined indicator for too coarse LES resolutions. When combining different near-optimal parameter regions at different $p$, both error definitions provide comparable “multi-objective optimal refinement trajectories.” Hence, despite the differences between $e^i$ and $\dot{e}^i$ the desired approximation of “well motivated” parameter settings in the Smagorinsky model was found to be quite robust and not very sensitive to the use of either error-measure.

We observed that in some cases a connected multi-objective optimal parameter region also ceased to exist at fairly high resolutions. In these situations the influence of the subgrid model was quite low and the predictions not very much different from well resolved DNS. Hence, at high resolutions some uncertainty might arise when trying to approximate parameters that yield the optimal relative error, particularly in combination with $e^i$. However, as the actual absolute error that occurs in these cases was found to be quite acceptable, this uncertainty at high resolutions is of little consequence.

For LES of decaying homogeneous isotropic turbulence using the Smagorinsky model and a second-order cell-centered finite-volume discretization, it was shown that multi-objective optimal model settings exist for a wide range of simulation resolutions at both Reynolds numbers considered. It was further illustrated that the Lilly-Smagorinsky model and, to a lesser degree, the dynamic Smagorinsky model both employ coefficients which are well outside these multi-objective optimal regions. Consequently, both versions of the Smagorinsky model generate simulation errors which are considerably higher than potentially possible for the present test case. A direct optimization of the Smagorinsky constant might be attempted to efficiently approximate the optimal refinement strategy. However, a more straightforward improvement of the error-behavior may be obtained when use is made of a slightly modified $Re$-consistent Smagorinsky model.

To further illustrate the presented framework for LES error assessment, a comparison between the standard Smagorinsky model and the $Re$-consistent eddy-viscosity model was carried out. It was shown that errors in the respective multi-objective optimal regions were virtually the same for both models. However, the new eddy-viscosity model, which corresponds to a simple modification of the Smagorinsky model, provided a much easier way to select a priori a multi-objective optimal model coefficient. In fact, the new eddy-viscosity model, operated with a theoretically determined coefficient, provided LES results which were more accurate than either the standard or the dynamic Smagorinsky model.

The use of homogeneous isotropic turbulence is a natural first test case for any new LES method. In this respect, the current framework for error evaluation seems to be very promising for comparison of LES models and the numerical discretization schemes used for their implementation. As demonstrated, this can reveal interesting features specific to the model, such as its dependence on resolution and Reynolds number, while the extent of multi-objective optimal regions can also be indicative for the selection of minimal simulation resolutions.

LES reliability should be obviously evaluated based on a range of test cases. Hence, the extension of the presented methodology to more complicated test cases, involving flow inhomogeneities, or more complex physical features, is an important topic of further research. In a first step, we would consider extensions towards a mixing layer or a channel flow. These test configurations have only one non-homogeneous direction. Correspondingly, not only the average level of the model coefficient is important, but also its distribution in the non-homogeneous direction. Finding the optimal dependence of the model coefficient as function of the non-homogeneous direction is not feasible with the brute-force approach applied in the present paper, but instead gradient-based or adjoint-based optimization techniques might be envisaged. Clearly, the question of reliability, usability and robustness of a model in such a flow case should in that case also be related to the dependence or independence of its optimal model parameters to the inhomogeneous direction.

If large-eddy simulations of complex applications are considered, the current approach to the evaluation of errors is no longer feasible. The required simulation times needed for such complex cases often only allow a few parameter variations. However, the present framework, and possible extensions towards other generic cases, can provide invaluable insight into the parameter regions in which models combined with their actual numerical implementation, can produce reliable results. Based on a physical understanding of the complex flow application, which can be partially obtained using several test simulations of the full-scale application, this can support the set-up of reliable and accurate simulations. The present work provides a first illustration in this direction, e.g., expressed by guidelines that quantify minimal resolutions beyond which simply connected multi-objective regions exist. Of course, further developments are needed before this may yield a reliable and practical guideline for LES of flows of realistic complexity.