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Abstract. Estimates of the radiative forcing due to anthropogenically-produced tropospheric O₃ are derived primarily from models. Here, we use tropospheric ozone and cloud data from several instruments in the A-train constellation of satellites as well as information from the GEOS-5 Data Assimilation System to accurately estimate the radiative effect of tropospheric O₃ for January and July 2005. Since we cannot distinguish between natural and anthropogenic sources with the satellite data, our derived radiative effect reflects the unadjusted (instantaneous) effect of the total tropospheric O₃ rather than the anthropogenic component. We improve upon previous estimates of tropospheric ozone mixing ratios from a residual approach using the NASA Earth Observing System (EOS) Aura Ozone Monitoring Instrument (OMI) and Microwave Limb Sounder (MLS) by incorporating cloud pressure information from OMI. We focus specifically on the magnitude and spatial structure of the cloud effect on both the short- and long-wave radiative budget. The estimates presented here can be used to evaluate the various aspects of model-generated radiative forcing. For example, our derived cloud impact is to reduce the radiative effect of tropospheric ozone by ~16%. This is centered within the published range of model-produced cloud effect on unadjusted ozone radiative forcing.

1 Introduction

Tropospheric ozone contributes to the greenhouse effect by absorbing in the thermal infrared, primarily in the 9.6 μm band. In addition, ozone absorbs sunlight in the visible Chapuis band between 400 and 700 nm and in the ultraviolet Hartley and Huggins bands shortward of about 340 nm. According to estimates in Forster et al. (2007), tropospheric ozone ranks as the third most important anthropogenically-produced gas in terms of climate impact through its direct radiative effects.

Due to the paucity of tropospheric ozone observations over the industrial era, estimates of the radiative forcing caused by changes in tropospheric ozone have been based primarily on results from chemistry transport models (CTMs) with coupled stratospheric and tropospheric chemistry and general circulation models (GCMs) with on-line chemistry (e.g., Gauss et al., 2006). In these models, the anthropogenic contribution to the tropospheric ozone burden is driven by changes in the emissions of precursors including NOₓ, CO, CH₄, and other volatile organic compounds (VOCs), and variations in transport across the tropopause resulting from changes in stratospheric ozone and climate.

Clouds significantly affect the magnitude and spatial distribution of the tropospheric O₃ radiative forcing, generally decreasing it by 20–60% depending on location (Forster et al., 1996). It should be noted that a large portion of the anthropogenically-produced O₃ in the troposphere is present above clouds. In the long-wave, clouds on average reduce the tropospheric O₃ radiative forcing, because they decrease outgoing long-wave radiation (OLR) and thus limit the amount of OLR that can be absorbed by O₃. However, when clouds are located near the top of an inversion layer, they are warmer than the Earth’s surface and can therefore enhance tropospheric O₃ radiative forcing.

In the short-wave, clouds can increase the solar photon atmospheric pathlength if the surface albedo is less than that of the cloud. In this scenario, which occurs for a large fraction of the Earth’s surface, clouds will increase the short-wave
tropospheric O\textsubscript{3} radiative forcing. However, over bright surfaces such as sea ice, Greenland, Antarctica, and even the Sahara, the surface may have a higher albedo than the clouds above. In these areas, the cloud shielding effect may decrease the atmospheric photon pathlength and subsequently tropospheric O\textsubscript{3} forcing.

The various satellites in the A-train afternoon constellation provide a wealth of new data that can be used to accurately compute the impact of tropospheric ozone on the local and global radiation budget. In this paper, we use several datasets from A-train satellites to compute the daily radiative effect of tropospheric O\textsubscript{3}. These satellites fly in an afternoon orbit with an ascending equator crossing time of 13:30 UT.

The radiative effect (RE) is defined here as the net change in irradiance at the tropopause produced by tropospheric ozone (anthropogenic and natural). This differs from the definition of radiative forcing used in Forster et al. (2007) in two respects. Firstly, our RE calculation is not dynamically adjusted to allow stratospheric temperatures to readjust to radiative equilibrium. Unadjusted calculations are often referred to as instantaneous, though they may be diurnally averaged. The adjustment produces a decrease of between 8 and 20% as compared with unadjusted values (e.g., Hauglustaine and Brasseur, 2001; Berntsen et al., 1997; Haywood et al., 1998).

Secondly, our calculation uses the total column tropospheric ozone, whereas the radiative forcing definition in Forster et al. (2007) refers to the anthropogenic component. It is not possible to disentangle the anthropogenic contribution to the tropospheric O\textsubscript{3} column from that produced in nature with our satellite-derived data set. Therefore, our tropospheric O\textsubscript{3} perturbation is the satellite-derived column-mean mixing ratio (i.e., the reference is with respect to zero tropospheric ozone). In other words, no distinction is made between anthropogenically- and naturally-produced O\textsubscript{3}. Our results thus represent an upper bound on the radiative forcing as defined in Forster et al. (2007). While our radiative effect differs from the commonly-used radiative forcing definition, it is relatively straightforward to compute the radiative effect with present day model-generated tropospheric O\textsubscript{3} (anthropogenic and natural) and to compare this directly with our satellite-derived results. It is also appropriate to qualitatively and quantitatively compare various aspect of the radiative effect and forcing as we have done in this work.

Tropospheric ozone is derived from a residual approach that combines information from the Ozone Monitoring Instrument (OMI) and Microwave Limb Sounder (MLS) flying on the National Aeronautics and Space Administration (NASA) Earth Observing System (EOS) Aura satellite. This approach builds upon the work of Ziemke et al. (2006) and Schoeberl et al. (2007). We use cloud and surface properties from the NASA EOS Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) and OMI.

With nearly coincident datasets of cloud properties and tropospheric ozone, we compute the tropospheric O\textsubscript{3} radiative effect on a daily near-global basis at relatively high spatial resolution. The use of these data sets results in improved estimates of tropospheric O\textsubscript{3} radiative effect as compared with previous studies. We specifically isolate the impact of clouds separately on the long- and short-wave. We also examine spatial and temporal variations in the sensitivity of the radiative effect to a given change in tropospheric O\textsubscript{3} mixing ratio.

The organization of the paper is as follows: Sect. 2 and the appendices describe the radiative transfer calculations and input data sets in detail. Results of radiative calculations are presented in Sect. 3. Section 4 discusses our results in the context of model-generated anthropogenic radiative forcing estimates that provide the basis for magnitudes and uncertainties reported by the Intergovernmental Panel for Climate Change (IPCC). Conclusions are given in Sect. 5.

2 Algorithms and datasets used in radiative transfer calculations

2.1 Radiative transfer calculation

The radiative transfer calculations are performed using standalone versions of algorithms developed by Chou and Suarez (1994, 2002, 2003) (henceforth referred to as CS). These algorithms are part of the Goddard Earth Observing System 5 Data Assimilation System (GEOS-5 DAS) (Rienecker et al., 2007) and have been used in previous versions of the GEOS-DAS and other models in the Goddard Laboratory for Atmospheres. Separate algorithms were developed for long-wave (LW) and short-wave (SW) components. Appendix A gives a detailed description of the algorithm.

2.2 Tropospheric ozone mixing ratio from OMI/MLS

The tropospheric column-mean mixing ratio is estimated using a residual method with retrievals of total and stratospheric column ozone from OMI and MLS, respectively, using a slightly modified version of the algorithm developed by Schoeberl et al. (2007). OMI is a nadir-viewing radiometer that measures the solar irradiance and Earth backscattered radiance from 270–500 nm with a spectral resolution of approximately 0.5 nm (Levelt et al., 2006). It provides near-global coverage with a nadir pixel size of 13×24 km in the UV-2 channel used to retrieve total column ozone.

The OMI total column ozone is from collection 3 and is derived with an algorithm similar to the Total Ozone Mapping Spectrometer (TOMS) version 8 (known as OMTO3 version 8.5) (Bhartia and Wellemeyer, 2002). This is one of two OMI total column O\textsubscript{3} products; the other is based on the Differential Optical Absorption Spectroscopy (DOAS) approach. McPeters et al. (2008) and Kroon et al. (2008a,b) discuss the validation of the collection 2 OMI total ozone data sets. There has been no significant drift in the OMI total columns as compared with the ground-based network.
of Dobson and Brewer instruments (McPeters et al., 2008). The systematic difference between OMTO3 and ground-based data increased slightly from collection 2 (0.26%) to 3 (−1.3%) (G. Labow, personal communication, 2008).

One major change in OMTO3 subsequent to these publications is the incorporation of optical centroid cloud pressures (OCCPs) from the OMI rotational-Raman cloud product (OMCLDRR) of Joiner and Vasilkov (2006). The OMI cloud pressures replace a climatology of cloud-top pressures derived from thermal infrared measurements. This change eliminated significant errors in the total column ozone in the presence of bright clouds identified by Joiner et al. (2006) and lessened cloud-induced noise in the retrieved total column ozone similar to the results of Vasilkov et al. (2004). It also reduced differences between the OMI DOAS and OMI TOMS total columns that were noted by Koon et al. (2008b).

OMLS makes millimeter and submillimeter observations by scanning through the atmospheric limb. We use stratospheric column ozone from OMLS version 2.2 that has been validated by Froidevaux et al. (2008), Livesey et al. (2008), and Petropavlovskikh et al. (2008). The stratospheric columns from version 2.2 are in better agreement with correlative data sets than version 1.5 (e.g., Petropavlovskikh et al., 2008) with OMLS slightly higher than SAGE II (~1%) in the lower stratosphere (Froidevaux et al., 2008).

Because OMLS makes measurements along the Aura orbital track within a narrow swath, its retrievals must be interpolated between orbits to provide daily global estimates of the stratospheric column ozone. Here, OMLS ozone profile data between 10 and 215 hPa are spread with a trajectory model as in Schoeberl et al. (2007). The stratospheric column ozone derived from this method is then subtracted from the retrieved OMI total column ozone to yield estimates of the tropospheric column ozone.

Schoeberl et al. (2007) compared a previous version of the OMI/OMLS column ozone between 200 hPa and the surface with ozone sonde data. In the tropics, the mean difference was 2.4 Dobson Units (DU) (sonde higher) with a standard deviation of approximately 5 DU. The differences were larger at middle latitudes with OMI/OMLS consistently lower than the ozonesondes by 1–7 DU depending on the season. Standard deviations at mid-latitudes were also higher with values between about 9 and 13 DU also dependent on season.

We have improved the residual approach of Schoeberl et al. (2007) by reducing the influence of a priori information in cloudy conditions. In cloudy situations, a portion of the $O_3$ column beneath the clouds is hidden from the satellite. An estimate of this hidden amount (i.e., the a priori information, also commonly referred to as the ghost column) based on climatology is added to the measured column to provide an estimate of the total column. To compute the column-mean volume mixing ratio, $\chi$, we use the column measured by OMI, $\Omega_{\text{meas}}$, rather than the estimated total column ozone that includes an assumed amount of ozone in the hidden column. Note that the sensitivity of OMI observations to tropospheric $O_3$ varies with pressure due to both cloud shielding and Rayleigh scattering.

The $O_3$ column, $\Omega$, in DU between any two pressure levels is given by

$$\Omega = 0.789 \int_{P_{\text{top}}}^{P_{\text{bottom}}} \chi \, dP,$$

(Dessler, 2005, e.g.,), where $\chi$ is the $O_3$ volume mixing ratio in units ppmv, and $P_{\text{top}}$ and $P_{\text{bottom}}$ are the top and bottom pressure levels in hPa. In this work, we define $\chi$ as the column-mean mixing ratio corresponding to a broad homogeneous tropospheric layer that produces the observed tropospheric column. We next develop the concept of an effective layer represented by $\overline{\chi}$. The top of this layer is the tropopause, and we define the lower pressure boundary to be $P_{\text{eff}}$. Then, Eq. (1) can be rewritten as

$$\overline{\chi} = 1/0.789(\Omega_{\text{meas}} - \Omega_{\text{strat}})/(P_{\text{eff}} - P_{\text{trop}}),$$

where $P_{\text{trop}}$ is the tropopause pressure (in hPa) and $\Omega_{\text{strat}}$ is the stratospheric column ozone.

A first order estimate of $P_{\text{eff}}$ can be obtained using the concepts of radiative cloud fraction ($f$) and optical centroid cloud pressure (OCCP or $P_{\text{clt}}$). $f$ is defined as the fraction of total pixel radiance contributed by the cloudy portion of the pixel. $P_{\text{clt}}$ is the pressure of a Lambertian surface with equivalent reflectivity of 80% that produces the observed amount of rotational-Raman scattering for a given $f$. The accuracy of this mixed Lambertian model has been examined in detail by Vasilkov et al. (2008).

The measured portion of the tropospheric column, $\Omega_{\text{trop}}$, is defined as $\Omega_{\text{meas}} - \Omega_{\text{strat}}$. Then, $\Omega_{\text{trop}}$ can be written as

$$\Omega_{\text{trop}} = 0.789[(1-f)\chi_{\text{clt}}(P_{\text{surf}}-P_{\text{trop}})+f\chi_{\text{clt}}(P_{\text{clt}}-P_{\text{trop})}] ,$$

where $\chi_{\text{clt}}$ and $\chi_{\text{clt}}$ are the column-mean mixing ratios for layers between the tropopause and either the surface or $P_{\text{clt}}$, respectively. Setting $\chi_{\text{clt}} = \chi_{\text{clt}} = \overline{\chi}$, Eq. (3) can be rewritten as

$$\Omega_{\text{trop}} = 0.789[\overline{\chi}(P_{\text{eff}} - P_{\text{trop})}] ,$$

where

$$P_{\text{eff}} = (1-f)P_{\text{surf}} + fP_{\text{clt}}.$$
improved as compared with Schoeberl et al. (2007) (see Fig. 1). This analysis is similar to that conducted in Schoeberl et al. (2007) in that the same ozonesonde database covering late 2004–2006 is used and we also focus on the 200 hPa-to-surface column (200TSC) amount of ozone in order to remove issues associated with the definition of the tropopause. In Fig. 1, all sondes are included rather than separated by latitude or season as in Schoeberl et al. (2007). The sample is slightly smaller here due to the use of a different flagging scheme. The overall correlation coefficient between sonde and satellite 200TSC in this work is 0.78. In Schoeberl et al. (2007), the correlations were 0.45–0.68 in the northern hemisphere extra tropics and 0.73 in the tropics. The bias between satellite and sonde increased slightly here with an average value of 6.6 DU as compared with the range of 0.85–7.5 shown in Schoeberl et al. (2007). In the tropics, the bias, standard deviation, and correlation here are 5.0 DU, 4.5 DU, and 0.86, respectively as compared with the Schoeberl et al. (2007) results 2.4 DU, 5.4 DU, and 0.73.

The specification of the tropopause affects our radiative calculation in two ways. Firstly, the selection of a particular tropopause definition determines the amount of ozone assigned to the troposphere and thus the derived column-mean mixing ratio from the residual method. Secondly, it determines how much of the atmosphere is included in the calculation. This particularly affects the computed long-wave radiative effect owing to the high sensitivity to ozone near the tropopause.

In this work, we apply two definitions of the tropopause height. The first is the standard lapse rate definition (the lowest level at which the lapse rate decreases to 2 K/km or less provided that the average lapse rate between this level and all higher levels within 2 km does not exceed 2 K/km). The second method relies primarily on a dynamic definition and uses the lowest altitude corresponding to 3.5 PVU (Potential Vorticity Units), the 380 K surface, the cold point, or the lapse rate definition. The PV tropopause definition is usually lowest in altitude outside the tropics. We have chosen to present results (of derived mixing ratios and computed radiative effect) obtained using the lapse-rate definition, because this is the definition most commonly used in other studies referred to here. The sensitivity of our results to the specification of the tropopause is further examined in Appendix B4.

Figure 2 shows examples of the derived daily column-mean mixing ratio, $\chi$, from OMI/MLS. Figure 3 similarly shows monthly mean fields of $\chi$. Tropospheric $O_3$ has significant spatial variations on both daily and seasonal time scales. In the remote tropical Pacific, areas of deep convection (high values of cloud fraction and optical thickness) correspond to low $O_3$ mixing ratios shown in Fig. 2. The reported mixing ratios in the presence of bright clouds represent those inside the upper portions of the clouds (Ziemke et al., 2009). The low mixing ratios can result from $O_3$-poor boundary layer air that is lifted into the upper troposphere (Kley et al., 1996; Folkins et al., 2002; Solomon et al., 2005).
Fig. 2. Column-mean O$_3$ tropospheric mixing ratio (between tropopause and the effective lower pressure boundary $P_{\text{eff}}$ as described in the text) derived from OMI/MLS for 1 January (left) and 1 July 2005 (right). Missing values (white areas) occur where either no data are available or where quality control checks flag the data as suspect (see text).

Fig. 3. Monthly average column-mean tropospheric O$_3$ mixing ratio (between the tropopause and approximately the mean effective lower pressure boundary $P_{\text{eff}}$) for January (left) and July (right) 2005.

Similar to Schoeberl et al. (2007), we filter out suspect data. Data are not used when the tropopause is at a pressure greater than 320 hPa, primarily to minimize excessive extrapolation of MLS data (only used down to 215 hPa). Data are also discarded when the derived tropospheric column amount is greater than 120 DU. This can occur when the tropopause pressure is ill-defined or may indicate situations where the trajectory approach is suspect. When the derived value of $\chi$ is less than zero, it is set equal to zero. OMI cloud pressures are currently not used to derive column ozone over snow and ice. Although the total measured column is accurately determined over these bright surfaces, the column mean mixing ratio may be underestimated in the presence of an optically thick cloud over snow or ice because $P_{\text{eff}}$ is overestimated. Note also that there are no OMI data in the polar night.

At middle and high latitudes, some high values of the column-mean mixing ratio appear in the daily and monthly fields. These high values are likely due in part to O$_3$ of stratospheric origin that is transported into the troposphere during fold events. Some of these data are flagged either to avoid excessive extrapolation of MLS data or because the tropopause is ill-defined, leading to suspect values of the O$_3$ mixing ratio. However, some of the high values are retained in our data set. Therefore, present-day model simulations of tropospheric O$_3$ (and its associated radiative effect) from all sources, including stratosphere-troposphere exchange, can be evaluated with the satellite estimates. In such a comparison, model data should be similarly flagged.
2.3 Cloud parameters from MODIS

We use estimates of cloud optical thickness, effective radius, and phase from MODIS daily gridded 1°×1° level 3 (L3) data sets (Platnick et al., 2003). The dataset includes grid-point means and histograms of cloud optical depth separately for ice and water clouds. We also use the associated cloud fractions for ice and water clouds. These are the fractions of successful cloudy retrievals with respect to all successful retrievals within a gridbox. Note that MODIS cloud optical thicknesses have an upper limit of ∼100. This has a minimal impact on our short-wave calculations, because cloud reflectance and transmittance are effectively saturated at this value. Lastly, we use mean daytime cloud-top pressures. These are derived from either the CO$_2$ slicing approach of Menzel et al. (1992) or from the infrared 11 μm window channel brightness temperature as described in Platnick et al. (2003).

2.4 Optical centroid cloud pressure (OCCP) from OMI

Significant differences exist between cloud-top pressures derived from thermal infrared measurements and optical centroid cloud pressures (OCCP) derived from photon-path-type measurements. OCCP can be derived from a variety of techniques including oxygen A-band absorption (e.g., Rozanov et al., 2004), oxygen dimer absorption (e.g., Sneep et al., 2008), and rotational-Raman scattering (e.g., Joiner et al., 2004). The latter two have been implemented with OMI and the first is used in the A-train with the POLDER instrument. Sneep et al. (2008) showed with radiative transfer calculations that OCCPs derived from these three approaches should be very similar. In fact, the retrieved pressures are quite similar (Sneep et al., 2008; Vasilkov et al., 2008) with remaining differences believed to be due mainly to algorithm and instrumental effects. Therefore, we believe that the wavelength dependence of the light path can be reasonably represented by any of these OCCPs for wavelengths spanning the near IR through the UV. Vasilkov et al. (2008) showed that the derived OCCPs were consistent with simulations that used optical depth profiles derived from a combination of CloudSat radar reflectivity profiles (Stephens et al., 2008) and MODIS cloud optical depths.

Ziemke et al. (2009) have shown that the large differences between MODIS cloud-top pressures and OMI OCCPs in convective clouds are due in part to the fact that clouds are vertically inhomogeneous. CloudSat/MODIS retrievals show that tropical deep convective clouds are relatively thin near the top with cloud extinctions peaking between ∼400 and 600 hPa. By computing ozone Jacobians within convective clouds, Ziemke et al. (2009) demonstrate that photons penetrate significantly inside these clouds, reaching pressures near the OCCP with enhanced absorption due to multiple scattering in the upper portions of the clouds. They further demonstrated that the concept of the OCCP can be used to estimate O$_3$ absorption inside clouds with good accuracy. Therefore, the OCCP is more appropriate than the cloud-top pressure for short-wave radiative calculations.

Here we use OCCPs from the OMI rotational-Raman algorithm (Joiner and Vasilkov, 2006). Figure 4 shows a sample day of retrieved OCCP. Over ocean the OCCPs are generally large (low altitude clouds), except in regions of tropical deep convection and frontal convection in the extra-tropics. The difference between the OMI OCCP and the MODIS cloud-top pressure is also shown in Fig. 4. The largest differences are found in conjunction with deep or frontal convection, especially around the edges of the convection where outflow produces thin cirrus above lower level water clouds. Vasilkov et al. (2008) showed that in such situations when the upper cirrus deck has an optical thickness of ∼10 or less, the OCCP should be close to the top of the lower cloud deck.
The OCCP is almost always greater than the cloud top pressure. However, the optical centroid pressure may be less than the cloud top pressure due to changes in clouds that occur between the Aqua and Aura overpasses (at this time, the difference was ~15 min). Errors in either the MODIS or OMI cloud pressures may also produce this type of difference. UV-absorbing aerosol (e.g., dust or smoke) above or embedded within clouds can erroneously reduce the retrieved OMI cloud fractions and pressures (Vasilkov et al., 2008). MODIS cloud pressures derived from the window brightness temperature technique are also prone to errors when there are temperature inversions or when cloud emissivity is less than unity.

Details regarding the use of the MODIS and OMI retrieved cloud parameters are given in Appendices B1–B2 along with sensitivity studies.

2.5 Meteorological parameters from the GEOS-5 data assimilation system

Atmospheric profiles of temperature, water vapor, and stratospheric ozone as well as surface skin temperature are taken from the Goddard Earth Observing System 5 Data Assimilation System (GEOS-5 DAS) (Rienecker et al., 2007). The GEOS-5 DAS is run at a horizontal resolution of 0.5°×0.625°. The analysis system uses the Gridpoint Statistical Interpolation (GSI) scheme developed at the National Oceanic and Atmospheric Administration (NOAA) National Centers for Environmental Prediction (NCEP) that is part of their operational global weather prediction system.

The system ingests satellite data from operational meteorological satellites including microwave and infrared radiance data from the TIROS Operational Vertical Sounder (TOVS), and the NASA Aqua Atmospheric InfraRed Sounder (AIRS) and Advanced Microwave Sounding Unit A (AMSU-A). These data provide information about the global temperature and humidity fields. Stratospheric O3 distributions are constrained by the assimilation of Satellite Backscatter UltraViolet 2 (SBUV-2) spectrometer retrievals. Stratospheric O3 impacts our calculations of the tropospheric O3 radiative effect in that it affects the downwelling flux at the tropopause.

Short-wave results do not depend significantly on the temperature and water vapor profiles. Long-wave calculations depend on all of the GEOS-5 parameters used here. GEOS-5 temperatures and humidity have been compared with reanalyses from both the European Center for Medium-range Weather Forecasting (ECMWF) and the US National Centers for Environmental Prediction (NCEP). The zonal mean temperature differences in the troposphere are typically small (< ~1.5 K). The dependence of the O3 RE on water vapor is relatively small except in the tropics where GEOS-5 has a negative/positive bias in the lower/upper troposphere versus both ECMWF and NCEP (zonal mean differences of the order of 20% or less).

The largest uncertainty of the O3 RE calculation with respect to the analysis data set is likely to be related to the surface skin temperature over land. A significant effort has been expended at the GMAO to provide reasonable estimates of the surface skin temperature. However, there are biases remaining in the GEOS-5 skin temperature as there are for all analysis systems (M. Bosilovich, private communication, 2009). We calculated the day-night global difference in the tropospheric ozone radiative effect that is due primarily to surface skin temperature over land (0.12 W/m²). As the skin temperature errors are expected to be much smaller than the day-night difference, this may be considered as an upper bound on the radiative effect error due to uncertainties in the surface skin temperature.

2.6 Surface albedos and emissivity

In the short-wave, the CS code accepts spectrally constant albedos for direct and diffuse fluxes in the UV/Visible region. We interpolate the albedos to 600 nm, the approximate peak of the Chappuis O3 band.

Over land, we use 16-day gridded albedos from the MODIS filled-land surface albedo product (MOD43B3) (Lucht et al., 2000) and assume a Lambertian surface. Separate values are provided for white and black skies. The former (latter) are used for calculations in cloudy (clear) skies.

Over ocean, we use a model of the surface albedo from Jin et al. (2004). The albedo varies with surface wind speed. Therefore, we use estimates of the 2 m wind speed from the GEOS-5 DAS.

We use the Near Real-Time SSM/I EASE-Grid Daily Global Ice Concentration and Snow Extent (NISE) data set (Nolin et al., 1998) to identify gridboxes containing sea ice. If sea ice is identified and the MODIS albedo product does not provide an appropriate value, we use the 380 nm reflectivity from a TOMS monthly climatology (C. Ahn, personal communication, 2008). Note that the OMI-TOMS algorithm uses a different treatment for surface albedo. In order to calculate an effective cloud fraction in the case of partial cloud cover, the current algorithm assumes that the surface and cloud reflectivities are 15 and 80%, respectively. The former value was chosen such that the effect of aerosol is incorporated into the surface albedo. This approach will produce small errors in the retrieved O3 column in the presence of clouds when the surface albedo deviates from the assumed value. There are plans to use a wavelength-dependent surface albedo climatology derived from OMI in future versions of the OMI/TOMS processing to reduce this error.

In the thermal infrared, we use an annual average surface emissivity database at 1°×1° resolution compiled from Wilber et al. (1999). Here, we interpolate the spectral surface emissivity to a wavelength of 9.6 µm where O3 absorption is at a maximum.
3 Results

To derive $\bar{F}$, we have assumed that the mixing ratio is constant throughout the tropospheric column. Kiehl et al. (1999) used a constant mixing ratio perturbation in their radiative forcing calculations and found it to be a reasonable approximation of differences between ozonesonde data obtained in polluted and clean conditions. Kiehl et al. (1999) further examined the sensitivity of radiative forcing to this choice and found that it changed by $\pm 15\%$ when they instead used perturbations with a constant slope in mixing ratio as a function of altitude.

For short-wave calculations, we compute the diurnally-averaged radiative effect (RE). Because it is important to use the column-mean tropospheric mixing ratio coincident with the cloud property retrievals to compute the RE, particularly in convective regions, we assume that the MODIS Aqua daytime cloud properties and the column-mean O$_3$ mixing ratios persist throughout day. This will create local biases where for example the mean cloud fraction at the Aqua overpass does not represent mean daily cloud fraction. We can get some estimate of the diurnal cloud effect by examining the difference in cloud fraction between the Aqua and Terra satellite that has a local overpass time approximately 3 h earlier. The daytime cloud fractions over ocean are slightly higher on average (by $\sim 2\%$) over ocean and lower over land ($\sim 3\%$). Averaging globally gives nearly identical cloud fractions. Comparing daytime and nighttime cloud fractions is somewhat more problematic in that the algorithms are slightly different due to lack of shortwave observations at night. Comparing July 2005 Aqua daytime and nighttime cloud fractions, we find some areas with significant differences, such as over Brazil and northern Australia where cloud fractions are primarily higher at night and over eastern Mexico where cloud fractions are higher during the day. When performing a quantitative comparison of RE with present-day models, the model could be sampled during the Aqua overpass to minimize the effects of the diurnal cloud variability.

We perform SW calculations every two hours at the appropriate solar zenith angle. We compared our two hour averages with one hour averages and found negligible differences in the global daily average.

For LW calculations, we leave the cloud properties and tropospheric O$_3$ fixed at the Aqua MODIS 13:30 UT values as we did for the SW. We average the RE computed using GEOS-DAS data at the synoptic time closest to the A-train 01:30 UT and 13:30 UT overpasses. In this way, we capture to a large degree the high and low extremes of the surface skin temperature. This averaging may produce local biases in the computed RE over areas such as subtropical deserts where the diurnal skin temperature variation is large and potentially asymmetric. Over ocean, the diurnal variation in sea surface temperature is insignificant. We calculated the global 01:30–13:30 difference in the RE for January 2005 (0.12 W/m$^2$). This is an upper limit for the error in RE that would result from assuming a constant skin temperature equal to either the 01:30 or 13:30 value. The actual error produced by averaging the 01:30 and 13:30 RE will be much smaller because it will result only from the diurnal asymmetry in the skin temperature. Note that locally the 01:30 and 13:30 RE can vary by more than 1.5 W/m$^2$ over arid regions such as the Sahara and portions of Australia and South Africa. Again, to alleviate potential biases in a comparison with model output, the model could be sampled at the Aqua overpass times.

The tropospheric O$_3$ mixing ratios were derived in the UV assuming a uniform profile. Therefore, to be consistent, we use a uniform profile for SW calculations. However, LW calculations are much more sensitive to the assumed O$_3$ distribution. Therefore, for LW calculations we use the derived tropospheric O$_3$ column between the tropopause and the effective pressure distributed using a daily profile shape from the Global Modeling Initiative (GMI) combo chemistry-transport model (Duncan et al., 2007). We examine the sensitivity of the computed LW RE to the assumed profile shape in more detail in Appendix B3.

3.1 Daily long- and short-wave radiative effect

Figure 5 shows the LW and SW total-sky tropospheric O$_3$ RE for 1 July 2005 and the impact of clouds (total- minus clear-sky tropospheric O$_3$ RE). High values of the LW RE occur over the Sahara and the middle East as noted in previous works. This is understood to occur because of the high surface skin temperatures during the day coupled with low humidity, low cloud amounts, and large column amounts of O$_3$ as discussed by Li et al. (2001). The lowest LW RE values occur, as expected, in the presence of high clouds (e.g., areas of tropical deep convection). High values of SW RE are concentrated in the northern hemisphere as a result of the larger amount of solar irradiance and tropospheric ozone and primarily occur over clouds or high albedo surfaces such as Greenland and the Sahara.

The cloud effect is primarily to reduce the LW RE. However, in a few areas with low clouds and temperature inversions, clouds can increase the LW RE. Examples of this situation include areas off the western coasts of North America and southern Africa as well as in the Arctic.

3.2 Monthly-mean long-wave radiative effect

Figure 6 shows the gridded monthly-mean total-sky LW RE for January and July 2005 and the impact of clouds. Most of the fine spatial features seen in the daily RE have been smoothed out in the monthly mean. In the winter hemisphere, where surface temperatures are cold over land, the LW RE is small and the effect of clouds is generally small or even slightly positive. Over oceans, where surface temperatures can be warmer such as in the gulf stream, clouds can significantly reduce the LW RE. In the summer hemisphere,
land surface temperatures can be quite warm, giving rise to a large RE in the absence of clouds and a large impact of clouds when present (e.g., over India).

Figure 7 shows the total-sky sensitivity of LW RE (in mW/m² per ppb change in the column-mean O₃ mixing ratio) for January and July 2005. Note that this sensitivity also applies to the unadjusted radiative forcing. The computed LW RE bears a close resemblance to this sensitivity, with a few exceptions. The RE is low over substantial areas in the Pacific, while the sensitivity there is not always small. This is primarily due to low O₃ mixing ratios that result from the lofting of ozone-poor boundary layer air that occurs during convection and outflow. These low mixing ratios can persist for some time so that even when the sensitivity is relatively high, the RE remains low.

3.3 Monthly-mean short-wave radiative effect

Figure 8 shows the SW RE and cloud impact for January and July 2005. The highest values of SW RE in the northern hemisphere in January occur over southeast Asia. These high amounts of SW RE are primarily due to clouds. In order to obtain these high values, the clouds must be persistent and bright. MODIS data show that the effective radii over this region are small. However, these small values are not uncommon over land in the northern hemisphere. MODIS data also show the highest liquid water cloud fractions in the northern hemisphere over this area. Correlations between aerosols produced with models and observed cloud optical depths and a corresponding anti-correlation with effective radii suggest that aerosol indirect effects contribute to this feature (e.g., Chameides et al., 2002; Kawamoto et al., 2004). Aside from this area, the highest values of SW RE occur in coastal and low lying terrain areas of Antarctica where the bright surface enhances the photon pathlength.

There are large values of the SW RE over Greenland and arctic sea ice in July. We are reasonably confident in these derived values as the total measured column O₃ is accurately retrieved over bright surfaces when the solar zenith angles are not high enough to produce significant profile shape sensitivity ($< \sim 80^\circ$). As stated above, the column-mean tropospheric O₃ mixing ratio, and likewise its associated radiative effect, may be underestimated over snow/ice when optically thick clouds are present. We have found that the sensitivity of ozone absorption to clouds is relatively small for the brightest surfaces (Greenland and Antarctica) for low to moderate
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**Fig. 6.** Total-sky long-wave (LW) tropospheric O$_3$ RE in 2005: January (top left) and July (bottom left); total minus clear-sky LW RE: January (top right) and July (bottom right).
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**Fig. 7.** Sensitivity of the LW RE to ozone mixing ratio for January (left) and July (right) 2005.
Fig. 8. Total-sky short-wave (SW) tropospheric O\textsubscript{3} RE in 2005: January (top left) and July (bottom left); total minus clear-sky SW RE: January (top right) and July (bottom right).

Fig. 9. Sensitivity of the SW RE to ozone mixing ratio for January (left) and July (right) 2005.
cloud optical thickness ($< \sim 20$). Note that Greenland and Antarctica typically have surface reflectivities of well over 90%.

There are also high values of SW RE in areas with persistent cloud cover and high amounts of tropospheric O$_3$, such as off the east coast of Asia, both coasts of North America, and north of Europe. Despite the lack of cloudiness over the Sahara, there is considerable SW RE due to its relatively high surface albedo. Off the west coasts of South America and Africa, clouds are prevalent along with moderate to high amounts of tropospheric O$_3$, leading to significant amounts of SW RE.

Figure 9 shows the SW RE sensitivity similar to Fig. 7. Although the SW sensitivity is relatively high in the southern middle to high latitudes in January, the SW RE is low due to relatively low amounts of tropospheric O$_3$. In July, however, high sensitivity in the Arctic coupled with relatively high tropospheric O$_3$ produces a significant amount of SW RE.

### 4 Discussion

Global (excluding polar night regions) and zonal mean values of LW and SW RE and corresponding sensitivities are summarized in Table 1. Values of the net (LW+SW) RE and sensitivity are given in Table 2. A cosine latitude weighting is applied to calculate the mean values. On a global mean basis, the clouds reduce the LW RE by 23%, while they nearly double the SW RE. The reduction in the net RE is about 16%. However, as can be seen in Table 2, there are large variations in cloud effects due to the partitioning between LW and SW that changes with solar zenith angle.

Portmann et al. (1997) computed sensitivities in terms of column amount rather than mixing ratio for clear skies. They showed that for several tropical locations the radiative forcing was relatively constant (to within $\sim 20\%$) throughout the year. Here, we show that clouds significantly affect the sensitivity both spatially and temporally. Our sensitivity results show reasonable agreement with those presented in Berntsen et al. (1997) especially considering that the horizontal resolution of their CTM was relatively low ($8^\circ \times 10^2$).

### Table 1. Computed LW/SW global and zonal mean tropospheric O$_3$ RE (W/m$^2$) and sensitivity (W/m$^2$/ppb) for 2005 with standard deviations in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>LW RE total</th>
<th>LW RE total-clear</th>
<th>LW sens. total</th>
<th>SW RE total</th>
<th>SW RE total-clear</th>
<th>SW sens. total</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 90° S–60° N</td>
<td>1.14(0.60)</td>
<td>-0.37(0.23)</td>
<td>31.7(17.6)</td>
<td>0.19(0.12)</td>
<td>0.09(0.08)</td>
<td>5.7(4.7)</td>
</tr>
<tr>
<td>January 20° S–20° N</td>
<td>1.40(0.50)</td>
<td>-0.40(0.25)</td>
<td>43.0(16.3)</td>
<td>0.16(0.05)</td>
<td>0.06(0.04)</td>
<td>5.3(1.4)</td>
</tr>
<tr>
<td>January 20° N–60° N</td>
<td>0.87(0.53)</td>
<td>-0.34(0.26)</td>
<td>20.3(15.2)</td>
<td>0.13(0.06)</td>
<td>0.06(0.05)</td>
<td>3.1(1.3)</td>
</tr>
<tr>
<td>January 20° S–60° S</td>
<td>1.26(0.55)</td>
<td>-0.40(0.15)</td>
<td>33.0(12.9)</td>
<td>0.26(0.06)</td>
<td>0.15(0.07)</td>
<td>7.2(1.7)</td>
</tr>
<tr>
<td>January 60° S–90° S</td>
<td>0.44(0.17)</td>
<td>-0.27(0.19)</td>
<td>15.3(5.4)</td>
<td>0.38(0.13)</td>
<td>0.12(0.12)</td>
<td>13.6(5.2)</td>
</tr>
<tr>
<td>July 60° S–90° N</td>
<td>1.48(0.62)</td>
<td>-0.42(0.25)</td>
<td>33.5(13.2)</td>
<td>0.24(0.22)</td>
<td>0.11(0.13)</td>
<td>5.2(3.9)</td>
</tr>
<tr>
<td>July 20° S–20° N</td>
<td>1.48(0.47)</td>
<td>-0.42(0.29)</td>
<td>41.8(12.6)</td>
<td>0.18(0.08)</td>
<td>0.08(0.06)</td>
<td>5.3(1.6)</td>
</tr>
<tr>
<td>July 20° N–60° N</td>
<td>1.97(0.61)</td>
<td>-0.49(0.29)</td>
<td>33.6(10.6)</td>
<td>0.38(0.14)</td>
<td>0.19(0.15)</td>
<td>6.5(2.3)</td>
</tr>
<tr>
<td>July 20° S–60° S</td>
<td>1.08(0.47)</td>
<td>-0.36(0.15)</td>
<td>26.3(10.3)</td>
<td>0.12(0.04)</td>
<td>0.05(0.02)</td>
<td>2.9(0.9)</td>
</tr>
<tr>
<td>July 60° N–90° N</td>
<td>1.08(0.27)</td>
<td>-0.40(0.20)</td>
<td>19.5(4.4)</td>
<td>0.52(0.25)</td>
<td>0.22(0.14)</td>
<td>9.6(5.2)</td>
</tr>
</tbody>
</table>

### Table 2. Computed net (LW+SW) global and zonal mean tropospheric O$_3$ RE (W/m$^2$) and sensitivity (mW/m$^2$/ppb) for 2005.

<table>
<thead>
<tr>
<th></th>
<th>Net RE total</th>
<th>% LW RE</th>
<th>Net RE total-clear</th>
<th>% Net RE (total-clear)/clear</th>
<th>Net sens. total</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 90° S–60° N</td>
<td>1.33</td>
<td>85.7</td>
<td>-0.28</td>
<td>-17.4</td>
<td>37.4</td>
</tr>
<tr>
<td>January 20° S–20° N</td>
<td>1.56</td>
<td>89.7</td>
<td>-0.34</td>
<td>-17.9</td>
<td>48.3</td>
</tr>
<tr>
<td>January 20° N–60° N</td>
<td>1.00</td>
<td>87.0</td>
<td>-0.28</td>
<td>-21.8</td>
<td>23.4</td>
</tr>
<tr>
<td>January 20° S–60° S</td>
<td>1.52</td>
<td>82.9</td>
<td>-0.25</td>
<td>-14.1</td>
<td>40.2</td>
</tr>
<tr>
<td>January 60° S–90° S</td>
<td>0.82</td>
<td>53.6</td>
<td>-0.15</td>
<td>-15.5</td>
<td>28.9</td>
</tr>
<tr>
<td>July 60° S–90° N</td>
<td>1.72</td>
<td>86.0</td>
<td>-0.31</td>
<td>-15.3</td>
<td>38.7</td>
</tr>
<tr>
<td>July 20° S–20° N</td>
<td>1.66</td>
<td>89.2</td>
<td>-0.34</td>
<td>-17.0</td>
<td>47.1</td>
</tr>
<tr>
<td>July 20° N–60° N</td>
<td>2.35</td>
<td>83.8</td>
<td>-0.30</td>
<td>-11.3</td>
<td>40.1</td>
</tr>
<tr>
<td>July 20° S–60° S</td>
<td>1.20</td>
<td>90.0</td>
<td>-0.31</td>
<td>-20.5</td>
<td>29.2</td>
</tr>
<tr>
<td>July 60° N–90° N</td>
<td>1.60</td>
<td>67.5</td>
<td>-0.18</td>
<td>-10.1</td>
<td>29.1</td>
</tr>
</tbody>
</table>
As expected, our satellite-based estimates show finer spatial structures. However, even after accounting for the fact that their sensitivity was computed with stratospheric adjustment, our global mean values are higher: 38 mW/m²/ppb as compared with theirs (20 mW/m²/ppb and similar values reported in Hauglustaine and Brasseur, 2001).

The most recent IPCC report provides an estimated value of radiative forcing (after stratospheric adjustment) due to anthropogenic tropospheric ozone of +0.35 (−0.1, +0.3) W/m² (Forster et al., 2007). This estimate is the median of the adjusted radiative forcing derived from an ensemble of CTMs/GCMs. The reported uncertainties arise from two sources: (1) The CTMs and GCMs themselves, including the imbedded radiative transfer codes, and (2) uncertainties in the estimated pre-industrial ozone levels.

In Table 3, we compare several model-based radiative forcing (RF) estimates that used various observational constraints. Note that some of these are older simulations and were not included in the most recent reported IPCC estimate. Also, note that all table entries, excepting the IPCC ensemble mean, are unadjusted (instantaneous) calculations as are ours. Mickley et al. (2001) adjusted the emissions of ozone precursors in their model to bring pre-industrial ozone concentrations into better agreement with surface observations over Europe from late nineteenth and early twentieth observations (7–10 ppb). These observations have a large uncertainty related to potential calibration problems (e.g., Volz and Kley, 1988; Pavelin et al., 1999). The resulting radiative forcing was significantly higher (0.72–0.80 W/m²) than the typical range produced by standard model runs. This contributes to the large uncertainty in the positive direction in the current IPCC report.

Kiehl et al. (1999) constrained their present-day tropospheric ozone estimates with satellite data. They used tropospheric columns from the residual approach of Fishman and Brackett (1997). In that work, the stratospheric column was derived from averages of several years of Stratospheric Aerosol and Gas Experiment (SAGE) occultation data and the total column was from the version 7 TOMS. This yielded data between 50°S and 50°N that were accurate to approximately 20% when compared with ozonesonde data. Model-generated cloud fractions were constrained such that the global mean cloud cover agreed with that from the International Satellite Cloud Climatology Project (ISCCP). They computed an unadjusted RF value of 1.55 W/m² assuming a preindustrial O₃ mixing ratio of 5 ppb at all tropospheric altitudes.

Bernersten et al. (1997) used cloud amounts, cloud levels, and optical depths from ISCCP. They similarly imposed observational constraints on present-day O₃ distributions using data from TOMS, SBUV, and SAGE (in the Reading model). They used a CTM to compute the absolute O₃ changes over the industrial era. They also computed the RF from pure CTM O₃ distributions (OsloRad). The resulting difference in unadjusted clear-sky LW RF (20%) indicates that uncertainty in the present-day O₃ distributions also contributes to the overall uncertainty in RF. Their computed RF, after stratospheric adjustment, is slightly below the IPCC median. It is roughly half that of the high values of Mickley et al. (2001) and roughly a quarter of the upper limits reported in Kiehl et al. (1999) and our study.

Our January–July RE average (1.53 W/m²) is slightly lower than the RF cited in Kiehl et al. (1999), noting that we are not comparing identical quantities (we include the total column tropospheric ozone – equivalent to using a pre-industrial value of 0 ppb while they used a pre-industrial value of 5 ppb). Our RE is well above the RF from Mickley et al. (2001) (0.8 W/m²) that represents the highest model-based estimate of RF. Again, it must be noted that RF includes only the anthropogenic tropospheric O₃.

Table 4 summarizes reported estimates of the cloud impact on RF and RE. All results shown are unadjusted (instantaneous) calculations. Roelofs (1999) demonstrated the importance of using instantaneous rather than monthly mean cloud properties, especially for SW RF calculations as noted in the table. The SW cloud effects are highly variable with our results falling in the middle of those reported earlier using either purely model-based clouds or clouds constrained by satellite data. We note that the treatment of cloud overlap varied in the model-based studies. The difference in the SW results appears to have been significantly influenced by the assumed surface albedo as Roelofs (1999) showed larger variations in the reported clear-sky RF from the different studies than in the total-sky. Similarly, there is a larger variation in the clear-sky LW RF than in the total-sky. This appears to be primarily due to differences in the O₃ distribution. Our LW and net cloud impacts fall in the middle of the distribution of reported results.

We can compare our monthly tropospheric O₃ and RE with similar seasonal maps shown in previous works (e.g., Mickley et al., 1999, 2004; Wong et al., 2004; Roelofs et al., 1997; van Dorland et al., 1997). In Mickley et al. (1999), the preindustrial ozone mixing ratio at 500 hPa displayed little longitudinal variability. Therefore, we may qualitatively compare the longitudinal variability of the model-based RF with our RE. Note that their results were also reported in terms of unadjusted calculations.

We find many similar spatial and temporal features in the LW RF and RE, but also some notable differences. Both models and satellite data show high tropospheric O₃ mixing ratios and RE/RF in the southern hemisphere off the African coasts and in the northern hemisphere middle latitudes in July. Our satellite-based estimates show high LW RE over Australia in January whereas the model results are relatively lower. This may be due to higher surface skin temperatures in the GES-5 assimilated data set.

We also have a consistently larger area of low RE over the Pacific. The extent of the low O₃ mixing ratios derived by the OMI/MLS residual technique in this region are not well produced in any of the models. We have lower relative
Table 3. Computed net (LW+SW) RE and radiative forcing (RF) (W/m²). Values are instantaneous (not adjusted) RF (from anthropogenically-produced tropospheric O₃) unless otherwise noted.

<table>
<thead>
<tr>
<th>Reference</th>
<th>RF/RE</th>
<th>Ozone, Cloud data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPCCᵃ</td>
<td>0.35 (−1,+0.3)</td>
<td>model clouds RF is median of an ensemble of models</td>
</tr>
<tr>
<td>Kiehl et al. (1999)</td>
<td>1.55</td>
<td>model clouds constrained to ISCCP cloud amount</td>
</tr>
<tr>
<td>Mickley et al. (2001)</td>
<td>0.72−0.80</td>
<td>present-day O₃ constrained with satellite data</td>
</tr>
<tr>
<td>Berntsen et al. (1997, Reading)</td>
<td>0.35</td>
<td>ISCCP cloud properties present-day O₃ distributions</td>
</tr>
<tr>
<td>Berntsen et al. (1997, OsloRad)</td>
<td>0.38</td>
<td>ISCCP cloud properties</td>
</tr>
<tr>
<td>This workᵇ</td>
<td>1.53</td>
<td>satellite-based clouds and O₃</td>
</tr>
</tbody>
</table>

ᵃ Stratospheric-adjusted, not instantaneous  
ᵇ January–July average, polar night region excluded, anthropogenic+natural O₃.

Table 4. Computed impact of clouds on RF/RE (unadjusted, anthropogenic RF unless otherwise noted) (total-sky – clear-sky)/clear-sky×100 (%).

<table>
<thead>
<tr>
<th>Reference</th>
<th>LW (%)</th>
<th>SW (%)</th>
<th>Net (%)</th>
<th>cloud source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roelofs (1999, inst. clouds)</td>
<td>−24</td>
<td>125</td>
<td>−10</td>
<td>model</td>
</tr>
<tr>
<td>Roelofs (1999, avg. clouds)</td>
<td>−19</td>
<td>150</td>
<td>−2</td>
<td>model</td>
</tr>
<tr>
<td>Hauglustaine and Brasseur (2001)</td>
<td>−18</td>
<td>50</td>
<td>−10</td>
<td>model</td>
</tr>
<tr>
<td>Berntsen et al. (1997, Reading)</td>
<td>−20</td>
<td>40</td>
<td>−13</td>
<td>ISCCP</td>
</tr>
<tr>
<td>Berntsen et al. (1997, OsloRad)</td>
<td>−29</td>
<td>33</td>
<td>−21</td>
<td>ISCCP</td>
</tr>
<tr>
<td>Haywood et al. (1998, inst. clouds)</td>
<td>−30</td>
<td>250</td>
<td>−17</td>
<td>model</td>
</tr>
<tr>
<td>Haywood et al. (1998, avg. clouds)</td>
<td>−31</td>
<td>150</td>
<td>−22</td>
<td>model</td>
</tr>
<tr>
<td>This workᵃ</td>
<td>−23</td>
<td>87</td>
<td>−16</td>
<td>MODIS/OMI</td>
</tr>
</tbody>
</table>

ᵃ January–July average, polar night region excluded, anthropogenic+natural O₃.

amounts of RE in this area than the model-based estimates of RF. Our approach also produces relatively lower amounts of RE in the high latitudes during summer than in the RF of Mickley et al. (1999, 2004), indicating that those model-based RF estimates are too high.

In the SW, our high RE over southeast Asia in January is not reproduced in the RF map of Mickley et al. (1999), indicating that the cloudiness responsible for the high values is not present in their model. We find higher amounts of SW RE at middle latitudes relative to the Arctic as compared with the RF in Mickley et al. (1999) and Wong et al. (2004). This suggests that the models may not be producing enough SW RF in cloudy regions. This is particularly apparent in the north Atlantic and north Pacific as well as off the west coast of North America where there are persistent marine stratocumulus.

5 Conclusions

We have improved estimates of daily tropospheric O₃ mixing ratios in cloudy areas by using optical centroid cloud pressures (OCCP) from OMI. We derived column-mean mixing ratios that correspond to a thick tropospheric layer between the tropopause and an effective pressure that can be computed using the OMI cloud fraction and OCCP.

We have computed the present day radiative effect due to tropospheric O₃ using, to our knowledge, the most accurate daily global satellite data available to date consisting of several coincident datasets from the A-train. Our approach provides improved temporal and spatial coverage and a more detailed account of cloud effects than previous efforts that utilized satellite data exclusively.

We note that it is important to have coincident retrievals of appropriate cloud properties and tropospheric ozone. In unpolluted oceanic areas (e.g., the remote Pacific), O₃ mixing ratios inside and above clouds can be very low, leading to low values of both LW and SW RE. However, in polluted regions, O₃ mixing ratios can be relatively large inside and above clouds. This can lead to significant amounts of LW and SW RE over low lying clouds and also large amounts of SW RE in convective clouds.

Though our definition of RE is not the same as the common definition of RF used in IPCC reports, various aspects
of our satellite-derived RE may be compared with model-based RF estimates in an appropriate way. For example, our sensitivities of RE to ozone mixing ratio may be compared directly with model-based RF sensitivities; our values are somewhat higher than those reported from models. We show that satellite-derived and model-based cloud impacts are relatively consistent in the global mean net (our impact is 16% with model estimates in the range 2–22%), though the model results were highly variable in the cloud-sensitive SW. Note again that our results are reported in terms of unadjusted (instantaneous) calculations as were most of the results that we provided comparisons with.

Models capture seasonal and longitudinal variations in the RF reasonably well, though we were able to identify a few problematic regions. For example, most models do not reproduce the extent of the area of low ozone mixing ratios in the tropical Pacific.

We plan to conduct more direct model comparisons in the future. For those who are interested in using our satellite-derived tropospheric ozone directly, the data are freely available for download (contact mark.r.schoepferl@nasa.gov).

Appendix A

Chou-Suarez radiative transfer code

In the SW CS code, the spectrum is divided into 8 bands in the ultraviolet (UV) and photosynthetically active (PAR) regions with a single ozone absorption coefficient and Rayleigh scattering coefficient in each band. There are 3 bands in the SW infrared where the $k$-distribution method is employed. Ozone absorption is accounted for in nine short-wave bands. The band-mean ozone transmission function was computed as the extraterrestrial solar flux-weighted mean; the UV and PAR regions were divided into 127 narrow bands of width $\sim 0.003 \mu m$ with ozone absorption coefficients as given in WMO (1986). Similarly, a mean effective Rayleigh scattering coefficient was computed for ten of the bands. Differences between fluxes computed at high spectral-resolution and the parameterization were typically small (<2%) for ozone.

Reflection and transmission of cloud and aerosol layers are calculated using the $\delta$-Eddington approximation, and fluxes are computed with a two-stream adding model. Spectral data provided by Fu (1996) for ice clouds and Tsay et al. (1989) for water clouds are used to derive an effective band-mean single scattering albedo, extinction coefficient, and asymmetry factor.

Thermal IR calculations in the LW are divided into eight bands. In order to optimize the algorithm for both speed and accuracy, Planck-weighted flux transmittances for gaseous absorption are computed using three different approaches, dependent on the absorber and band. The $k$-distribution method with linear pressure scaling is used for water vapor bands. Pre-computed transmittance tables based on two-parameter scaling are used to compute CO$_2$ and O$_3$ absorption in 15 and 9.6 $\mu$m bands, respectively, as well as for the three strongest water vapor bands. Water vapor continuum absorption is similarly computed using a one parameter scaling approach. Differences between these parameterizations and line-by-line calculations were generally less than 1%, leading to errors much smaller than 1 W/m$^2$. O$_3$ absorption is computed only in the 9.6 $\mu$m; weaker absorption in the 14 $\mu$m spectral region is not included.

For all LW calculations, we used the so-called “high” option the CS code, which provides the highest degree of accuracy at increased computational cost. Calculations are performed in 36 fixed layers between 1000 and 0.01 hPa as specified in the GEOS-5 pressure level data. A smaller number of layers is used when the surface pressure is less than 1000 hPa.

The CS code was configured to accept profiles of cloud optical depth, effective radius, and cloud fraction separately for liquid and ice clouds. Although the code can also accept profiles of rain, this option was not exercised here. We describe how MODIS data are used with these inputs below. For LW calculations, we multiply the visible optical depth by empirical factors of 2.13 and 2.56 for ice and liquid, respectively, following Minnis et al. (1993) and Rossow and Schiffer (1999).

Although aerosols can be included in the CS code, we have not included their effects here. Non-absorbing aerosol will generally increase SW RE/RF similar to the effect of clouds. Saharan dust absorbs in the 9.6 $\mu$m band and can therefore decrease LW RE/RF. Dust can also contaminate infrared temperature retrievals or radiance assimilation if not properly accounted for (e.g., Weaver et al., 2003).

We compared RF computed with the CS code in a clear-sky mid-latitude summer case with that from several other radiative transfer (RT) codes examined in the intercomparison of Shine et al. (1994) by using their supplied profile information. The CS-computed SW tropospheric O$_3$ RF was 0.0184 W/m$^2$ which is also somewhat lower than the ensemble mean (0.022 W/m$^2$), but well within the range of results (0.017–0.031 W/m$^2$, $\sigma=0.0046$ W/m$^2$). The LW O$_3$ RF from CS (0.140 W/m$^2$) was approximately 10% less than the mean of the ensemble of RT calculations for the case where tropospheric ozone was perturbed. Note that some of the RT models include the 14 $\mu$m band while others (including CS) do not. This band contributes about 2% of the forcing in this case (Shine et al., 1994).

Differences in the LW O$_3$ RF may occur due to differences in the assumed O$_3$ absorption coefficients as well as differences in the specification of the water vapor continuum which significantly affects the computed top-of-the-atmosphere (TOA) radiances and fluxes in the 9.6 $\mu$m band (Joiner et al., 1998). CS uses the version CKD2.3 water vapor continuum model of Clough et al. (1989).
Appendix B

Sensitivity studies

Here, we perform a series of sensitivity calculations on a single day (1 July 2005).

B1 Sensitivity to cloud optical properties

In the first experiment, we found very little sensitivity of the tropospheric O$_3$ RE to the input cloud phase which determines the parameterized values of the single scattering albedo, extinction coefficient, and asymmetry factor. We similarly found little sensitivity to the cloud effective radius. Therefore, for all subsequent calculations we use the MODIS daily gridbox mean effective radius rather than averaging over its histogram or joint histogram with cloud optical thickness. If there was a successful liquid water cloud retrieval within a gridbox, regardless of whether or not there was a successful ice cloud retrieval, we use the mean effective radius of the liquid water cloud retrievals and specify the phase as water. Otherwise, we assume the cloud to be ice and use the effective radius of the ice cloud retrievals.

Our RE calculations, as expected, show a non-linear dependence on the cloud optical thickness. We examined the differences in RE computed with gridbox mean cloud optical thickness ($\tau$) versus calculations performed over the distribution of cloud optical thicknesses and then appropriately averaged using the reported histograms (full $\tau$). Although Oreopoulos et al. (2007) have shown that the full $\tau$ approach is more appropriate for calculations of cloud radiative forcing, here the differences for tropospheric O$_3$ RE were small (of the order of 0.01 W/m$^2$ or less). Mean differences over the latitude range 45°S to 45°N are small (<0.003 W/m$^2$ with $\sigma < 0.025$ W/m$^2$) in both the LW and diurnally-averaged SW. All results shown here use the $\tau$ formulation.

B2 Sensitivity to cloud vertical structure

We compared two different methods of vertically distributing the total cloud optical thickness: (1) Cloud distributed over a 100 hPa layer centered at the lesser of the OMI optical centroid cloud pressure (OCCP) or the surface pressure minus 50 hPa 2) Cloud distributed over a 100 hPa layer with the top specified as the MODIS cloud-top pressure. As expected, differences in both the LW and SW have spatial patterns similar to the differences between the OMI OCCP and the MODIS cloud-top pressure shown in Fig. 4 with larger magnitudes in areas of high O$_3$ mixing ratios.

There are differences in the SW local RE of ~50% in regions of heavy convective cloud cover where the ozone mixing ratios are high. Comparable but slightly larger differences (in terms of percent) occur in the LW RE. Averaged globally, RE is ~8% and 12% less when using the cloud-top pressure as compared with the OCCP for the LW and SW, respectively.

Here, we use the MODIS cloud top pressure for LW RE calculations. In the LW, TOA radiances saturate as the visible optical depth reaches values of ~4. For deep convective clouds, the appropriate pressure would be close to the cloud top pressure (see e.g., Ziemke et al., 2009). However, the use of the cloud top pressure for LW RE calculations will produce an underestimate if the optical depth of the upper cloud deck is less than about 4.

We use the OMI OCCP for SW RE calculations as it more accurately accounts for O$_3$ absorption in cloudy conditions (Ziemke et al., 2009). Note that enhanced SW absorption can occur in the presence of multiple cloud layers, particularly at low solar zenith angles and when the optical depth of the upper cloud deck is less than about 10. The use of the OMI OCCP accounts for this effect because the retrieved cloud pressure increases when enhanced absorption/scattering occurs (Vasilkov et al., 2008), though there will likely be a small residual error in a full flux calculation because the cloud pressure was derived at a particular viewing geometry.

B3 Sensitivity to O$_3$ profile

Here, we examine the sensitivity to the assumed O$_3$ distribution by computing the difference in LW RE using a profile from the GMI combo model as above and assuming a uniform mixing ratio. Both calculations use the satellite-derived tropospheric O$_3$ column amount between the tropopause and the effective pressure. The differences for January and July 2005, shown in Fig. B1, are significant and average approximately 25% globally. There is also significant spatial variation in the sensitivity.

B4 Sensitivity to tropopause definition

The tropopause pressure affects the calculation of the tropospheric mixing ratio from Eq. (2) in two ways: The denominator (the pressure difference between the surface/cloud and tropopause) is larger for the lapse-rate tropopause and results in lower mixing ratios. However, the residual tropospheric column amount in the numerator will be larger for the higher lapse-rate tropopause. The latter effect dominates as derived column-mean mixing ratios are generally higher with the lapse rate definition.

The SW O$_3$ RE depends primarily on the tropospheric column amount, which is nearly always larger for the lapse-rate tropopause definition. The global mean difference in computed SW RE using the two tropopause definitions (lapse-rate – PV) was 6% with maximum differences of ~70-90% in narrow regions where the tropopause gradient is steep.

The LW forcing is more sensitive to ozone and temperature profiles in the vicinity of the tropopause where the gradient of the net flux is large. The differences in LW O$_3$ RE are
resulting from different tropopause definitions are both positive and negative. Similar to the SW results, the global mean LW difference is $\sim 6\%$ with local differences in the range $\sim \pm 70$–90$. An example of the daily mapped difference in the LW and SW RE in terms of W/m$^2$ resulting from the different tropopause definitions is shown in Fig. B2.
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