Abstract—Reinforcement learning (RL) is a valuable learning method when the systems require a selection of control actions whose consequences emerge over long periods for which input–output data are not available. In most combinations of fuzzy systems and RL, the environment is considered to be deterministic. In many problems, however, the consequence of an action may be uncertain or stochastic in nature. In this paper, we propose a novel RL approach to combine the universal-function-approximation capability of fuzzy systems with consideration of probability distributions over possible consequences of an action. The proposed generalized probabilistic fuzzy RL (GPFRL) method is a modified version of the actor–critic (AC) learning architecture. The learning is enhanced by the introduction of a probability measure into the learning structure, where an incremental gradient–descent weight–updating algorithm provides convergence. Our results show that the proposed approach is robust under probabilistic uncertainty while also having an enhanced learning speed and good overall performance.
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I. INTRODUCTION

Learning agents can tackle problems where preprogrammed solutions are difficult or impossible to design. Depending on the level of available information, learning agents can apply one or more types of learning, such as unsupervised or supervised learning. Unsupervised learning is suitable when target information is not available and the agent tries to form a model based on clustering or association among data. Supervised learning is much more powerful, but it requires the knowledge of output patterns corresponding to input data. In dynamic environments, where the outcome of an action is not immediately known and is subject to change, correct target data may not be available at the moment of learning, which implies that supervised approaches cannot be applied. In these environments, reward information, which may be available only sparsely, may be the best signal that an agent receives. For such systems, reinforcement learning (RL) has proven to be a more appropriate method than supervised or unsupervised methods when the systems require a selection of control actions whose consequences emerge over long periods for which input–output data are not available.

An RL problem can be defined as a decision process where the agent learns how to select an action based on feedback from the environment. It can be said that the agent learns a policy that maps states of the environment into actions. Often, the RL agent must learn a value function, which is an estimate of the appropriateness of a control action given the observed state. In many applications, the value function that needs to be learned can be rather complex. It is then usual to use general function approximators, such as neural networks and fuzzy systems to approximate the value function. This approach has been the start of extensive research on fuzzy and neural RL controllers. In this paper, our focus is on fuzzy RL controllers.

In most combinations of fuzzy systems and RL, the environment is considered to be deterministic, where the rewards are known, and the consequences of an action are well-defined. In many problems, however, the consequence of an action may be uncertain or stochastic in nature. In that case, the agent deals with environments where the exact nature of the choices is unknown, or it is difficult to foresee the consequences or outcomes of events with certainty. Furthermore, an agent cannot simply assume what the world is like and take an action according to those assumptions. Instead, it needs to consider multiple possible contingencies and their likelihood. In order to handle this key problem, instead of predicting how the system will respond to a certain action, a more appropriate approach is to predict a system probability of response [1].

In this paper, we propose a novel RL approach to combine the universal-function-approximation capability of fuzzy systems with consideration of probability distributions over possible consequences of an action. In this way, we seek to exploit the advantages of both fuzzy systems and probabilistic systems, where the fuzzy RL controller can take into account the probabilistic uncertainty of the environment.

The proposed generalized probabilistic fuzzy RL (GPFRL) method is a modified version of the actor–critic (AC) learning architecture, where uncertainty handling is enhanced by the introduction of a probabilistic term into the actor and critic learning, enabling the actor to effectively define an input–output mapping by learning the probabilities of success of performing each of the possible output actions. In addition, the final output of the system is evaluated considering a weighted average of all possible actions and their probabilities.

The introduction of the probabilistic stage in the controller adds robustness against uncertainties and allows the possibility...
of setting a level of acceptance for each action, providing flexibility to the system while incorporating the capability of supporting multiple outputs. In the present work, the transition function of the classic AC is replaced by a probability distribution function. This is an important modification, which enables us to capture the uncertainty in the world, when the world is either complex or stochastic. By using a fuzzy set approach, the system is able to accept multiple continuous inputs and to generate continuous actions, rather than discrete actions, as in traditional RL schemes. GPFRL not only handles the uncertainty in the input states but also has a superior performance in comparison with similar fuzzy-RL models.

The remainder of the paper is organized as follows. In Section II, we discuss related previous work. Our proposed architecture for GPFRL is discussed in Section III. GPFRL learning is considered in Section IV. In Section V, we discuss three examples that illustrate various aspects of the proposed approach. Finally, conclusions are given in Section VI.

II. RELATED WORK

Over the past few years, various RL schemes have been developed, either by designing new learning methods [2] or by developing new hybrid architectures that combine RL with other systems, like neural networks and fuzzy logic. Some early approaches include the work given in [3], where a box system is used for the purpose of describing a system state based on its input variables, which the agent was able to use to decide an appropriate action to take. The previously described system (which is called “box system”) uses a discrete input, where the system is described as a number that represents the corresponding input state.

A better approach considers a continuous system characterization, like in [4], whose algorithm is based on the adaptive heuristic critic (AHC), but with the addition of continuous inputs, by ways of a two-layer neural network. The use of continuous inputs, is an improvement over the work given in [3], but the performance in its learning time was still poor. Later, Berenji and Khedkar [5] introduced the generalized approximate-reasoning-based intelligent controller (GARIC), which uses of structure learning in its architecture, thereby further reducing the learning time.

Another interesting approach was proposed by Lee [6] that uses neural networks and approximate reasoning theory, but an important drawback in Lee’s architecture is its inability to work as a standalone controller (without the learning structure). Lin and Lee developed two approaches: a reinforcement neural-network-based fuzzy-logic control system (RNN-FLCS) [7] and a reinforcement neural fuzzy-control network (RNFCN) [8]. Both were endowed with structure- and parameter-learning capabilities. Zarandi et al. proposed a generalized RL fuzzy controller (GRLFC) method [9] that was able to handle vagueness on its inputs but overlooked the handling of ambiguity, which is an important component of uncertainty. Additionally, its structure became complex by using two independent Fuzzy Inference Systems (FIS).

Several other (mainly model-free) fuzzy-RL algorithms have been proposed, which are based mostly on Q-learning [10]–[13] or AC techniques [10], [11]. Lin and Lin developed RL strategy based on fuzzy-adaptive-learning control network (FALCON-RL) method [12], Jouffe’s fuzzy-AC-learning (FACL) method [10], Lin’s RL-adaptive fuzzy-controller (RLAFC) method [11], and Wang’s fuzzy AC RL network (FACRLN) method [14]. However, most of these algorithms fail to provide a way to handle real-world uncertainty.

III. GENERALIZED PROBABILISTIC FUZZY REINFORCEMENT LEARNING ARCHITECTURE

A. Actor–Critic

AC methods are a special case of temporal-difference (TD) methods [3], which are formed by two structures. The actor is a separate memory structure to explicitly represent the control policy, which is independent of the value function, whose function is to select the best control actions. The critic has the task to estimate the value function, and it is called that way because it criticizes the control actions made by the actor. TD error depends also on the reward signal obtained from the environment as a result of the control action. Fig. 1 shows the AC configuration, where $r$ represents the reward signal, $\bar{r}$ is the internal enhanced reinforcement signal, and $a$ is the selected action for the current system state.

B. Probabilistic Fuzzy Logic

Probabilistic modeling has proven to be a useful tool in many engineering fields to handle random uncertainties, such as in finance markets [13], and in engineering fields, such as robotic control systems [15], power systems [16], and signal processing [17]. As probabilistic methods and fuzzy techniques are complementary to process uncertainties [18], [19], it is a valuable job to endow the FLS with probabilistic features. The integration of probability theory and fuzzy logic has also been studied in [20].
PFL systems work in a similar way as regular fuzzy-logic systems and encompass all their parts: fuzzification, aggregation, inference, and defuzzification; however, they incorporate probabilistic modeling, which improve the stochastic modeling capability like in [21], who applied it to solve a function-approximation problem and a control robotic system, showing a better performance than an ordinary FLS under stochastic circumstances. Other PFS applications include classification problems [22] and financial markets analysis [1].

In GPFFRL, after an action \( \alpha_k \in A = \{a_1, a_2, \ldots, a_n\} \), is executed by the system, the learning agent performs a new observation of the system. This observation is composed by a vector of inputs that inform the agent about external or internal conditions that can have a direct impact on the outcome of a selected action. These inputs are then processed using Gaussian-membership functions according to

\[
\begin{align*}
\text{Left shoulder: } & \mu_L^i(t) = \begin{cases} 1, & \text{if } x_i \leq c^L, \\ e^{-(1/2)((x_i(t)-c^L)/\sigma^L)^2}, & \text{otherwise} \end{cases} \\
\text{Center MFs: } & \mu_C^i(t) = e^{-(1/2)((x_i(t)-c^C)/\sigma^C)^2} \\
\text{Right shoulder: } & \mu_R^i(t) = \begin{cases} e^{-(1/2)((x_i(t)-c^R)/\sigma^R)^2}, & \text{if } x_i \leq c^R, \\ 1, & \text{otherwise} \end{cases}
\end{align*}
\]

(1)

where \( \mu_{L,C,R}^i \) is the firing strength of input \( x_i, i = \{1, 2, \ldots, l\} \) is the input number, \( L, C, \) and \( R \) specify the type of membership function used to evaluate each input, \( x_i \), is the normalized value of input \( i \), \( c^{L,C,R} \) is the center value of the Gaussian-membership function, and \( \sigma^{L,C,R} \) is the standard deviation for the corresponding membership function.

We consider a PFL system composed of a set of following rules.

\( R_j \): If \( x_1 \) is \( X_1^h \), \( \ldots \), \( x_i \) is \( X_i^h \), and \( x_l \) is \( X_l^h \), then \( y \) is \( a_1 \) with a probability of success of \( \rho_{j1} \), \( \ldots \), \( a_k \) with a probability of success of \( \rho_{jk} \), and \( a_n \) with a probability of success of \( \rho_{jn} \), where \( R_j \) is the \( j \)th rule of the rule base, \( X_i^h \) is the \( h \)th linguistic value for input \( i \), and \( h = \{1, 2, \ldots, q_i\} \), where \( q_i \) is the total number of membership functions for input \( x_i \). Variable \( y \) denotes the output of the system, and \( a_k \) is a possible value for \( y \), with \( k = \{1, 2, \ldots, n\} \) being the action number and \( n \) being the total number of possible actions that can be executed. The probability of this action to be successful is \( \rho_{jk} \), where \( j = \{1, 2, \ldots, m\} \) is the rule number, and \( m \) is the total number of rules. These success probabilities \( \rho_{jk} \) are the normalization of the s-shaped weights of the actor, evaluated at time step \( t \), and are defined by

\[
\rho_{jk}(t) = \frac{S[w_{jk}(t)]}{\sum_{k=1}^n S[w_{jk}(t)]}
\]

(2)

where \( S[w_{jk}(t)] \) is an s-shaped function given by

\[
S[w_{jk}(t)] = \frac{1}{1 - e^{-w_{jk}(t)}}
\]

(3)

and \( w_{jk}(t) \) is a real-valued weight that maps rule \( j \) with action \( k \) at a time step \( t \). The FIS structure can be seen in Fig. 2.

Choosing an action merely considering \( P_k(t) \) will lead to an exploiting behavior. In order to create a balance, Lee [6] suggested the addition of a noise signal with mean zero and a Gaussian distribution. The use of this signal will force the system into an explorative behavior, where different from optimum actions are selected for all states; thus, a more accurate input–output mapping is created at the cost of learning speed. In order to maximize both accuracy and learning speed, an enhanced noise signal is proposed. This new signal is generated by a stochastic noise generator defined by

\[
\eta_k = N(0, \sigma_k)
\]

(5)

where \( N \) is a random-number-generator function with a Gaussian distribution, mean zero, and a standard deviation \( \sigma_k \), which is defined as follows:

\[
\sigma_k = \frac{1}{1 + e^{(2p_k(t))}}
\]

(6)

The stochastic noise generator uses the prediction of eventual reinforcement \( p_k(t) \), as shown in (11), as a damping factor in order to compute a new standard deviation. The result is a noise signal, which is more influential at the beginning of the runs, boosting exploration, but quickly becomes less influential as the agent learns, thereby leaving the system with its default exploitation behavior.

The final output will be a weighted combination of all actions and their probabilities, as shown in (7), where \( \vec{a} \) is a vector of them using a weighted average, where \( M_j \) are all the consequents of the rules, and \( P_k(t) \) is the probability of success of executing action \( \alpha_k \) at time step \( t \), which is defined as follows:

\[
P_k(t) = \frac{\sum_{j=1}^m M_j(t) \cdot \rho_{jk}(t)}{\sum_{j=1}^m M_j(t)}.
\]

(4)
the final outputs

$$\bar{a} = \sum_{k=1}^{n} A_k \times (P_k + \eta_k)$$ (7)

IV. GENERALIZED PROBABILISTIC FUZZY REINFORCEMENT LEARNING

The learning process of a GPFRL is based on an AC RL scheme, where the actor learns the policy function, and the critic learns the value function using the TD method simultaneously. This makes possible to focus on online performance, which involves finding a balance between exploration (of uncharted environment) and exploitation (of the current knowledge).

Formally, the basic RL model consists of the following:
1) a set of environment state observations \( O \);
2) a set of actions \( A \);
3) a set of scalar “rewards” \( r \).

In this model, an agent interacts with a stochastic environment at a discrete, low-level time scale. At each discrete time step \( t \), the environment acquires a set of inputs \( x_t \in X \) and generates an observation \( o(t) \) of the environment. Then, the agent performs and action, which is the result of the weighted combination of all the possible actions \( a_k \in A \), where \( A \) is a discrete set of actions. The action and observation events occur in sequence, \( o(t), a(t), o(t + 1), a(t + 1), \ldots \). This succession of actions and observations will be called experience. In this sequence, each event depends only on those preceding it.

The goal in solving a Markov decision process is to find a way of behaving, or policy, which yields a maximal reward [23]. Formally, a policy is defined as a probability distribution for picking actions in each state. For any policy \( \pi : s \times A \rightarrow [0, 1] \) and any state \( s \in S \), the value function of \( \pi \) for state \( s \) is defined as the expected infinite-horizon discounted return from \( s \), given that the agent behaves according to \( \pi \)

$$V^\pi(s) = E^\pi \{ r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots | s_t = s \}$$ (8)

where \( \gamma \) is a factor between 0 and 1 used to discount future rewards. The objective is to find an optimal policy, \( \pi^* \), which maximizes the value \( V^\pi(s) \) of each state \( s \). The optimal value function, i.e., \( V^* \), is the unique value function corresponding to any optimal policy.

RL typically requires an unambiguous representation of states and actions and the existence of a scalar reward function. For a given state, the most traditional of these implementations would take an action, observe a reward, update the value function, and select, as the new control output, the action with the highest expected value in each state (for a greedy-policy evaluation). The updating of the value function is repeated until convergence is achieved. This procedure is usually summarized under policy improvement iterations.

The parameter learning of the GPFRL system includes two parts: the actor-parameter learning and the critic-parameter learning. One feature of the AC learning is that the learning of these two parameters is executed simultaneously.

Given a performance measurement \( Q(t) \), and a minimum desirable performance \( Q_{\text{min}} \), we define the external reinforcement signal \( r \) as follows:

$$r = \begin{cases} 0 & \forall Q(t) \geq Q_{\text{min}} > 0 \\ -1 & \forall 0 \leq Q(t) < Q_{\text{min}}. \end{cases}$$ (9)

The internal reinforcement, i.e., \( \bar{r} \), which is expressed in (10), is calculated using the TD of the value function between successive time steps and the external reinforcement

$$\bar{r}_k(t) = r(t) + \gamma p_k(t) - p_k(t - 1)$$ (10)

where \( \gamma \) is the discount factor used to determine the proportion of the delay to the future rewards, and the value function \( p_k(t) \) is the prediction of eventual reinforcement for action \( a_k \) and is defined as

$$p_k(t) = \sum_{j=1}^{m} M_j(t) \cdot v_{jk}(t)$$ (11)

where \( v_{jk} \) is the critic weight of the \( j \)th rule, which is described by (13).

A. Critic Learning

The goal of RL is to adjust correlated parameters in order to maximize the cumulative sum of the future rewards. The role of the critic is to estimate the value function of the policy followed by the actor. The TD error, is the TD of the value function between successive states. The goal of the learning agent is to train the critic to minimize the error-performance index, which is the squared TD error \( E_k(t) \), and is described as follows:

$$E_k(t) = \frac{1}{2} \bar{r}_k^2(t).$$ (12)

Gradient–descent methods are among the most widely used of all function-approximation methods and are particularly well-suited to RL [24] due to its guaranteed convergence to a local optimum under the usual stochastic approximation conditions. In fact, gradient-based TD learning algorithms that minimizes the error-performance index has been proved convergent in general settings that includes both on-policy and off-policy learning [25].

Based on the TD error-performance index (12), the weights \( v_{jk} \) of the critic are updated according to equations (13)–(19) through a gradient–descent method and the chain rule [26]

$$v_{jk}(t + 1) = v_{jk}(t) - \beta \frac{\partial E_k(t)}{\partial v_{jk}(t)}.$$ (13)

In (13), \( 0 < \beta < 1 \) is the learning rate, \( E_k(t) \) is the error-performance index, and \( v_{jk} \) is the vector of the critic weights.
Rewriting (13) using the chain rule, we have

\[ v_{jk} (t + 1) = v_{jk} (t) - \beta \frac{\partial E_k (t)}{\partial r_k (t)} \cdot \frac{\partial r_k (t)}{\partial p_k (t)} \cdot \frac{\partial p_k (t)}{\partial v_{jk} (t)} \]  

(14)

\[ \frac{\partial E_k (t)}{\partial r_k (t)} = \tilde{r}_k (t) \]  

(15)

\[ \frac{\partial r_k (t)}{\partial p_k (t)} = \gamma \]  

(16)

\[ \frac{\partial p_k (t)}{\partial v_{jk} (t)} = M_j (t) \]  

(17)

\[ v_{jk} (t + 1) = v_{jk} (t) - \beta \gamma \tilde{r}_k (t) \cdot M_j (t) \]  

(18)

\[ v_{jk} (t + 1) = v_{jk} (t) - \beta' \tilde{r}_k (t) \cdot M_j (t) \]  

(19)

In (19), \( 0 < \beta' < 1 \) is the new critic learning rate.

B. Actor Learning

The main goal of the actor is to find a mapping between the input and the output of the system that maximizes the performance of the system by maximizing the total expected reward. We can express the actor value function \( \lambda_k (t) \) according to

\[ \lambda_k (t) = \sum_{j=1}^{m} M_j (t) \cdot \rho_{jk} (t). \]  

(20)

Equation (20) represents a component of a mapping from an \( m \)-dimensional input state derived from \( x (t) \in \mathbb{R}^m \) to a \( n \)-dimensional state \( \delta_k \in \mathbb{R}^n \).

Then, we can express the performance function \( F_k (t) \) as

\[ F_k (t) = \lambda_k (t) - \lambda_k (t - 1). \]  

(21)

Using the gradient–descent method, we define the actor-weight-updating rule as follows:

\[ w_{jk} (t + 1) = w_{jk} (t) - \alpha \frac{\partial F_k (t)}{\partial w_{jk} (t)} \]  

(22)

where \( 0 < \alpha < 1 \) is a positive constant that specifies the learning rate of the weight \( w_{jk} \). Then, applying the chain rule to (22), we have

\[ \frac{\partial F_k (t)}{\partial w_{jk} (t)} = \frac{\partial F_k (t)}{\partial \lambda_k (t)} \cdot \frac{\partial \lambda_k (t)}{\partial p_{jk} (t)} \cdot \frac{\partial p_{jk} (t)}{\partial w_{jk} (t)} \]  

(23)

\[ \frac{\partial F_k (t)}{\partial w_{jk} (t)} = M_j (t) \cdot \rho_{jk}^2 (t) \cdot e^{-w_{jk} (t)} \times [\rho_{jk} (t) - 1] \cdot \sum_{j=1}^{m} S [w_{jk} (t)]. \]  

(24)

Hence, we obtain

\[ w_{jk} (t + 1) = w_{jk} (t) - \alpha \cdot M_j (t) \cdot \rho_{jk}^2 (t) \times e^{-w_{jk} (t)} \cdot [\rho_{jk} (t) - 1] \cdot \sum_{j=1}^{m} S [w_{jk} (t)] \]  

(25)

Equation (25) represents the generalized weight-update rule, where \( 0 < \alpha < 1 \) is the learning rate.

V. Experiments

In this section, we consider a number examples regarding our proposed RL approach. First, we consider the control of a simulated cart–pole system. Second, we consider the control of a dc motor. Third, we consider a complex control problem for mobile–robot navigation.

A. Cart–Pole Balancing Problem

In order to assess the performance of our approach, we use a cart–pole balancing system. This model was used to compare GPFRL (for both discrete and continuous actions) to the original AHC [3], and other related RL methods.

For this case, the membership functions (i.e., centers and standard deviations) and the actions are preselected. The task of the learning algorithm is to learn the probabilities of success of performing each action for every system state.

1) System Description: The cart–pole system, as depicted in Fig. 3, is often used as an example of inherently unstable and dynamic systems to demonstrate both modern and classic control techniques, as well as the learning control techniques of neural networks using supervised learning methods or RL methods. In this problem, a pole is attached to a cart that moves along one dimension. The control tasks is to train the GPFRL to determine the sequence of forces and magnitudes to apply to the cart in order to keep the pole vertically balanced and the cart within the track boundaries for as long as possible without failure. Four state variables are used to describe the system status, and one variable represents the force applied to the cart. These are the displacement \( x \) and velocity \( \dot{x} \) of the cart and the angular displacement \( \theta \) and its angular speed \( \dot{\theta} \). The action is the force \( f \) to be applied to the cart. A failure occurs when \( |\theta| \geq 12^\circ \) or \( |x| \geq 2.4 \text{ m} \). The success is when the pole stays within both these ranges for at least 500 000 time steps.

The dynamics of the cart–pole system are modeled as in (26)–(29), shown at the bottom of the next page, where \( g \) is the acceleration due to gravity, \( m_c \) is the mass of the cart, \( m \) is the mass of the pole, \( l \) is the half-pole length, \( \mu_c \) is the coefficient of friction of the cart on track, and \( \mu_p \) is the coefficient of friction of the pole on the cart. The values used are the same as the ones used in [3], which are as follows.

1) \( g = -9.8 \text{ m/s}^2 \) is the acceleration due to the gravity.
2) \( m_c = 1 \text{ kg} \) is the mass of the cart.
3) \( m = 0.1 \text{ kg} \) is the mass of the pole.
4) \( l = 0.5 \text{ m} \) is the half-pole length.
5) \( \mu_c = 0.0005 \) is the coefficient of friction of the cart on the track.
6) \( \mu_p = 0.000002 \) is the coefficient of friction of the pole on the cart.

These equations were simulated by the Euler method using a time step of 20 ms (50 Hz).

One of the important strengths of the proposed model is its capability of capturing and dealing with the uncertainty in the state of the system. In our particular experiment with the cart–pole problem, this may be caused by uncertainty in sensor readings and the nonlinearity inherent to the system.

To avoid the problem generated by \( \dot{x} = 0 \) in the simulation study, we use (30), as described in [27]

\[
f = \begin{cases} 
\mu N \text{sgn} (\dot{x}), & \dot{x} \neq 0 \\
\mu N \text{sgn} (F_x), & \dot{x} = 0.
\end{cases}
\]

(30)

Table I shows the selected parameters for our experiments, where \( \alpha \) is the actor learning rate, \( \beta \) is the critic learning rate, \( \tau \) is the time step in seconds, and \( \gamma \) is the TD discount factor. The learning rates were selected based on a sequence of experiments as shown in the next section. The time step is selected to be equal to the standard learning rate used in similar studies, and the discount factor was selected based on the basic criteria that for values of \( \gamma \) close to zero. The system is almost only concerned with the immediate consequences of its action. For values approaching one, future consequences become a more important factor in determining optimal actions. In RL, we are more concerned in the long-term consequences of the actions; therefore, the selected value for \( \gamma \) is chosen to be 0.98.

2) Results: Table II shows the probabilities of success of applying a positive force to the cart for each system state. The probability values that are shown in Table II are the values obtained after a complete learning run. It can be observed that values close to 50% are barely “visited” system states that can ultimately be excluded, which reduces the number of fuzzy rules. This can also be controlled by manipulating the value of the stochastic noise generator, which can be set either to force an exploration behavior, increase the learning time, or force an exploitation behavior, which will ensure a fast convergence, but will result in fewer states being visited or “explored.”

We used the pole balancing problem with the only purpose of comparing our GPRL approach to other RL methods. Sutton and Barto [3] proposed an AC learning method, which is called AHC, and was based on two single-layer neural networks aimed to control an inverted pendulum by performing a discretization of a 4-D continuous input space, using a partition of these variables with no overlapping regions and with not any generalization between subspaces. Each of these regions constitutes a box, and a Boolean vector indicates in which box the system is. Based on this principle, the parameters that model the functions are simply stored in an associated vector, thereby providing a weighting scheme. For large and continuous state spaces, this representation is intractable (curse of dimensionality). Therefore, some form of generalization must be incorporated in the state representation. AHC algorithms are good at tackling credit-assignment problems by making use of the critic and eligibility traces. In this approach, correlations between state variables were difficult to embody into the algorithm, the control structure was excessively complex, and suitable results for complex and uncertain systems could not be obtained.

Anderson [4] further realized the balancing control for an inverted pendulum under a nondiscrete state by an AHC algorithm, which is based on two feed-forward neural networks. In this work, Anderson proposed a divided state space into finite numbers of subspaces with no generalization between subspaces. Therefore, for complex, and uncertain systems a suitable division results could not be obtained, correlations between state variables were difficult to embody into the algorithm, the control structure was excessively complex, and the learning process took too many trials for learning.

Lee [6] proposed a self-learning rule-based controller, which is a direct extension of the AHC described in [3] using a fuzzy

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>45.0</td>
<td>0.000002</td>
<td>0.98</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \hat{\theta} )</th>
<th>( \ddot{x} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\theta} = \frac{g \sin \theta + \cos \theta \left[ (-f - ml \dddot{\theta} \sin \theta + \mu_c \text{sgn} (\dot{x}) / (m_e + m) \right] - (\mu_p \dot{\theta} / ml)}{l \left[ (4/3) - \left( m \cos^2 \theta / (m_e + m) \right) \right]} )</td>
<td>( \ddot{x} = \frac{f + ml \left[ \dddot{\theta} \sin \theta - \ddot{\theta} \cos \theta \right] - \mu_c \text{sgn} (\dot{x})}{m_e + m} )</td>
</tr>
</tbody>
</table>

(26)  
(27)

\[ \theta (t + 1) = \theta (t) + \Delta \dot{\theta} (t) \]  
\[ x (t + 1) = x (t) + \Delta \dot{x} (t) \]  
(28)  
(29)
partition rather than the box system to code the state and two single-layer neural networks. Lee’s approach is capable of working on both continues inputs (i.e., states) and outputs (i.e., actions). However, the main drawback of this implementation is that as a difference with the classic implementation in which the weight-updating process act as a quality modification due to the bang–bang action characteristic (the resulting action is only determined by the sign of the weight), in Lee’s, it acts as an action modificator. The internal reinforcement is only able to inform about the improvement of the performance, which is not informative enough to allow an action modification.

The GARIC architecture [5] is an extension of ARIC [28], and is a learning method based on AHC. It is used to tune the linguistic label values of the fuzzy-controller rule base. This rule base is previously designed manually or with another automatic method. The critic is implemented with a neural network and the actor is actually an implementation of a fuzzy-inference system (FIS). The critic learning is classical, but the actor learning, like the one by Lee [6], acts directly on action magnitudes. Then, GARIC-Q [29] extends GARIC to derive a better controller using a competition between a society of agents (operating by GARIC), each including a rule base, and at the top level, it uses fuzzy Q-learning (FQL) to select the best agent at each step. GARIC belong to a category of off-line training systems (a dataset is required beforehand). Moreover, they do not have a capability of structure learning and it needs a large number of trials to be tuned. A few years later, Zarandi et al. [9] modified this approach in order to handle vagueness in the control states. This new approach shows an improvement in the learning speed, but did not solve the main drawbacks of the GARIC architecture. While the approach presented by Zarandi et al. [9] is able to handle vagueness on the input states, it fails to generalize it in order to handle uncertainty.

In supervised learning, precise training is usually not available and is expensive. To overcome this problem, Lin and Lee [30], [31] proposed an RNN-FLCS, which consists of two fuzzy neural networks (FNNs); one performs a fuzzy-neural controller (i.e., actor), and the other stands for a fuzzy-neural evaluator (i.e., critic). Moreover, the evaluator network provides internal reinforcement signals to the action network to reduce the uncertainty faced by the latter network. In this scheme, using two networks makes the scheme relatively complex and its computational demand heavy. The RNN-FLCS can find proper linguistic label values of the fuzzy-controller rule base. This rule base is previously designed manually or with another automatic method. It also presents the highest number of fuzzy rules of our studies and a very complex structure.

In order to solve the curse of the dimensionality problem, Wang et al. [14] proposed a new FACRLN based on a fuzzy-radial basis function (FRBF) neural network. The FACRLN used a four-layer FRBF neural network that is used to approximate both the action value function of the actor and the state-value function of the critic simultaneously. Moreover, the FRBF network is able to adjust its structure and parameters in an adaptive way according to the complexity of the task and the progress in learning. While the FACRLN architecture shows an excellent learning rate, it fails to capture and handle the system input uncertainties while presenting a very complex structure.

The detailed comparison is presented in Table III, from which we see that our GPFRRL system required the smallest number of trials and had the least angular deviation. The data presented in Table III has been extracted from the referenced publications. Fields where information was not available are marked as N/I, and fields with information not applicable are marked as N/A.

For this experiment, 100 runs were performed with a run ending when a successful input/output mapping was found or a failure occurred. A failure run is said to occur if no successful controller is found after 500 trials. The number of pole balance trials was measured for each run and their statistical results are shown in Fig. 4. The minimum and the maximum number of trials over these 100 runs were 2 and 10, and the average number of trials was 3.33 with only four runs failing to learn. It is also to be noted that there are 59 runs that took between three and four trials in order to correctly learn the probability values of the GPFRRL controller.

In order to select an appropriate value for the learning rate, a value that minimizes the number of trials required for learning but, at the same time, minimizes the number of no-learning runs (a run in which the system executed 100 or more trials...
TABLE III
LEARNING METHOD COMPARISON ON THE CART–POLE PROBLEM

<table>
<thead>
<tr>
<th>Learning method</th>
<th>Continuous states</th>
<th>Continuous actions</th>
<th>A priori knowledge</th>
<th>Number of fuzzy rules</th>
<th>Structure learning</th>
<th>Number of trials</th>
<th>Angular deviation (deg)</th>
<th>Uncertainty and risk handling</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHF [3]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>No</td>
<td>75</td>
<td>4</td>
<td>No</td>
</tr>
<tr>
<td>Anderson [7]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>No</td>
<td>8000</td>
<td>N/I</td>
<td>No</td>
</tr>
<tr>
<td>Lee’s [8]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td>Yes</td>
<td>8</td>
<td>N/I</td>
<td>No</td>
</tr>
<tr>
<td>GARIC [2]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>13</td>
<td>No</td>
<td>300</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>RNN-FLCS [9]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>35</td>
<td>Yes</td>
<td>10</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>FALCON-RL [5], [14]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>10</td>
<td>Yes</td>
<td>15</td>
<td>0.5</td>
<td>No</td>
</tr>
<tr>
<td>FACL [12]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>54</td>
<td>Yes</td>
<td>3.7</td>
<td>N/I</td>
<td>No</td>
</tr>
<tr>
<td>RLAF [13]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>81</td>
<td>No</td>
<td>1</td>
<td>N/I</td>
<td>No</td>
</tr>
<tr>
<td>FACRLN [5]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>11</td>
<td>Yes</td>
<td>8.68</td>
<td>1.5</td>
<td>No</td>
</tr>
<tr>
<td>RNFCN [10]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>15</td>
<td>Yes</td>
<td>10</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>GRLFC [11]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>23</td>
<td>No</td>
<td>3.35</td>
<td>N/I</td>
<td>No</td>
</tr>
<tr>
<td>GPERL</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>16</td>
<td>No</td>
<td>3.33</td>
<td>0.4</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Fig. 4. Trials distribution over 100 runs.

Fig. 5. Actor learning rate; alpha versus number of failed runs.

Fig. 6. Actor learning rate; alpha versus number of trials for learning.

Fig. 7. Critic learning rate; beta versus number of failed runs.

Fig. 8. Critic learning rate; beta versus number of trials for learning.

without success), a set of tests were performed and their results are depicted in Figs. 5–8. In there graphs, the solid black line represents the actual results, while the dashed line is a second-order polynomial trend line. In Figs. 5 and 6, it can be observed that the value of alpha does not have a direct impact on the number of failed runs (which is in average 10%). It has, however, more impact on the learning speed, where there is no significance increase on the learning speed for a value higher than 45. For these tests, the program executed the learning algorithm 22 times, each time consisting of 100 runs, from which the average was taken.

For the second set of tests, the values of beta were changed (see Figs. 7 and 8) while keeping alpha at 45. It can be observed that there is no significant change in the amount of failed runs for beta values under 0.000032. With beta values over this, the number of nonlearning runs increases quickly. Contrarily, for values of beta below 0.000032, there is no major increase on the learning rate.

The results of one of the successful runs are shown in Figs. 9–12, where the cart position, i.e., \( x \) (see Fig. 9), the pole angle, i.e., \( \theta \) (see Fig. 10), the control force, i.e., \( f \) (see Fig. 11), and the stochastic noise, i.e., \( \eta \) (see Fig. 12) are presented.

Fig. 9 depicts the cart position in meters over the first 600 s of a run, after the system has learned an appropriate policy. It can be observed that the cart remains within the required boundaries with an offset of approximately –0.8 m as the system is expected to learn how to keep the cart within a range and not to set it at a determinate position.

Fig. 10 shows the pole angle in degrees, which is captured in the last trial of a successful run. The average peak-to-peak
angle was calculated to be around 0.4°, thus outperforming the performance of previous works. In addition, it can be noted that this value oscillates around an angle of 0°, as this can be considered the most-stable position due to the effect of gravity. Therefore, it can be said that the system successfully learns how to keep the pole around this value.

Fig. 11 shows the generated forces that push the cart in either direction. This generated force is a continuous value that ranges from 0 to 10 and is a function of the combined probability of success for each visited state. As expected, this force is thrilled around 0, thus resulting in no average motion of the cart in either direction and, thus, keeping it within the required boundaries.

Finally, Fig. 12 shows the stochastically generated noise, which is used to add exploration/exploitation behavior to the system. This noise is generated by the stochastic noise generator described by (5) and (6). In this case, a small average value indicates that preference is given to exploitation rather than exploration behavior, as expected at the end of a learning trial. The range of the generated noise depends on the value of the standard deviation $\sigma_k$, which varies over the learning phase, thus giving a higher priority to exploration at the beginning of the learning and an increased priority to exploitation as the value of the prediction of eventual reinforcement $p_k(t)$ increases.

B. DC-Motor Control

The system in this experiment consists of a dc motor with a gear-head reduction box. Attached to the output shaft is a lever (which is considered to have no weight) of length “$L$” and at the end of this a weight “$w$.” The starting point (at which the angle of the output shaft is considered to be at angle 0) is when the lever is in vertical position, with the rotational axis (motor shaft) over the weight; therefore, the motor shaft is exerting no torque. Fig. 13 shows the motor arrangement in its final position (reference of 90°).

1) Control-Signal Generation: For the present approach, let us assume that there are only two possible actions to take: direct or reverse voltage, i.e., the controller will apply either 24 or –24 V to the motor, thereby spinning it clockwise or counter-clockwise. At high commutation speeds, the applied signal will have the form of a pulsewidth-modulated (PWM) signal whose duty cycle controls the direction and speed of rotation of the motor.

The selection of either of the actions, which are described above, will depend on the probability of success of the current state of the system. The goal of the system is to learn this probability through RL.

The inputs to the controller are the error and the rate of change of the error as it is commonly used in fuzzy controllers.

2) Failure Detection: For the RL algorithm to perform, an adequate definition of failure is critical. Deciding when the system has failed and defining its bias is not always an easy task. It can be as simple as analyzing the state of the system, like in the case of the classic cart–pole problem [3], or it can get
complicated if the agent needs to analyze an external object. For example, in a welding machine, a positive reinforcement can be attributed if the weld has been successful or a failure if it has not.

The proposed system continuously analyses the performance of the controller by computing the time integral of absolute error (IAE), as specified by

$$\text{IAE} = \int_{0}^{\infty} |e(t)| \, dt. \quad (31)$$

In (31), $e(t)$ is the difference between the reference position and the actual motor position (i.e., system error). The IAE is computed at every time step and is compared with a selectable threshold value. A control system failure is considered when the measured IAE is over the stated threshold, thus generating a negative reinforcement and resetting the system to start a new cycle.

The IAE criterion will penalize a response that has errors that persist for a long time, thus making the agent learn to reduce the overshoot and, furthermore, the steady-state error.

Furthermore, the IAE criterion will be used to evaluate the system performance quantitatively and compare it against other methods.

3) System Configuration: The membership functions used to fuzzify the inputs are depicted in Figs. 14 and 15. Their parameters were selected based on experience, and their optimization goes beyond the scope of this paper.

The RL agent requires some parameters to be defined. Table IV shows the values selected by the following selection principles [14].

Table IV

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>0.95</td>
</tr>
</tbody>
</table>

First, by adjusting the discount factor $\gamma$, we were able to control the extent to which the learning system is concerned with long-term versus short-term consequences of its own actions. In the limit, when $\gamma = 0$, the system is myopic in the sense that it is only concerned with immediate consequences of its action. As $\gamma$ approaches 1, future costs become more important in determining optimal actions. Because we were rather concerned with long-term consequences of its actions, the discount factor had to be large, i.e., we set $\gamma = 0.95$.

Second, if a learning rate is small, the learning speed is slow. In contrast, if a learning rate is large, the learning speed is fast, but oscillation occurs easily. Therefore, we chose small learning rates to avoid oscillation, such as $\alpha = 0.7$ and $\beta = 1$.

4) Results: The program developed searches for possible probability values and adjusts the corresponding one accordingly. It runs in two phases: the first one with a positive reference value and the second one with a complementary one; hence, it will learn all the probability values of the rule matrix. For the following case, we consider a test as a set of trials performed by the agent until the probabilities of success are learned so that the system does not fail. A trial is defined as the period in which a new policy is tested by the actor. If a failure occurs, then the policy is updated, and a new trial is started.

After performing 20 tests, the agent was able to learn the probability values in an average of four trials. The values for each probability after every test were observed to be, in every case, similar to the ones shown in Table V, thus indicating an effective convergence.

As an example, from Table V, we have the following:

"If $e = \text{LN}$ AND $\dot{e} = \text{SN}$, THEN $y = A_1$ with $p_1 = 0.38$ and $y = A_2$ with $p_2 = 0.62$."

Then, the final action is evaluated using (4), and the final probabilities of performing action $A_1$ and $A_2$ are calculated. Finally, the action chosen will be the action with the highest probability of success.

The following plots were drawn after the learning was complete.

Fig. 16 shows the motor angle when a random step signal is used as reference, and Fig. 17 is a zoomed view of the error in a steady state.

Fig. 18 illustrates the learning process. The system starts $90^\circ$ apart from the reference. After four trials, the agent configured the fuzzy-logic rules so that the error rapidly converged to zero.
Fig. 16. Motor response to a random step reference. The solid black line represents the reference signal, and the gray one represents the current motor angle.

Fig. 17. Motor error in steady state after all trials are performed and the system has learned the correct consequent probabilities.

Fig. 18. Trials for learning.

C. Mobile-Robot Obstacle Avoidance

The two most important topics in mobile-robot design are planning and control. Both of them can be considered as a utility-optimization problem, in which a robot seeks to maximize the expected utility (performance) under uncertainty [33].

While recent learning techniques have been successfully applied to the problem of robot control under uncertainty [34]–[36], they typically assume a known (and stationary) model of the environment. In this section, we study the problem of finding an optimal policy to control a robot in a stochastic and partially observable domain, where the model is not perfectly known and may change over time. We consider that a probabilistic approach is a strong solution not only to the navigation problem but to a large range of robot problems that involves sensing and interacting with the real world as well. However, few control algorithms make use of full probabilistic solutions, and as a consequence, robot control can become increasingly fragile as the system’s perceptual and state uncertainty increase.

RL enables an autonomous mobile robot interacting with a stochastic environment to select the optimal actions based on its self-learning mechanism. Two credit-assignment problems should be addressed at the same time in RL algorithms, i.e., structural- and temporal-assignment problems. The autonomous mobile robot should explore various combinations of state-action patterns to resolve these problems.

In our third experiment, the GPFRL algorithm was implemented on a Khepera III mobile robot (see Fig. 19) in order to learn a mapping that will enable itself to avoid obstacles. For this case, four active learning agents were implemented to read information from IR distance sensors and learn the probabilities of success for the preselected actions.

1) Input Stage: The Khepera III robot is equipped with nine IR sensors distributed around it (see Fig. 19). For every time step, an observation \( o_t \in O \) of the system state is taken. It consists of a sensor reading \( x_k(t) \), \( k = 1, 2, \ldots, l \), where \( l \) is the number of sensors, and \( x_k \) is the measured distance at sensor \( k \). The value of \( x_k \) is inversely proportional to the distance between the sensor and the obstacles, where \( x_k(t) = 1 \) represents a distance of zero between sensor \( k \) and the obstacle, and \( x_k(t) = 0 \) corresponds to an infinite distance.

The input stage is composed by two layers: the input layer and the regions layer (see Fig. 20), which shows how the nine signals acquired from the sensors are grouped inside the network into the four predefined regions. In this figure, lines L1 and L2 are two of the four orthogonal lines.

In order to avoid the dimensionality problem, a clustering approach was used. Signals from sensors 2, 3, 4, 5, 6, and 7 are averaged (weighted average using the angle with the orthogonal as a weight). They inform about obstacles in the front. Signals from sensors 1, 8, and 9 are grouped together and averaged. They inform about obstacles behind the robot. Another clustering procedure is applied to signals coming from sensors 1, 2, 3, and 4, which inform about obstacles to the right, and IR sensors 5, 6, 7, and 8, which inform about obstacles to the left.

In (32), \( x^R_k \) is the result of the averaging function, where \( R, R = \{1, 2, 3, 4\} \) represents the evaluated region: front, back, left, and right. \( IR_s \) is the input value of sensor \( s \), and \( \theta^R_k \) is the
angle between the sensor orientation and the orthogonal line $R$
\[
x^R_k = \frac{\sum_{s=s_1}^s (90 - \theta^R_s) \times IR_s}{\sum_{s=s_1}^s (90 - \theta^R_s)}. \tag{32}
\]

The signals from the averaging process are then fuzzified using Gaussian-membership functions, as specified in (33). Only two membership functions (a left shouldered and a right shouldered) with linguistic names of “far” and “near” were used to evaluate each input. These membership functions are depicted in Fig. 21 and defined according to

\[
\text{Far: } \mu^L_k(t) = \begin{cases} 
1, & \text{if } x_k \leq c^L \\
\exp\left(\frac{-1}{2}\left((x_k(t) - c^L)^2\right)/\sigma^L\right), & \text{otherwise}
\end{cases}
\]

\[
\text{Near: } \mu^R_k(t) = \begin{cases} 
\exp\left(\frac{-1}{2}\left((x_k(t) - c^R)^2\right)/\sigma^R\right), & \text{if } x_k \leq c^R \\
1, & \text{otherwise}
\end{cases}
\] \tag{33}

The center and standard deviation values used in (33) were manually adjusted for this particular case, and their values are shown in Table VI.

2) Rules Stage: In this layer, the number of nodes is the result of the combination of the number of membership functions that each region has and is divided in two subgroups. Each one of them triggers two antagonistic actions and is tuned by independent learning agents. Fig. 22 shows the interconnection between the rules layer and the rest of the network.

3) Output Stage: Finally, the output stage consists of an action-selection algorithm. We describe action $\vec{A}_j, j = 1, 2, \ldots, m$, where $m$ is the maximum number of actions. For this particular case, there are following four possible actions:
1) $A_1 = \text{go forward}$;
2) $A_2 = \text{go backwards}$;
3) $A_3 = \text{turn left}$;
4) $A_4 = \text{turn right}$.

These actions are expressed as a vector, where each term represents a relative wheel motion, which are coded as forward: $(1, 1)$, backward: $(-1, -1)$, turn right: $(1, -1)$, and turn left: $(-1, 1)$. The velocity is then computed using
\[
\vec{v} = \sum_{j=1}^m \vec{A}_j \times P_j \tag{34}
\]

where $\vec{v} = (v_1, v_2)$, and each of its terms represent the normalized speed of each of the wheels. Evaluating (34) on both maximum and minimum cases of $P_j$, we obtain
\[
\vec{v}_{\text{max}} = (2, 2). \tag{35}
\]

In order not to saturate the speed controller of the robot’s wheels, we express the velocity for each wheel as
\[
V_{L/R} = \frac{1}{2} V_{\text{max}} \times v_{1/2} \tag{36}
\]

In (36), $V_{\text{max}}$ is the maximum allowed speed for the wheels of the robot, and $V_{L/R}$ is the final speed commanded to each wheel.

4) Results: For this experiment, we implemented our algorithm in a Khepera III robot. Fig. 23 depicts the distance information coming from the IR sensors. The signal spikes indicate obstacle detection (wall). A flat top in the spikes indicates that saturation was produced due to a crash against an obstacle. Fig. 24 shows the error-performance index $E(t)$. After the

![Fig. 20. Clustering of IR inputs into four regions. It is to be noted that some sensors contribute to more than one region.](image)

![Fig. 21. Membership functions for the averaged inputs.](image)

![Table VI](image)

<table>
<thead>
<tr>
<th>Center</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c^L$</td>
<td>$c^R$</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>$\sigma^L$</td>
<td>$\sigma^R$</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

![Fig. 22. Controller structure.](image)
learning process, the robot avoids all the obstacles successfully. In our experiments, the average learning time was around 18 s, as can be seen in Fig. 23, where saturation stops occurring, and in Fig. 24, where the error-performance index $E(t)$ becomes minimum after approximately 18 s.

VI. CONCLUSION

RL has the ability to make use of sparse information from the environment to guide the learning process. It has been widely used in many applications.

In order to apply RL to systems working under uncertain conditions, and based on the successful application of PFL systems to situation presenting uncertainties, new probabilistic fuzzy-RL has been proposed in our investigation.

We introduce the capability of RL of being able to approximate both the action function of the actor and the value function of the critic simultaneously into a PFL system reducing the demand for storage space from the learning system and avoiding repeated computations for the outputs of the rule units. Therefore, this probabilistic fuzzy-RL system is much simpler than many other RL systems.

Furthermore, the GPFPRL decision process is not determined entirely by the policy; it is rather based on a weighted combination action-probability, thereby resulting in effective risk-avoidance behavior.

Three different experimental studies concerning the cart–pole balancing control, a dc-motor controller, and a Khepera III mobile robot, demonstrate the validity, performance, and robustness of the proposed GPFPRL, with its advantages for generalization, a simple control structure, and a high learning efficiency when interacting with stochastic environments.
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