Hole transport in the organic small molecule material α-NPD: evidence for the presence of correlated disorder
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In this paper the hole mobility in the amorphous small molecule material \( \text{N,N}^-\text{bis}(1\text{-naphthyl})\text{-N,N}^-\text{diphenyl-1,1}^-\text{biphenyl-4,4}^-\text{diamine (α-NPD)} \), which is frequently used in organic light-emitting diodes, is studied. From an analysis of the temperature and layer thickness dependence of the steady-state current density in sandwich-type α-NPD-based hole-only devices, it is found that a conventional mobility model assuming a Poole–Frenkel type field dependence and neglecting the carrier density dependence is not appropriate. Consistent descriptions with equal quality are obtained within the framework of two forms of the Gaussian disorder model (GDM and CDM), within which the presence of energetic disorder is described by a Gaussian density of states and within which spatial correlations between the site energies are absent or are included, respectively. Both models contain a carrier density dependence of the mobility. Based on a comparison of the site densities as obtained from both models with the molecular density, we argue that the analysis provides evidence for the presence of correlated disorder. © 2010 American Institute of Physics. [doi:10.1063/1.3407561]

I. INTRODUCTION

The most efficient white organic light-emitting diodes (OLEDs) that are currently produced in research laboratories are multilayer devices based on small molecule organic semiconductors.1–4 The approach toward optimizing the efficiency and lifetime is based on the introduction of novel layer structure concepts as well as novel organic materials, followed by empirical optimization. This usually involves making many devices, varying the layer thicknesses of the individual layers in a trial-and-error process. Subsequently, the most promising device structures are selected on the basis of the results from current-voltage-lumiance measurements. Advances in the understanding of how the current density and the charge carrier distribution in each layer depend on the layer structure and thicknesses and on the applied voltage would help considerably to build up a predictive OLED device model that allows one to rationally design OLEDs with increased performance.5

For developing a predictive OLED device model it is crucial to understand the effects of energetic disorder on the charge transport in the small molecule materials used, in particular how the mobility, \( \mu \), depends on the temperature, \( T \), the electric field, \( F \), and the charge carrier density, \( p \).6 Frequently, the disorder is described by assuming a spatially uncorrelated Gaussian energy distribution (Gaussian Disorder Model, GDM).7 The shape of the density of states (DOS) is described by its width, \( \sigma \), and the transport site density, \( N_s \). For the GDM, expressions for the mobility function have been obtained from semi-analytical8–12 three-dimensional master equation (3D-ME),13 and Monte Carlo calculations.7,14 In a limited field range, the field dependence of the mobility is then well described by the Poole–Frenkel (PF) type expression \( \mu(F) \approx \exp(\gamma F) \)15,16 which is used more conventionally in analyses of transport in OLEDs. Here, \( \gamma \) is a parameter that describes the strength of the field dependence. Alternatively, the disorder is often described by assuming a spatially correlated Gaussian energy distribution (correlated disorder model, CDM), resulting from charge-dipole interactions. A PF-type field dependence is then already found at smaller fields than in the GDM, which has been argued to be in better correspondence with experiments.17,18 Recently, Bouhassoune et al. have obtained the \( F \) and \( p \) dependence of the mobility as a function of the energetic disorder within the CDM, using 3D-ME calculations.19,20 For small but realistic electric fields, the field dependence of the mobility is within the CDM much stronger than within the GDM.19 On the other hand, the charge carrier density dependence is for the CDM slightly weaker.19

Although accurate theoretical descriptions of the charge transport are thus available for the two frequently used disorder models discussed above, their applicability to disordered small-molecule materials, as used in today’s most efficient OLEDs, has not yet been fully established. More specifically, for developing a predictive OLED device model it is crucial to be able to make a distinction between spatially correlated and uncorrelated disorder. Such analyzes have so far only been made for certain polymers, as discussed in more detail below. Analyzes of charge transport in small molecule materials, carried out in the framework of the GDM and the CDM but neglecting the charge carrier density dependence, led to \( \sigma \approx 0.08–0.15 \) eV for commonly used materials.11,12

---

---

---
OLED materials.\textsuperscript{21–25} Neglecting the charge carrier density dependence can be appropriate for the case of injection-limited transport, in devices with large injection barriers. However, in the absence of large injection barriers the charge carrier density dependence of the mobility and its effect on the current density cannot be neglected. For materials with a Gaussian DOS with $\sigma = 0.1$ eV, the effect is theoretically expected to become significant for carrier concentrations (site occupation probabilities) larger than approximately $10^{-3}$ at room temperature. The occurrence of such a cross-over concentration and the relevance to OLED device modeling have first been established experimentally for poly(phenylene-vinylene) (PPV) based systems.\textsuperscript{26} Including the carrier density dependence of the mobility in the analysis of transport measurements would therefore be needed to establish the actual applicability of the GDM or CDM, and to resolve controversies concerning the presence and degree of the spatial correlation of the site energies. For example, Malliaras \textit{et al.}\textsuperscript{24} argued that in the frequently used small molecule material tris(8-quinolinolato)aluminum (Alq$_3$) the site energies are correlated, using an analysis of time-of-flight experiments. On the other hand, Nagata and Lennartz\textsuperscript{27} suggest that the site energies in Alq$_3$ are not strongly correlated and that the mobility can be quite strongly carrier density dependent as result of the disorder, using the results of a recent combined molecular dynamics and Monte Carlo simulation study.

In this paper, the possible presence of correlated disorder and its effect on the hole transport are investigated for the archetypical small molecule material \textit{N,N'-bis(1-naphthyl)-N,N'-diphenyl-1,1'-biphenyl-4,4'-diamine} ($\alpha$-NPD). This material [also called NPB, see Fig. 1(a)] is widely used in OLEDs as a hole-injection layer,\textsuperscript{28} hole-transport layer,\textsuperscript{29–34} electron-blocking layer,\textsuperscript{35} blue-emitting layer,\textsuperscript{36,35} and as a host material in mixed emitting layers.\textsuperscript{31,38–40} The relatively high glass transition temperature, 95 °C, is viewed as beneficial to the OLED stability. In none of the earlier studies of the hole-mobility of $\alpha$-NPD, based on the steady-state current density versus voltage [$J(V)$] curves,\textsuperscript{16,24,41,42} time-of-flight measurements\textsuperscript{43–49} or impedance measurements,\textsuperscript{50} the carrier-density dependence of the mobility was taken into account.

We analyze temperature-dependent experimental $J(V)$ curves of sandwich-type hole-only devices for two thicknesses of the $\alpha$-NPD layer. As a first step, we show that the thickness dependence of the $J(V)$ curves cannot be described consistently using the conventional mobility model with the PF-type field dependent mobility function. Subsequently, we show that using a mobility model that takes the carrier density and field dependence of the mobility into account in the framework of the GDM, a fully consistent description of the thickness, temperature and voltage dependence of the current density can be obtained. However, in order to describe the data, a hopping transport site density $N_i$ has to be assumed that is much smaller than the volume density of $\alpha$-NPD molecules. As a third step, we investigate to what extent the CDM can consistently describe the experimental data. We find that an equally good fit to the $J(V)$ curves can be obtained as within the GDM, and with a value of $N_i$ close to the molecular density. This finding suggests that in $\alpha$-NPD site-energy correlations do play a role. We note that the application of a similar approach to several types of polymers, including well-known PPV-derivatives\textsuperscript{51} and a blue-emitting polyfluorene-based copolymer,\textsuperscript{51} led to the opposite conclusion: their mobility is described well using the GDM, and no evidence for the presence of spatial correlation was found.\textsuperscript{19,52}

In Sec. II the sample preparation and measurement techniques are outlined, and the measured $J(V)$ curves are presented. Section III discusses the analysis of the curves using the conventional mobility model, using the GDM and using the CDM. In Sec. IV, the model parameters that optimally describe the experimental results are critically discussed and possible origins of site-energy correlations in small molecules are presented. Section V contains a summary and conclusions.

II. EXPERIMENT

The devices used to study the hole transport in $\alpha$-NPD have the following structure:

\textit{Glass/ITO/$\alpha$-NPD/Pd,}

with a 100 nm indium tin oxide (ITO) anode, a 100–200 nm $\alpha$-NPD layer, and a $\sim$100 nm palladium cathode layer. The glass substrates with patterned ITO are exposed to UV/ozone prior to the deposition of $\alpha$-NPD. The $\alpha$-NPD layer and the Pd layer are deposited by evaporation in a high-vacuum system with a substrate temperature of $\sim$295 K. The thicknesses of the deposited layers are monitored during deposition using a calibrated resonance crystal. Two series of samples are investigated in this study: one series with a thickness $L = 100$ nm of the $\alpha$-NPD layer and one series with $L = 200$ nm. For each thickness 27 nominally identical
$3 \times 3$ mm$^2$ devices were prepared on a single substrate. To protect the devices from water and oxygen contamination, the devices were encapsulated using a metal lid enclosing a desiccant getter. A diagram schematically indicating the energy level alignment in the devices studied, found from the analysis presented below, is shown in Fig. 1(b). The highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) energies of $\alpha$-NPD are reported to be $\sim 5.4$–$5.6$ eV and $\sim 2.3$–$2.7$ eV, respectively. From the nominal (vacuum) work function of ITO ($\sim 4.7$–$5.0$ eV, depending on the cleaning treatment) the barrier for hole injection at the anode interface, $\phi_1$, is therefore estimated to be 0.4–0.9 eV. From the nominal work function of palladium ($\sim 5$ eV) the barrier for electron injection would be expected to be at least 2.3 eV. However, from the analysis we will show that the effective value is smaller, but that still the barrier for electron injection will be larger than 1 eV, large enough to suppress electron injection to a negligible level. Indeed, no light emission was observed from the devices up to the highest voltages applied in this study.

Four-point impedance spectroscopy measurements were performed using a Schlumberger SI-1260 impedance/gain-phase analyzer to determine the voltage-dependent differential capacitance ($C$) of the diodes at low frequencies ($f$). The $C(V)$ curves show a small narrow peak in the differential capacitance at $1.3 \pm 0.1$ V, with a height that is $\sim 6\%$ larger than the geometrical capacitance, $C_{\text{geom}}$. In Ref. 55 it was shown that for the case of a device with a well-injecting contact for holes at the anode and a high injection barrier for holes and electrons at the cathode, the height of the peak is expected to be $1.42 \times C_{\text{geom}}$. In line with the results presented in Ref. 55 we conclude from the observation of the (small) peak that the ITO/$\alpha$-NPD interface does not form a perfectly Ohmic contact (so that $\phi_1 > 0$ eV), but that it also does not strongly limit the hole injection ($\phi_1$ at most a few tenths of an electron volt). As a consequence, the built-in voltage ($V_{\text{bi}}$) is expected to be slightly larger than 1.3 V.

From our analysis in Sec. III, we find $\phi_1 = 0.4 \pm 0.1$ eV and $V_{\text{bi}} = (\phi_2 - \phi_1)/e = 1.5 \pm 0.1$ V, with $e$ the elementary charge, consistent with the rough estimate given above from the $C(V)$ results. In Fig. 1 the highest and the lowest reported values for the effective Fermi energy of ITO and the HOMO level of $\alpha$-NPD are taken, respectively, in order to get a consistent description of the injection barrier at this interface. The values of $\phi_1$ and $V_{\text{bi}}$ obtained from our analysis result in an estimated value of $\phi_2 = 1.9 \pm 0.2$ eV. This would yield an effective Fermi energy of $\sim 3.5$ eV for the Pd cathode in contact with $\alpha$-NPD, whereas the vacuum work function of polycrystalline Pd is approximately 5.1 V. The result is consistently found for all layer thicknesses and temperatures, as discussed in Sec. III B. The effective interface dipole energy is thus remarkably large, viz., $1.6$ eV. However, we note that an even slightly larger interface dipole energy, $\approx 2.0$ eV, was found for interfaces of Pd on top of another amines-containing organic semiconductor, viz., a polyfluorene-based copolymer containing triarylamino hole transporting units. For $\alpha$-NPD on top of Au the effect is $\approx 1.15$ eV, and similarly large interface dipole energies have been observed for many other systems.

Current density versus voltage curves were measured for the hole-only devices as a function of temperature, with $T$ in the range of 160–295 K. Figure 2 shows examples of the $J(V)$ curves for a 100 nm device and a 200 nm device at room temperature (symbols). Also shown in the figure are linear fits to the $J(V)$ curves at low voltages ($V < 1$ V), extrapolated to larger voltages (dashed curves). This is viewed as a leakage current density, as discussed in Ref. 55. The thick full curves represent the current density after subtraction of this leakage current contribution. All experimental $J(V)$ curves presented in the remainder of this paper have been corrected for a linear leakage current contribution. In Sec. III, it is investigated to what extent the $J(V)$ curves can be described using the conventional mobility model, using the GDM, and using the CDM. In order to assess the validity of the GDM and of the CDM, the density of transport sites, $N_t$, is used as a discriminating factor. From the molar mass of $\alpha$-NPD ($588.7$ g/mol) and the experimentally determined density of $\alpha$-NPD in the crystalline phase ($1.223 \times 10^3$ kg/m$^3$), $N_t$ is estimated to be $1.25 \times 10^{27}$ m$^{-3}$. In a deposited thin organic film, deviations from the bulk density might occur. From inductively coupled plasma atomic emission spectrometry (ICP-AES) (Ref. 60) measurements on $\alpha$-NPD coated silicon substrates, we have obtained a molecule volume density of $(1.4 \pm 0.1) \times 10^{27}$ m$^{-3}$, using carbon detection.

III. ANALYSIS OF $J(V)$ CURVES

A. Analysis assuming a PF type mobility function

As already described in Ref. 51, conventionally charge transport in disordered organic semiconductors is analyzed in terms of a mobility with a PF-type electric field ($F$) dependence of the form
\[ \mu(F, T) = \mu_0(T) \exp(\gamma(T) \sqrt{F}), \]  
with \( \gamma \) the field activation factor and \( \mu_0 \) the mobility in the limit of zero field. Empirically, the temperature dependence of \( \mu_0 \) and \( \gamma \) is often found to be well described by

\[ \mu_0(T) = \mu_0^* \exp\left(-\frac{\Delta}{k_B T}\right), \]  
and

\[ \gamma(T) = \beta \left( \frac{1}{k_B T} - \frac{1}{k_B T_0^*} \right), \]

where \( \mu_0^* \), \( \Delta \), \( \beta \), and \( T_0^* \) are parameters that can be determined from experiments. The mobility \( \mu_0^* \) can be viewed as the mobility in the limit of zero field and infinite temperature and \( \Delta \) is an effective activation energy.

Using Eq. (1), \( J(V) \) curves are calculated employing the drift-diffusion device model introduced in Ref. 62. The site density, which in this case only affects the hole density boundary conditions, is fixed to the experimental value, \( 1.4 \times 10^{27} \) m\(^{-3}\). Variations in \( N_i \), of a factor 2 were found to have no effect on the quality of the fit to the data using the conventional model. The introduction of a hole injection barrier at the ITO|\( \alpha \)-NPD interface affects the analysis negatively, in the sense that the discrepancies concerning the thickness dependence of the hole transport, discussed below, increase. Therefore, \( \phi_i \) is taken equal to zero. The results discussed below therefore represent the best possible description of the hole transport in \( \alpha \)-NPD within the framework of the conventional model. For the relative permittivity (\( \varepsilon_r \)) we use a value of 3.8. The sensitivity of the analysis of \( J(V) \) curves to variations in the chosen value of \( \varepsilon_r \) was verified. It is found that for \( \varepsilon_r \) in the range of 2.8–4.8 there is no significant change in the quality of the description of the experimental data provided by the model, nor in the values of the optimized parameters, except for a change in the mobility values obtained. A change of \( \varepsilon_r \) from 3.8 to 2.8 (4.8) was found to lead to an increase (decrease) of the mobility values obtained of at most 25\%, depending on the layer thickness and temperature.

First, the parameters \( \mu_0^*, \Delta, \beta, \) and \( T_0^* \) were optimized for the temperature dependent \( J(V) \) results obtained for the \( L = 200 \) nm devices. The resulting \( J(V) \) curves are presented in Fig. 3(a). An excellent description of the curves is obtained using the following approach. Starting at room temperature, a \( J(V) \) curve is calculated for an initial choice of \( \gamma \). The fit of this calculated curve to the experimental curve at this temperature is optimized by varying \( \phi_2 \) and \( \mu_0(T) \). To a very good approximation, this leaves the shape of the calculated \( J(V) \) curve on a log(\( J \)) versus \( V \) scale unchanged, but only determines the position of the curve. As a next step the error, which is taken as the normalized root-mean-square distance between the calculated and the measured \( J(V) \) curve,\(^{63}\) is minimized by optimizing the value of \( \gamma \). The procedure is then repeated for all other temperatures for which experimental \( J(V) \) curves were obtained. The built-in voltage, which is in this case equal to \( \phi_2/e \), is found to be equal to \( 1.4 \pm 0.1 \) V for all temperatures.

Figure 4 shows the values of \( \gamma(T) \) obtained in this way. The parameters \( \beta \) and \( T_0^* \) are obtained from a fit to the \( \gamma(T) \) values using Eq. (3). We find \( \beta = (4.7 \pm 0.3) \times 10^{-5} \) eV/(m/V)\(^{1/2}\) and \( T_0^* = 310 \pm 30 \) K. The calculated \( J(V) \) curves presented in Fig. 3(a) for the 200 nm device are obtained using \( \gamma(T) \) values from the linear fit, therefore making use of a slightly improved statistics. The corresponding values of \( \mu_0(T) \) are also shown in Fig. 4 and are well described by Eq. (2) for \( \Delta = 0.488 \pm 0.08 \) eV and \( \mu_0^* = 0.2 \pm 0.1 \) m\(^2\)/Vs. For the zero-field mobility at room temperature we find a value of \( \sim 1 \times 10^{-9} \) m\(^2\)/Vs, at the lower boundary of the values in the range of \( 10^{-9} – 10^{-6} \) m\(^2\)/Vs reported in the literature.\(^{16,24,41–50}\) The results obtained for \( \beta, T_0^* \), and \( \Delta \) are very similar to the values reported in Ref. 64 and references therein, for a PPV-derivative, which one
could view as an indication that the physics governing hole transport in small molecule materials and in polymers is not necessarily different. However, we note that the value of $\mu_0$ is two orders of magnitude larger than the values in the range of $0.003-0.004 \text{ m}^2/\text{V s}$ obtained by Craciun et al.\textsuperscript{66} from a similar analysis for a large number of polymers.

The parameter values mentioned above, obtained from an analysis of the $L=200$ nm data, were used to predict the $J(V)$ curves of the 100 nm devices. The results are shown in Fig. 3(b). At the highest two temperatures, the calculated $J(V)$ curves differ only slightly from the measurement results. However, at lower temperatures the predictions strongly underestimate the experimental current density, up to approximately one order of magnitude for the lowest temperatures. We have also found that a parameter set that seeks to describe the data of both thicknesses simultaneously, and which is therefore a compromise, leads to unsatisfactory results for both thicknesses (not shown). From these results we conclude that it is not possible to consistently describe the temperature and layer thickness dependent hole transport in $\alpha$-NPD using the conventional mobility model as described by Eq. (1).

**B. Analysis assuming transport in a Gaussian DOS**

In this subsection, we analyze the $J(V)$ curves assuming transport in a Gaussian DOS, using the GDM and the CDM. In both models the mobility functions can be expressed as

$$\mu(p,F,T) = \mu_0(T)f(p,F,T),$$

with $\mu_0$ the temperature-dependent mobility in the zero field and carrier density limit and with $f(p,F,T)$ a dimensionless function that depends on $N_t$ and $\sigma$ for both the GDM and the CDM. Site energy correlations in disordered organic semiconductors can have various origins. They can, e.g., be the result of interaction of charges with randomly oriented dipoles,\textsuperscript{17,18} and of a variable morphology.\textsuperscript{66} In polymer systems, they can also be caused by a variable molecular geometry.\textsuperscript{67} We make use of the mobility functions as calculated in Ref. 19, where correlated disorder due to randomly oriented dipoles is assumed. This approach leads to a value of $\sigma$ which is proportional to the dipole moment.\textsuperscript{17,68} No new parameter, such as a correlation length, is introduced. The pair correlation function of the site energies decreases by a factor of 2 within approximately 1.5 average inter-site distances, and has at larger distances ($r$) an algebraic ($1/r$) form.\textsuperscript{18,19} When employing the CDM we are therefore addressing the question whether site-energy correlations with this specific correlation function are present in $\alpha$-NPD. Whether these correlations are in fact the result of random dipoles or have another origin would then still be an open question. Within the CDM the carrier density ($p$) and field dependence of the mobility, as described by the function $f_{\text{CDM}}(p,F,T)$ given in Ref. 19, are smaller and larger, respectively, than within the GDM, for which the function $f_{\text{GDM}}(p,F,T)$ is given in Ref. 13.

In contrast to the analysis using the conventional mobility model, it is found upon analyzing the experimental $J(V)$ curves using the GDM and using the CDM that the inclusion of an injection barrier at the ITO|$\alpha$-NPD interface significantly improves the correspondence between experiment and model. We assume that the effective barrier height $\phi_1$ for injection is determined by the nominal barrier height $\phi_1$, defined as the energy difference between the HOMO level of $\alpha$-NPD and the Fermi-level of the ITO anode, reduced due to the image charge potential and the electric field at the interface.\textsuperscript{69} The carrier density boundary condition is then obtained by assuming local thermal equilibrium at the interface.

Figure 5 shows optimal fits to the experimental $J(V)$ data for the GDM (full curves) and for the CDM (dashed curves). For both the GDM and the CDM an excellent description of the full thickness, temperature, and voltage dependence of the current density is obtained. The shape of the $J(V)$ curves depends on only two temperature and thickness-independent material parameters, $N_t$ and $\sigma$, and on one device parameter, $\phi_0$. For the GDM, we find $N_t=(2.0\pm0.4)\times10^{26} \text{ m}^{-3}$ and $\sigma=0.14\pm0.01 \text{ eV}$, and for the CDM $N_t=(3.7\pm0.8)\times10^{27} \text{ m}^{-3}$ and $\sigma=0.10\pm0.01 \text{ eV}$. By optimizing the position of the $J(V)$ curves, using a shift along the horizontal and vertical axes, one (temperature independent) value of $\phi_1$ and temperature dependent optimal values of $\mu_0$ are determined. Both for the GDM and for the CDM we find $\phi_1\approx0.4\pm0.1 \text{ eV}$ and $\phi_2\approx1.9\pm0.1 \text{ eV}$, leading to $V_{\text{bi}}\approx1.5 \text{ V}$. The consistency of the procedure follows from the observation (see Fig. 6) that the temperature-dependent values of $\mu_0$ differ less than a factor 1.5 for the two layer thicknesses considered. The built-in voltage is remarkably high.
as discussed already in more detail in Sec. II.

For both the GDM and the CDM, the mobility in the limit of zero field and carrier density is predicted to depend on temperature as

\[
\mu_0(T) = \mu_0^* \exp \left[ - C (\frac{\sigma}{k_B T})^2 \right].
\]

The temperature dependence of \(\mu_{0,\text{GDM}}\) and \(\mu_{0,\text{CDM}}\) is shown in Fig. 6 on a log \(\mu\) versus \(1/T^2\) scale. From the linear fits, \(C\) values of 0.42 ± 0.07 and 0.34 ± 0.08 are obtained for the GDM and for the CDM, respectively. The mobility in the infinite temperature limit, \(\mu_0\), is found to be \((2.2 \pm 0.4) \times 10^{-5}\) m\(^2\)/Vs for the GDM and \((5 \pm 2) \times 10^{-7}\) m\(^2\)/Vs for the CDM.

The material and device parameters that give rise to an optimal description of the \(J(V)\) curves are summarized in Table I. We remark that their determination from the analysis given above is more robust than might be anticipated. Within the GDM and the CDM, the carrier density and the field dependence of the mobility depend only on shape of the DOS, specified by \(N_t\) and \(\sigma\). Varying the mobility in the zero-density and zero-field limit, specified by \(\mu_0\), and the slope \(s\) of the log \(\mu\) versus \(1/T^2\) fits, gives rise to an overall vertical shift of the \(J(V)\) curves, but does not affect the shape. As a consequence, correlated errors could occur between \(\mu_0^*\) and \(s\), and between \(N_t\) and \(\sigma\), but not between two parameters belonging to a different parameter pair. When estimating the uncertainty values given in Table I we have considered all possible correlated errors. For example, the uncertainty in \(s\) is very small, but the uncertainty in \(C\) is much larger, as it is to a large extent determined by the uncertainty in the \(\sigma\)-values.

### IV. DISCUSSION

We concluded in Sec. III A that the conventional PF-type mobility model does not provide a consistent description of the \(J(V)\) curves with respect to the layer thickness dependence. Therefore, we focus here on the GDM and the CDM, and investigate what could be learnt from the four parameters \((N_t, \sigma, \mu_0^*,\) and \(C\)) given in Table I that describe within each model the mobility.

First, we discuss the DOS as obtained from the analyzes using the GDM and the CDM. As for disordered organic semiconductors the width of the DOS is typically observed to fall in the range \(0.06-0.15\) eV, the values of \(\sigma\) which are obtained within both models \((0.10\) and \(0.14\) eV) are physically realistic. Lacking independent experimental information on the width of the DOS, the values of \(\sigma\) can presently not be used to make a distinction between both models. However, it is possible to make such a distinction from the values obtained for the site density. For the GDM, the highest \(N_t\) value obtained within the uncertainty margins is still more than five times lower than the experimentally determined density of \(\alpha\)-NPD molecules, \(1.4 \times 10^{27}\) m\(^{-3}\). On the other hand, for the CDM the lowest \(N_t\) value allowed within the uncertainty margins is only \(\sim 2\) times larger. We view this as an indication that for \(\alpha\)-NPD the energies of the sites in between which hopping takes place are correlated. The factor \(\sim 2\) difference between the \(N_t\) values as obtained from the fit and as obtained from the chemical analysis could tentatively be explained by considering that each \(\alpha\)-NPD molecule consists of two equivalent triarylamine units, each contributing one HOMO state. Substantial torsion around the central bond in the molecule could lead to a reduction in the hybridization between both states, giving rise to two almost degenerate energy levels which are each localized predominantly on one of the two triarylamine units. Results of electronic structure calculations by Zhang et al.\(^{70}\) support this picture. The molecular configuration with the two parts of the molecule rotated \(90^\circ\) around the central C–C bond was found to be energetically most favorable. This implies that the interaction between the two HOMO states, found to be localized on the two N-atoms, is very weak.

The site-energy correlations in disordered small molecule materials might originate from the deposition process. It is plausible that a molecule approaching the surface of the (growing) \(\alpha\)-NPD layer during low-temperature evaporation deposition in vacuum tends to search for an energetically favorable “docking spot.”\(^{71}\) As the local HOMO and LUMO levels of the individual molecules are expected to be strongly affected by molecule-molecule interactions, depending on the distance and relative orientation of the molecules, the HOMO and LUMO levels of neighboring molecules might be expected to be correlated. This ordering process might be less efficient in the case of polymer systems, due to the length of the molecules and the reduced mobility of the molecules induced by the use of side chains.

### TABLE I. Overview of the four GDM and CDM material parameters and of the parameters \(\phi_i\) and \(V_{\text{inc}}\), related to the injection barriers, that optimally describe the experimental \(J(V)\) curves. The relative permittivity \(\epsilon_r\) of \(\alpha\)-NPD was chosen equal to 3.8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GDM</th>
<th>CDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_t) (10(^{27}) m(^{-3}))</td>
<td>0.20 ± 0.04</td>
<td>3.7 ± 0.8</td>
</tr>
<tr>
<td>(\sigma) (eV)</td>
<td>0.14 ± 0.01</td>
<td>0.10 ± 0.01</td>
</tr>
<tr>
<td>(\mu_0^*) [10(^{-6}) m(^2)/V s]</td>
<td>22 ± 4</td>
<td>0.5 ± 0.2</td>
</tr>
<tr>
<td>(C)</td>
<td>0.42 ± 0.07</td>
<td>0.34 ± 0.08</td>
</tr>
<tr>
<td>(\phi_i) (eV)</td>
<td>0.4 ± 0.1</td>
<td>0.4 ± 0.1</td>
</tr>
<tr>
<td>(V_{\text{inc}}) (V)</td>
<td>1.5 ± 0.1</td>
<td>1.5 ± 0.1</td>
</tr>
</tbody>
</table>
Second, we investigate the mobility in the zero-density and zero-field limit, which is described by the parameters $\mu_0 \alpha$ and $C$ using Eq. (5). Both parameters are clearly defined within the scope of the GDM and the CDM, within which the Miller–Abrahams’ approximation is used for expressing the hopping rate

$$v(r, \Delta E) = v_0 \exp(-2ar) \exp\left(-\frac{|\Delta E| + \Delta E}{2k_BT}\right),$$

as a function of the intersite distance $r$ and the energy difference $\Delta E$ between the final and initial state. Here $v_0$ is an attempt frequency and $\alpha^{-1}$ is the extension of the wave functions in between which the hopping takes place. The parameter $C$, which describes the temperature dependence of the mobility in the zero-field and zero-density limit, is known from percolation theory to depend (weakly) on $\alpha^{-1}$. An increase in the localization (decrease in the wave function extension) leads to an enhanced contribution to the conductivity of thermally excited hops (and a decreased role of nonactivated long-distance tunneling processes), resulting in an increase in $C$. For the GDM, $C$ values in the range 0.38–0.46 are expected,11,73 depending on the value of $\alpha$, with $C = 0.42$ for $\alpha^{-1} = 0.1 \times a$. For the CDM, $C \equiv 0.36$ is then expected from Monte Carlo calculations,18 whereas a value of $C \equiv 0.29$ has been obtained from 3D-ME calculations.19 The values as obtained within the GDM and the CDM are consistent with the values expected theoretically. Therefore, we regard these for both models as physically realistic.

The parameter $\mu_0 \alpha$ is the mobility in the zero-field, zero-density, and high-temperature limit, and is given by $\mu_0 \alpha \equiv \alpha^2 e \nu_0', / \sigma$,13,16 where $\alpha \equiv \langle N_i \rangle_{13}$ is the average intersite distance and where $\nu_0' \equiv v_0 \exp(-2a\alpha)$ is the average hopping rate between equal-energy nearest neighbor sites. The parameter values listed in Table 1 yield $\nu_0' \equiv 1.1 \times 10^{12}$ s$^{-1}$ and $\nu_0' \equiv 1.2 \times 10^{11}$ s$^{-1}$ for the GDM and the CDM, respectively. An oversimplified picture would suggest that the attempt frequency is of the order of a typical vibrational frequency, $\sim 10^{13}$ s$^{-1}$, which is evidently larger than the values of $\nu_0'$ obtained. However, microscopic-scale modeling such as reviewed in Ref. 74 will be needed for establishing a relationship between the effective value of $\nu_0'$ (and of $\alpha$), the intersite transfer integral distribution and the effective structural reorganization energies involved upon charge transfer.

The wide spread in zero-field hole mobilities reported in the literature for $\alpha$-NPD can be explained in several ways. It could originate from different degrees of purity of the organic material and from a neglect or improper treatment in the analysis of the effect of the injection barrier. It could also be explained within the framework of the GDM or CDM, as the mobility in disordered organic materials is density dependent, the (effective) mobility as determined in a thick device (with a small average hole density) is expected to be lower than the mobility as determined in a thin device (with a larger average hole density).62 In a similar way it may be explained why the values of $\sigma$ found in the literature are in almost all cases somewhat smaller (0.05–0.08 eV in Refs 43, 47, and 48, but up to 0.12 eV in Ref. 24) than the value of 0.10 eV in our work, obtained using the CDM. The effective temperature dependence of the mobility obtained when (incorrectly) neglecting the carrier density dependence of the mobility is smaller than in the zero density limit, therefore leading to a smaller effective value of $\sigma$. In order to be able to make an in-depth comparison with results obtained from various transient techniques, such as time-of-flight or impedance measurements, it would be necessary to extend the analysis of the results as obtained from these techniques to include the carrier density dependence of the mobility.

V. SUMMARY AND CONCLUSIONS

For the first time, charge transport in a small molecule material has been investigated in the frameworks of the GDM and the CDM while taking the effects of the carrier density dependence of the mobility due to the disorder into account. It is found that an excellent and fully consistent description of the voltage, thickness, and temperature dependence of the current density in $\alpha$-NPD hole-only devices can be obtained within both models, and that also the temperature dependence of the mobility in the zero field and carrier density limit, $\mu_0$, has the proper $1/T^2$ dependence as predicted from theory. Whereas the analysis with the GDM and with the CDM lead to a fully consistent description, an analysis of the same extended set of $J(V)$ curves using the conventional PF-type field-dependent mobility did not lead to a consistent description of the $J(V)$ curves for all layer thicknesses studied.

In contrast to recent findings for two types of polymers used in OLEDs, discussed in Sec. I, we conclude that evidence has been provided that in the small molecule material $\alpha$-NPD the site energies are correlated. This is suggested by the observation that the site density as obtained from the analysis of the current–voltage curves is much closer to the experimentally determined molecule volume density in the case of the CDM than for the case of the GDM. Establishing the presence of spatially correlated disorder is expected to be a crucial step toward building up predictive OLED device models.
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In Ref. 19 the model descriptions of the mobility obtained were labeled as “ECMD,” emphasizing the extension of the model description to include the charge carrier density dependence. However, as the underlying disorder model was not changed, we avoid here any possible confusion and refer to this work as “CMD.” Similarly we refer to the work presented in Ref. 13 as “GDM.”


For a more elaborate description of the calculation of the error we refer to Ref. 52.
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