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Abstract. The research presented in this paper focuses on real-time image processing for visual servoing, i.e. the positioning of a x-y table by using a camera only instead of encoders. A camera image stream plus real-time image processing determines the position in the next iteration of the table controller. With a frame rate of 1000 fps, a maximum processing time of only 1 millisecond is allowed for each image of 80x80 pixels. This visual servoing task is performed on an OLED (Organic Light Emitting Diode) substrate that can be found in displays, with a typical size of 100 by 200 $\mu$m. The presented algorithm detects the center of an OLED well with sub-pixel accuracy (1 pixel equals 4 $\mu$m, sub-pixel accuracy reliable up to $\pm 1 \mu$m) and a computation time less than 1 millisecond.

1 Introduction

Present day measurement and positioning systems are pushing the limits regarding positioning accuracy and fabrication time. For this, visual servoing is a method that broadens the area for intelligent embedded vision systems (see for instance [3], [5] and [2]). In literature, control in visual servoing is a research topic characterized by various classifications and formats. An extensive review can be found in [5]. Image processing algorithms for this are described e.g. in [8], while vision systems that use image processing to obtain 1 ms visual feedback with a massively parallel architecture are presented in [10] and [6]. However, the combination of image processing and high performance visual servoing in real-time, without massively parallel processing is rather new. This combination, with an emphasis on real-time image processing embed in smart cameras, is presented in this paper.

In visual servoing, the measurement loop between product and sensor is cut short by placing a camera directly on the production head. This means that the measuring system now no longer relies on encoders for positioning but solely on the camera. The most limiting factor in this is the balance between a high sampling rate and the size of the image to extract useful information. An equilibrium is found for our OLED application characterized by positioning at micrometer scale and a frame rate of 1 kHz (1000 fps) by using an ROI of 80 x 80 pixels, whereas 1 pixel equals 4 $\mu$m. The product to be controlled is in our case a substrate (see figure 1), consisting of a 2D repetitive pattern of OLED ‘wells' or
‘cups’ which need to be filled (printed) with a polymer substance by an industrial inkjet printer. Each OLED has a typical size of 100 × 200 μm that should be filled by a slightly larger droplet with an accuracy of maximum 10 μm. As the measurements are taken at 1 kHz, this results in a maximum effective computation time of 1 ms. The captured 80 × 80 pixels then contain 3 OLED structures. For visualization purposes, this paper deals with images of 100 × 200 pixels and thus nine OLED cups. The method we present here is split into an on-line step and an off-line step. The off-line step does an initial calibration of the substrate to ensure a margin of alignment with respect to the camera. If necessary, this can be accompanied by a shading correction if the grey-level uniformity is out of bound, and a height adjustment of the camera if the image is out of focus. The on-line step consists of the actual movement of the camera over the substrate from which images are taken at a fixed rate of 1 kHz. The OLED cups are then extracted with a Difference of Gaussian filter which separates the cups from their surroundings. Subsequent morphological operations Erosion and Dilation remove noise. From the resulting blobs the outlines are drawn by following the contours and an area calculation leaves only the nine largest structures. A larger rectangular box is drawn around each structure and used as an ROI (region of interest) on the original image to determine the center of gravity, which gives the center of each cup. Also on-line, a measure of focus can be calculated, as well as an extra orientation calculation with the resulting found cup centers.

This paper is organized as follows: Section 2 describes the algorithms used in the off-line step in detail. The algorithms used in the on-line step are explained in Section 3. Results of the performed experiments are given in Section 4. Finally, conclusions and future work are given in Section 5.

The long-term goal of our project ‘Fast Focus On Structures’ (FFOS) is to develop an intelligent visual servoing system that can be used for various industrial applications such as industrial inkjet printing. This paper mainly focuses on the embedded image processing task for visual servoing, being the extraction of highly accurate positions and orientations (poses) for the control of an x-y table. The motion control side of this project can be found in [2].

![OLED substrate](image1.png)

**Fig. 1.** OLED substrate. High resolution image of OLED substrate (a). The OLED images are rendered in grey scale with, in our case, nine OLEDs per image. The size of this image is 100 × 200 pixels (b). Image (a) taken from OTB Group.
2 Off-Line Step

The off-line step is used for the calibration of the camera with regard to the OLED substrate. The start point on the substrate for the on-line step should be found and some calibration criteria should be checked. A single image is used to determine if a correction in alignment, depth of focus and shading is necessary. Since in this phase timing is not essential, the image can be as large as the camera allows. This check can be done at several locations on the substrate and with several image sizes.

2.1 Histogram of Gradient Orientations

The orientation of the complete OLED substrate / complete display should be determined with an accuracy of ±1°. This is done to ensure a roughly correct alignment with respect to the initial camera frame. The camera orientation angle can only be corrected up to 5 degrees in the on-line stage, as the center detection algorithm in the on-line stage is only guaranteed between [-5:5] degrees (see section 3). The orientation of the entire OLED is determined by calculating the histogram of gradient orientations from the OLED image, which is convoluted with two different 3 x 3 Sobel kernels:

\[ S_x = \begin{bmatrix} 1 & 0 & -1 \\ 2 & 0 & -2 \\ 1 & 0 & -1 \end{bmatrix}, \quad S_y = \begin{bmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix} \] (1)

These resulting gradient approximations are then used to calculate the gradient direction in every pixel:

\[ \Theta = \arctan\left( \frac{G_y}{G_x} \right) \] (2)

where \( G_x \) and \( G_y \) is the result of the image convoluted with \( S_x \) and \( S_y \) respectively. This gradient calculation has an accuracy of ±1°, due to the inaccurate

![Fig. 2. Histogram of gradient orientations. Image gradients are calculated using 3x3 Sobel kernels. The two peaks represent the vertical (biggest peak) and horizontal edge of the OLED grid structure.](image-url)
approximation of the image gradient. From the gradient directions a histogram is constructed which depicts peaks in horizontal ($x$) and vertical ($y$) directions (see figure 2). These peaks depict the horizontal and vertical edges of the OLED grid.

When the resulting gradient exceeds a threshold (i.e. $|\theta| > 5^\circ$), the camera orientation should be adjusted or the OLED structure should be repositioned.

2.2 Shading Correction

Depending on the choice and design of the final vision system (i.e. camera, lens, lighting, etc) a shading correction can be done off-line and on-line. On-line correction is possible due to its relatively low computation time. The shading is estimated e.g. by morphological filtering [13], where a smoothed version (Gaussian) of the input image is subtracted from the original input image. This smoothed version is the estimate of the background (see figure 3). The standard deviation (sigma) of the $9 \times 9$ Gaussian smoothing kernel is determined from the standard deviation of the input image.

![Fig. 3. Shading correction. Figure (a) shows the original input image. Figure (b) shows the smoothed version of (a). Figure (c) shows the image corrected for shading.](image)

2.3 Depth of Focus

A sharp focus on the OLED substrate is needed to ensure a reliable pose calculation for each cup. For this a sharpness of focus measure is used. As an image with sharp focus has more high-frequency content than a blurry and badly focused image, a Laplacian operator is used that responds to high-frequency variations of image intensity and produces maximum values when the image is perfectly in focus. Since the terms in the Laplacian can have opposite signs which can cancel each other, a modified Laplacian is used [11]:

$$
\nabla^2 m I = \left| \frac{\partial^2 I}{\partial x^2} \right| + \left| \frac{\partial^2 I}{\partial y^2} \right|
$$

(3)
with $I = I(x, y)$ an input image. The normalized measure of focus is then defined as the normalized sum of all values in the modified Laplacian:

$$F_{Mn} = \sum_{i=0}^{n} \sum_{j=0}^{m} \nabla^2_M I * \frac{1}{128mn}$$

with $n$ and $m$ the width and height of an image and 128 the normalization factor. When this sum deviates too much from a given threshold (i.e. $F_{Mn} < T_M$), then the height of the camera should be adjusted. This could be done manually or by means of a routine which searches for the highest $F_{Mn}$. The measure of focus can be calculated off-line but even on-line due to its relatively low computation time. Extensive experimentations with various substrates have to indicate whether an on-line implementation is necessary.

3 On-Line Step

In the on-line step computation time is an important issue. The available single millisecond should be used as effectively as possible. However, some margin should be left to correctly close the computations and to cope with possible delay. To reach the required 1 kHz sampling rate the largest possible image is 80 $\times$ 80 pixels. This contains three OLED cups horizontally separated. To visualize the operations, for this paper we used an image of 100 $\times$ 200 pixels, i.e. nine OLED cups.

3.1 Difference of Gaussians

The images are processed in scale space; an image is represented as a single-parameter family of smoothed images, parameterized by the size of the smoothing kernel, i.e. a low pass filter. It is defined as the function, $L(x, y, \sigma)$, which
is produced by convolving a variable-scale Gaussian, \( G_\sigma(x, y) \), with an input image, \( I(x, y) \):

\[
L(x, y, \sigma) = G_\sigma(x, y) \ast I(x, y),
\]

where \( \ast \) represents the convolution in \( x \) and \( y \), and

\[
G_\sigma(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}}
\]

with \( \sigma \) the variance (width) of the Gaussian kernel.

Blobs can now be found using scale-space extrema in the Difference-of-Gaussian function \((D(x, y, \sigma))\) convoluted with the input image:

\[
D(x, y, k, \sigma) = (G_{k\sigma}(x, y) - G_\sigma(x, y)) \ast I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma)
\]

where the difference of two nearby scales is separated by a constant multiplicative factor \( k \) \[9\], \[7\]. This is equivalent to a band-pass filter that preserves frequencies that lie in the range of both images.

This function is computationally simple - only convolution and subtraction - and the pixel accuracy remains the same before and after computation, i.e. there is no scaling down. After blob-detection, the image is binarized with blobs equal to ‘1’ and the background equal to ‘0’ (see figure 5a).

As can be seen in figure 5a numerous blobs are detected, where some blobs are artifacts of neighboring OLEDs or line segments of the substrate. Also noise can be seen at either side of the OLEDs, which potentially could disturb future computations, such as the contour following. To remove this noise and most of the line segments, the binary image is eroded and subsequently dilated with a \( 3 \times 3 \) square structuring element.

Fig. 5. Subtraction of structural element. Figure (a) shows the result after blob-detection (Difference of Gaussians). Figure (b) shows the result after twice erosion and dilation for removal of noise and line segment artifacts.
3.2 Boundary Following

After blob-detection and noise removal the OLED cups and some line segment artifacts (figure 5b) are left. We now follow the boundaries of each binary blob. From the upper left pixel in the binary image a row-wise search is made to find the first ‘1’. When found, this contour is followed in a counter-clockwise manner (see figure 6b), where each contour point is stored into memory as a Freeman chain code (FCC) \[4\]. FCC is a compact way to represent a contour of an object. It is basically a sequence of directions of the steps taken when following the boundary of a contour (see figure 6a). Each blob is described in this way until the end of the image is reached (figure 7a).

![Direction](image1)

(a) Direction

![Pixel Search](image2)

(b) Pixel search

**Fig. 6.** Boundary following. Figure (a) shows the direction notation for 4-connectivity detection. Figure (b) shows the pixel neighborhood search for 4-connectivity (counter-clockwise) starting from direction ‘3’ (arrow down).

![Boundary Following](image3)

(a) Boundary following

![9 Biggest Contours](image4)

(b) 9 biggest contours

**Fig. 7.** Figure (a) shows the result after boundary following. From this binary image, the nine biggest contours are kept. Figure (b) shows the rectangles (ROIs) which are drawn around each of the nine contours and are used for center of gravity calculation in the input image.

3.3 Center of Gravity

The area of each contour is then calculated and only the nine largest contours are kept which represent the nine OLED cups (figure 7b). A slightly larger ROI
is then set around each contour and used as an ROI in the original input image to finally calculate the center of gravity. Since the OLED structure is symmetric and we assume there are no significant lighting variations over the OLED, this is also the center of the OLED (figure 8a).

4 Experiments and Results

Since the lighting over one OLED (100 by 200 μm) does not change significantly, the algorithm is invariant to lighting or shading differences. The detection of the blobs is invariant to orientation, however, the calculation of the center is not. After the contours are found a rectangle is drawn around it. When the substrate is rotated slightly (|α| > 10°, with α the rotation angle of the OLED substrate), the rectangle does not cover the OLED cup completely anymore (see figure 8b). For this, a lower limit is set in orientation error by correcting a false offset in the off-line step. A more accurate orientation can be calculated in the on-line step by simple triangulation. Each maximum and minimum center point for each row and column on a 3 × 3 OLED grid is known and can be used to calculate the orientation relatively accurate (±0.4°):

\[
\tan \alpha = \frac{\Delta y}{\Delta x}.
\]

with Δ the difference between successive points in x- and y-direction. This can then be used to correct a rotational offset.

Since the center of gravity is a calculation not rounded off to integers, the accuracy of the complete algorithm is sub-pixel, with each pixel being 4 μm in height and width. However, since the precise accuracy is difficult to determine (see e.g. [1]), and the actuation of the x-y table could be limited to a certain precision, the sub-pixel accuracy is said to be reliable up to ±1 μm. The accuracy specification (maximum 10 μm) has therefore been largely met. Extensive experiments with different substrates under various conditions (i.e. lighting) should give a better proof of performance.

Fig. 8. Result of algorithm. Figure (a) shows the centers of the nine OLED cups. Figure (b) shows an incorrect ROI overlay when the substrate exceeds an orientation of 10°.
The on-line algorithm is controlled by the timer of the camera, which is set to stream images at a fixed rate (1 [kHz]). Whenever a frame is done and sent to the computer, a callback ensures immediate processing on the obtained image. The computation time of the entire on-line algorithm is less then 2 milliseconds, hence each OLED center detection takes about $\frac{2}{9}$ milliseconds. The experiments have been carried out under Real-time Linux Ubuntu 8.10 in combination with C/C++ code on a standard notebook with 2 GB of RAM and a 2.4 GHz Intel Core 2 Duo CPU.

5 Conclusions and Future Work

The presented real-time center detection algorithm shows to be a suitable candidate for the computation of center coordinates of an OLED substrate in a visual servoing framework. The algorithm is split in an off-line step for calibration and an on-line step for real-time image processing. Off-line, orientation alignment is checked using a histogram of gradient orientations and a measure of focus is calculated using the Laplacian operator. On-line, the algorithm combines blob-detection, boundary following and center-of-gravity calculation to obtain sub-pixel accuracy (1 pixel equals 4 $\mu$m, sub-pixel accuracy reliable up to $\pm1 \mu$m).

With an image of 80 x 80 pixels the computation time is less than 1 millisecond per image, making 1 kHz visual servoing possible. Since the algorithm is controlled with the timer of the camera, the main source of delay is due to image processing. The variation of this delay is highly platform dependent. Therefore, further research should be carried out to gain more knowledge in this. Also for future research, an industrial variant will be implemented on an FPGA to cope with delay and to obtain even faster computation. Testing on an actual (moving) setup will provide insight into more complex effects such as delay, lighting influences, abnormalities in alignment, surface inequality, vibrations, etcetera. These effects and their possible solutions can then be subjected to a more close investigation. This will also give insight in the necessity for on-line shading correction and depth of focus adjustment as well as a more precise positioning accuracy.
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