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ABSTRACT
The blow-blow forming process is a widely used technique in glass container manufacturing (e.g. production of glass bottles and jars). This process typically takes few seconds and is characterized by large deformations and temperature gradients. In [1] the development of a computer simulation model for glass blowing was presented and demonstrated on dummy problems with an initially uniform glass temperature. The objective of this paper is to extend and further develop the simulation model to be used for industrial purposes. To achieve this both steps of the blow-blow forming process of glass containers are simulated and tested against real industrial problems. In this paper a non-uniform temperature distribution is considered for the blowing of the preform, which is reconstructed from temperature data provided by industry. The model is validated by means of several examples regarding conservation properties, behaviour of the flow and comparison of the glass thickness with experimental measurements. Furthermore, by means of these examples the sensitivity of the glass thickness to inaccuracies in the measurement and reconstruction of the initial temperature distribution is verified.

Nomenclature
Br Brinkman number
Fr Froude number
Pe Péclet number
Re Reynolds number
A Lakatos coefficients [-]
B Lakatos coefficients [K]
c_p specific heat of glass [J kg\(^{-1}\)K\(^{-1}\)]
f gravity force [m s\(^{-1}\)]
k\(c\) conductivity of glass [W m\(^{-1}\)K\(^{-1}\)]
p pressure [Pa]
q heat flux [W m\(^{-2}\)]
t time [s]
T\(G\) glass temperature [K]
T_L Lakatos coefficients [K]
u velocity [m s\(^{-1}\)]
\( \mu \) (dynamic) viscosity \([\text{kg m}^{-1}\text{s}^{-1}]\)

\( \rho \) density \([\text{kg m}^{-3}]\)

\( \sigma \) stress tensor \([\text{Pa}]\)

\( \phi \) level set function

1 Introduction

For centuries glass forming of containers, such as bottles, jars and art articles, was performed by hand and was based on empirical knowledge and hands on experience. In the 19th century glass containers were produced by an automated process in which molten glass is molded by inflating it with compressed air. Since then there has been a significant progress in understanding and optimizing the glass manufacturing process [2, 3].

A forming process in the glass container manufacturing circle is typically comprised of two stages. Two widely used glass container forming techniques are the blow-blow method and the press-blow method. A schematic drawing of the blow-blow process can be seen in Fig. 1. The molten glass that is used for the forming process comes straightly from the furnace, where temperatures can go up to 1500\( ^\circ \)C. After the melt leaves the furnace, it passes through a feeder and is cut into uniform gobs by a shearing and distribution system. Each gob is sent to an individual section forming machine, where the gob is forced to take the mould shape, while the temperature drops below 1150\( ^\circ \)C. The blow-blow forming machine consists of two moulds: one for each blow stage of the process. In the first blow stage the gob is delivered into the mould from above (Fig. 1(a)) and pressurized air blows the gob to the base of the mould to form the neck of the bottle (Fig. 1(b)). Compressed air is then blown from the bottom of the mould forcing the inner part of the gob to rise and take the shape of the mould (Fig. 1(c)) forming a thick walled preform or parison. Then the parison is removed by a robotic arm from the first mould, turned upside down and transferred to another mould for the second blow stage (Fig. 1(d)). Here the preform is left to sag due to gravity until it nearly touches the bottom of the mould. Subsequently, pressurized air is used to inflate the preform until it takes the final container shape (Fig. 1(e)). The container is then removed from the mould (Fig. 1(f)) and transferred to an annealing oven where it is reheated to remove the stress produced during forming. Finally, it is cooled under controlled conditions.

![Schematic drawing of a blow-blow process](image)

Fig. 1. Schematic drawing of a blow-blow process

Computer model simulations have become increasingly important in optimizing and controlling glass forming processes as they give insight in the phenomena happening fast and at extremely high temperature conditions. Simulations offer a good alternative to time consuming and expensive trial and error procedures common to factories. Representative numerical simulations could help minimize unwanted variations in wall thickness of containers and reduce their weight while maintaining the strength. They can also help optimize cooling conditions and increase the production speed.

Throughout the years various glass blow simulation models have been developed [4–7]. Most papers focus on modeling merely the final blow stage in either the blow-blow or the press-blow process. Only few papers have modeled the complete press-blow process [6] or the complete blow-blow process [8].
In [1] the development of a computer model to be used for glass blowing was described and demonstrated on dummy problems. The model in [1] was able to take as input information a relatively simple preform shape, a uniform temperature of the preform and the mould and a prescribed inlet air pressure. The model was merely validated by verification of volume conservation, but not tested against industrial data. The simulation model uses level set methods to track the glass-air interfaces. A major advantage of level set methods is that no re-meshing is required to distinguish between the glass domain and the air domain in time; the location of the interface can be marked by the so-called level set function instead [9–12].

This paper concentrates on modeling the full blow-blow forming process of glass containers with realistic data provided by glass manufacturers. In particular it is focused on the accurate representation of the glass-air interfaces during blowing and the correct thickness of the final product. The objective of this paper is to create a robust computational model to be used for industrial purposes which can accurately capture the blow-blow forming process of glass containers. The model should be able to take as input information the gob volume or the glass preform shape, a temperature distribution of the gob or preform and the mould and a prescribed inlet air pressure. It should output the container preform or final shape, the products final wall thickness as well as the stress and thermal deformations the preform and the mould undergo during the process. The model is validated by means of several examples regarding conservation properties, behaviour of the flow and comparison of the glass thickness with experimental measurements.

2 Mathematical Formulation

This section is concerned with presenting the mathematical model used to describe both blow stages of the production process. This involves solving the motion of glass and air, the heat exchange in glass and air and the position of the glass-air interface.

2.1 Flow problem

The motion of both the glass melt and the pressurized air can be described by the Navier-Stokes equations for incompressible fluids.

*Momentum equation:*

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = \nabla \cdot \sigma + \rho \mathbf{f}
\]  

(1)

*Continuity equation:*

\[
\nabla \cdot \mathbf{u} = 0.
\]  

(2)

At high temperatures glass behaves as a Newtonian fluid [3,13]. For Newtonian fluids the constitutive equation for the stress tensor is given by:

\[
\sigma = 2\mu \dot{\varepsilon} - p \mathbf{I},
\]  

(3)

where \( \dot{\varepsilon} \) is the strain rate tensor:

\[
\dot{\varepsilon} = \frac{1}{2} \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right).
\]  

(4)

Here the dynamic viscosity of glass depends on the temperature \( T \):

\[
\mu \equiv \mu(T).
\]  

(5)

By substituting (3) into (1) the momentum equation can be rewritten in the form

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = 2\nabla \cdot (\mu \dot{\varepsilon}) - \nabla p + \rho \mathbf{f}
\]  

(6)
In order to further analyze the problem quantitatively equation (6) is made dimensionless. Let us consider a typical: velocity \( U_0 \), length scale \( L_0 \), viscosity \( \mu_0 \) and pressure \( p_0 \). The characteristic pressure for the glass domain can be derived from

\[
p_0 = \frac{\mu_0 U_0}{L_0},
\]  
(7)

and for the air domain from

\[
p_0 = \rho_0 U_0^2.
\]  
(8)

Define dimensionless time, length, velocity, pressure and gravitational body forces:

\[
t^* = \frac{U_0 t}{L_0}, \quad x^* = \frac{x}{L_0}, \quad u^* = \frac{u}{U_0}, \quad p^* = \frac{p}{p_0}, \quad f^* = \frac{\mathbf{f}}{||\mathbf{f}||}.
\]  
(9)

The dimensionless form of the momentum (6) and the continuity equation (2) are:

\[
\frac{\partial u^*}{\partial t^*} + u^* \cdot \nabla^* u^* = \frac{2}{Re} \nabla^* \cdot (\mu^* \dot{\varepsilon}) - \frac{p_0}{\rho U_0^2} \nabla^* p^* + \frac{1}{Fr} f^* + \nabla^* \cdot u^* = 0.
\]  
(10a)

Here the ratio of the inertial forces to viscous forces is described by the Reynolds number,

\[
Re = \frac{\rho U_0 L_0}{\mu_0},
\]  
(11)

and the ratio of the inertial forces to the gravitational force is given by the Froude number,

\[
Fr = \frac{U_0^2}{L_0 ||\mathbf{f}||}.
\]  
(12)

Boundary conditions for the flow problem are:

- an inflow pressure \( p = p_{in} \) at the mould entrance,
- free-stress conditions for air and no-slip conditions for glass on the mould wall,
- 2D axial symmetry conditions on the symmetry axis.

### 2.2 Heat exchange

The heat flow can be described by the energy equation and for an incompressible fluid in an Eulerian description it reads:

\[
\rho c_p \left( \frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T \right) = -\nabla \cdot \mathbf{q} + 2\mu \dot{\varepsilon} : \nabla \mathbf{u}
\]  
(13)

Here \( c_p \) is the specific heat of the glass and \( \mathbf{q} \) is the heat flux. The heat flux \( \mathbf{q} \) is the result of the contribution of both thermal conduction and radiation. The calculation of radiative heat transfer is in general a complicated process. However, for clear glasses it is usually reasonable to omit the radiative conductivity \([14, 15]\). Therefore, the heat transfer due to radiation is neglected and it is assumed that the conduction obeys the Fourier law, which relates the heat flux vector to the temperature \( T \) by thermal conductivity \( k \) as

\[
\mathbf{q} = -k \nabla T.
\]  
(14)
Thus, the energy equation can be written as

$$\rho c_p \left( \frac{\partial T}{\partial t} + u \cdot \nabla T \right) = -k \nabla^2 T + 2\mu \dot{\varepsilon} : \nabla \mathbf{u}. \quad (15)$$

Define dimensionless viscosity and temperature,

$$\mu^* = \frac{\mu}{\mu_0}, \quad T^* = \frac{T - T_m}{T_g - T_m}, \quad (16)$$

where $T_m$ is the temperature of the mould and $T_g$ is the typical glass temperature. The dimensionless form of the energy equation (15) reads

$$\text{Pe} \left( \frac{\partial T^*}{\partial t^*} + \mathbf{u}^* \cdot \nabla T^* \right) = -\nabla^2 T^* + 2\text{Br} \mu^* \dot{\varepsilon}^* : \nabla \mathbf{u}^*. \quad (17)$$

The forced convection of a system is related to its heat conduction by the Péclet number,

$$\text{Pe} = \frac{\rho c_p L_0 U_0}{k}, \quad (18)$$

and the effect of viscous dissipation is related to the effect of conduction by the Brinkman number,

$$\text{Br} = \frac{\mu_0 U_0^2}{k(T_g - T_m)}. \quad (19)$$

The boundary conditions for the energy problem follow from symmetry,

$$\left( \lambda \nabla T \right) \cdot \mathbf{n} = 0, \quad (20)$$

and heat exchange with the mould,

$$\left( \lambda \nabla T \right) \cdot \mathbf{n} = \alpha(T - T_m) \quad (21)$$

where $\alpha$ [W m$^{-2}$ K$^{-1}$] is the heat transfer coefficient.

The viscosity typically represents the fluids’ resistance to the flow. The viscosity of glass strongly depends on the temperature. Consequently, the flow problem and the energy problem are coupled. As the temperature rises the viscosity decreases. In the temperature range of the blow-blow process a good fit to the viscosity data is provided by the so-called Vogel-Fulcher-Tammann (VFT) relation [2, 13]:

$$\mu(T) = 10^{A + B/(T - T_L)}. \quad (22)$$

where $A, B, T_L$ are the Lakatos coefficients, which are empirically determined depending on the type of the glass. In Figure 2 a curve fit of the viscosity data by the VFT equation is shown. The Lakatos coefficients for the curve fit are given in Tab. 1. The data was provided by industry.

### 2.3 Glass-air interface position: Level set methods

The problems that this paper intends to model involve moving interfaces. A level set method has been chosen to capture the moving interfaces between the two continua: glass and air [9, 10]. This method allows to model flows with moving interfaces using a fixed spatial domain. Usually, two continua with different densities and viscosities are considered. The basic idea is to embed a moving interface as the zero level set of the so-called interface or level set function $\phi$, which serves
<table>
<thead>
<tr>
<th>Coefficient [Unit]</th>
<th>$A$ [-]</th>
<th>$B$ [K]</th>
<th>$T_c$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>2.76</td>
<td>5.69·10³</td>
<td>1.89·10²</td>
</tr>
</tbody>
</table>

Table 1. Lakatos coefficients for the curve fit of the glass viscosity data by the VFT equation.

![Fig. 2. Curve fit of the glass viscosity data by the VFT equation.](image)

as a marker identifying the interface between the two continua, while the continua can easily be distinguished by the sign of the interface function. The evolution of the zero level set, thus the motion of the interface, is governed by the convection equation:

$$\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = 0.$$ (23)

Thus, at any time $t$ the corresponding interface is given implicitly by $\phi(x,t) = 0$. For the simulations two level set methods are used, one describing the position of the inner interface of the perform and the other the position of the outer one.

3 Discretisation Method

Finite element methods [16, 17] have been used for the discretization of the Stokes flow problem, the level set problem and the energy problem. The finite element formulation has been implemented in a SEPRAN finite element package. Mini-elements are used for the computations [18].

The resulting equations are solved using the BI-CGSTAB method [19]. This iterative method terminates after a finite number of iteration steps. As a stopping criterion the absolute value of the residual less than $10^{-8}$ is used for the Stokes flow problem and the level set problem and $10^{-6}$ for the energy problem. As an initial guess for the iteration process the solution obtained in the previous time step is used. For the energy problem the stabilized formulation is obtained using the streamline-upwind Petrov-Galerkin (SUPG) method [20, 21].

The Euler Implicit scheme was used for the time integration. Each time step successively the static Stokes flow problem, the energy problem and the level set problems are solved in respective order. The flow velocity obtained from the Stokes flow problem is used to solve the energy problem and the level set problem, and the temperature obtained from the energy problem is used to compute the viscosity for the next time step and the level set functions obtained from the level set problems are used to track the location of the interfaces in the next time step.

A level set method is used for capturing the two-fluid flow interfaces. Level set methods compute geometric properties of highly complicated boundaries without necessarily explicitly tracking the interface. Furthermore, the moving interface can undergo topological changes, i.e. develop corners quite naturally.

One of the difficulties encountered in level set methods is to keep the desired shape of the level set function. When the flow velocity in the domain is not constant, the level set function can deform such that it introduces numerical difficulties. There are two basic solutions to this problem:

(a) to adapt the velocity field; a procedure of extending velocities that is mainly used for problems where the velocity is only known at the interface,
(b) to re-initialize the level set function, in which case the velocity field remains unchanged.

In this case the velocity field is kept unchanged and the level set function is re-initialized. The level set function \( \phi \) is initially a Euclidean distance function to the corresponding interface \( \Gamma(t) \), i.e.

\[
\| \nabla \phi(x, 0) \|_2 = 1.
\] (24)

As the interface is convected by the flow velocity according to equation (23), the gradient of the function \( \phi \) deviates from 1 and may become increasingly irregular. The initially well-shaped level set function can develop steep gradients on one side and can become almost constant on the other side of the domain. Therefore, it is desirable to compute a so-called signed distance function \( d \), that has the following properties while the sign of the distance function changes across the interface:

\[
\| \nabla d \|_2 = 1,
\]

\[
d = 0, \quad \text{on } \Gamma(t).
\] (25a, 25b)

The re-initialization technique used in this paper is based on triangulated fast marching methods and can be used for computations in both structured and unstructured meshes. Further details can be found in [1]. The signed distance function to the inner interface on the mould surface immediately gives the product thickness, provided the outer interface coincides with the mould surface.

4 Computer Simulation Model

This section presents the computer simulation model for the blow-blow process. The simulations considered are tested on commercial bottle containers. Simulations were performed both for the first blow stage as well as the second blow stage. The preform’s outer shape in the second blow stage has been used as the mould shape for the first blow stage. Both blow stages are simulated for given time durations. The information regarding the dimensions and the manufacturing conditions were supplied by manufacturers. The time durations of the blow stages were not explicitly given by manufacturers, but were chosen reasonably small, such that at least a complete mould shape could be blown. Once the mould is completely covered with glass, changes in the mould shape due to blowing will be marginal. Finally, the bottle thickness in the simulation is validated by comparing it with measured thickness data.

In the mould for the first blow stage the neck formation and the initial compression of the gob by pressurized air are not considered. The simulation starts after the gob is settled. The motion of the glass melt is captured by the level set method. Typical values used in the simulations are given in Tab. 2.

The momentum equation (10a) can be simplified based on the following arguments. Because of the low Reynolds number, the flow of glass is driven by viscous forces. However, this is not the case for air. As a matter of fact, for the inlet air the typical pressure can be chosen as \( p_0 = p_m \) rather than (8). Then for air,

\[
\frac{p_0}{\rho U_0^2} \sim 1.38 \cdot 10^9,
\] (26)

from which the momentum equation (10a) could be reduced to

\[
\nabla p = 0.
\] (27)

However, in order to restrict the number of degrees of freedom, the pressure should be coupled to the flow velocity in the momentum equation. Then because of the moderate Reynolds number for air the full Navier-Stokes equations should be solved, which is computationally expensive. Moreover, mainly the flow of glass is of interest for the simulations. Therefore, for the simulations the air is replaced by a fictitious fluid with viscosity \( \mu = 2.1 \text{Pa s} \) and density \( \rho = 1 \text{kg m}^{-3} \). For the fictitious fluid the Reynolds number is \( 4.76 \cdot 10^{-5} \). As \( \text{Re} \ll 1 \) for both glass and air the problem is dominated by viscous and gravitational forces and the inertia terms may be neglected. On the other hand, the viscosity of the fictitious fluid is still much smaller than the viscosity of glass, so that the pressure drop in the air domain is negligible compared to the pressure drop in the glass domain [1, 22]. Thus, the flow problem for both glass and fictitious fluid can be simplified by solving the Stokes flow equations (omitting \( \nabla \cdot \mathbf{u} \)):

\[
\frac{2}{\text{Re}} \nabla \cdot (\mu \mathbf{e}) = \frac{p_0}{\rho U_0^2} \nabla p + \frac{1}{\text{Fr}} \mathbf{f}
\] (28a)

\[
\nabla \cdot \mathbf{u} = 0.
\] (28b)
Table 2. Typical values for the blow-blow process

The influence of dissipation in the energy equation (17) can be neglected as \( Br \ll 1 \). The Brinkman number of the fictitious fluid is \( 2.34 \cdot 10^{-5} \).

Two level set functions were used to capture the moving interfaces; one for the outer interface and one for the inner interface. Simulations were performed using both structured and unstructured meshes. Graphs of the finite element mesh can be found in Fig. 3.

It is common practice in glass manufacturing that there is a temperature variation in the glass preform, which results in wall thickness variations. Thus, a non-uniform initial temperature distribution was considered for the second blow of the preform. The temperature data was provided by industry and fitted by the function by means of multiple linear regression:

\[
T_0(r, z) = T_0 \left( 1 - \lambda e^{-\kappa z} \right) + \sum_{k=1}^{4} (-1)^k \left( T_{k,r} r^k + T_{k,z} z^k \right),
\]

(29)
Here coordinate $r$ is in radial direction of the mould and coordinate $z$ is in axial direction with $z = 0\, \text{m}$ at the lowest point of the mould. The coefficients were determined by means of least squares and are given in Tab. 3. Figure 4 compares the temperature data with the least squares approximation in (29). The root mean square error of the approximation is $15.08\, ^\circ\text{C}$.

<table>
<thead>
<tr>
<th>Coefficient [Unit]</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0, [\text{K}]$</td>
<td>$3.2104 \cdot 10^3$</td>
</tr>
<tr>
<td>$T_{1,r}, [\text{Km}^{-1}]$</td>
<td>$6.9036 \cdot 10^4$</td>
</tr>
<tr>
<td>$T_{2,r}, [\text{Km}^{-2}]$</td>
<td>$1.7209 \cdot 10^7$</td>
</tr>
<tr>
<td>$T_{3,r}, [\text{Km}^{-3}]$</td>
<td>$1.3748 \cdot 10^9$</td>
</tr>
<tr>
<td>$T_{4,r}, [\text{Km}^{-4}]$</td>
<td>$3.2284 \cdot 10^{10}$</td>
</tr>
<tr>
<td>$T_{1,z}, [\text{Km}^{-1}]$</td>
<td>$4.4453 \cdot 10^4$</td>
</tr>
<tr>
<td>$T_{2,z}, [\text{Km}^{-2}]$</td>
<td>$3.0587 \cdot 10^5$</td>
</tr>
<tr>
<td>$T_{3,z}, [\text{Km}^{-3}]$</td>
<td>$6.9616 \cdot 10^5$</td>
</tr>
<tr>
<td>$T_{4,z}, [\text{Km}^{-4}]$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>$\lambda_z, [\text{]}$</td>
<td>$3.3887 \cdot 10^5$</td>
</tr>
<tr>
<td>$\kappa_z, [\text{m}^{-1}]$</td>
<td>$2.0 \cdot 10^2$</td>
</tr>
</tbody>
</table>

Table 3. Coefficients in interpolation formula for the non-uniform temperature distribution

![Fig. 4. Temperature distribution of preform.](image)

**5 Results**

For the simulations of the first blow stage the initial temperature of air and the mould were $500\, ^\circ\text{C}$. The initial temperature of the gob was considered to be uniform. The propagation of the glass during the first blow stage can be seen in Fig. 5. The area of glass is depicted with red and the area of air is depicted with blue. The temperature profiles at the corresponding times can be seen in Fig. 6. The time duration of the first blow stage is $1.75\, \text{s}$.

In the second blow stage the preform is first let inside the mould to sag due to gravity long enough that it just does not touch the mould. The sag time used for the simulations was $0.3\, \text{s}$. After this time the pressurized air forces the preform to obtain the shape of the mould. The glass propagation during sag and blow is shown in Fig. 7. Figure 8 shows the temperature profiles. The time duration of the second blow stage is $1.025\, \text{s}$.
Fig. 5. The glass area propagation of the first blow step of the preform. Air is denoted with blue and glass with red.

Fig. 6. Temperature profiles of the first blow step of the preform at different times.

Fig. 7. The glass area propagation of the second blow step of the preform with stretch time 0.3s. Air is denoted with blue and glass with red.

Figure 9 compares the thickness of the final product in the blow-blow simulation with the thickness data provided by industry. The level set function is used to measure the glass thickness in the simulation.
In the comparison it should be taken into account that errors in the glass thickness are prone to both modeling and measurement inaccuracies. A relevant issue in this matter is the measurement of the initial glass temperature distribution. The glass temperature was provided by industry, but it is unclear how it was obtained. The most common methods to measure the temperature are by means of thermocouples and single-wavelength pyrometers [23]. In the forming of glass containers thermocouples are impractical [24, 25]. With a pyrometer it is only possible to determine the surface temperature. Several attempts have been made to determine also the temperature in the glass, however this is usually coupled to significant errors [24, 26, 27]. In [24] it is stated that the accuracy in the measurement of the surface temperature by a pyrometer is typically around 5°C. Reconstruction of the temperature distribution in the glass from the measured spectral intensity typically results in an error of the order 10°C.

Figure 10 shows that a temperature difference of 10°C results in a thickness variation of nearly the same order as the difference in thickness between Fig. 9(a) and Fig. 9(b). Note that the error of the least squares approximation (29) is of the same order of magnitude as the expected error due to measurements and reconstruction of the temperature distribution in the glass. A more accurate approximation of the temperature data does not give any significant improvement. From this it can be concluded that the computed thickness in the simulation is as near to the measured thickness as can be expected. Thus, taking the expected error into account, the thickness distribution in the simulation is in good agreement with the measured thickness distribution.

In order to further assess the accuracy of the simulation model presented in this paper, the glass volume conservation is used. Figure 11 shows the percentage volume change in time. The volume change has a maximum of 1.5%. The volume
conservation can be further improved using smaller time steps, higher mesh quality and a second order accurate discretisation schemes such as Crank Nicholson. This phenomenon was also observed in [3].

6 Conclusions
In this paper the implementation of the blow-blow forming process of glass containers tested in realistic manufacturing conditions was presented. Both the first and the second blow stage of the forming process were modeled. A realistic non-uniform temperature distribution of the preform in the second stage was reconstructed using temperature data provided by industry. The fluid flow is described by a Stokes flow problem and the heat transfer by an energy exchange problem. The glass position is modeled by two level set problems corresponding to the inner and outer glass-air interface.

The method was implemented in a finite elements library for both structured and unstructured grids, which enables manufacturers to use it for any possible shape of the end product.

The model is validated by means of several examples regarding conservation properties, behaviour of the flow and comparison of the glass thickness with experimental measurements. The method gave a volume conservation of between 1.5% which can further be improved using higher order discretisation schemes. Furthermore, taking the expected error in
the measurement of the glass temperature into account, the thickness distribution in the simulation is in good agreement with the measured thickness distribution provided by industry. This gives confidence that this model can be used for industrial practice.
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