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A slowly varying modes solution of WKB type is derived for the problem of sound propagation in a slowly varying 2D duct with linearly sheared mean flow. Both the slowly varying mean flow equations and the Pridmore-Brown equation for the modes can be solved analytically exactly.

I. Introduction

Sound propagation in uniformly lined straight ducts with uniform mean flow is well established by its analytically exact description in duct modes [1, 2, 3]. In cross-wise nonuniform flow there are still modes, although the (Pridmore-Brown) equation that describes them is in general not solvable in terms of standard functions [4, 5, 6, 7, 8, 9] and has to be solved numerically.

These modal solutions provide insight, but the important effects due to the variation of the duct geometry and the corresponding mean flow cannot be described exactly. The inherently smooth variation of a flow duct, however, provides a small parameter (the slenderness of the duct wall variation) that allows asymptotic solutions of WKB type in the form of slowly varying modes in potential mean flow (asymptotically equivalent to quasi 1D gas flow in slender ducts) [10, 11, 12, 13, 14, 15, 16, 17, 19].

This approach have been favourably compared with fully numerical solutions [18], and has also otherwise been incorporated in full numerical approaches [17].

Much more difficult is it to combine slowly varying modes with non-uniform shear flow. The main problem is that a general theory for sheared flow in slowly varying ducts does not exist. An exception is the special case of uniform axial flow with solid body rotation, considered by Cooper and Peake in [20], but the mean flow still requires the numerical integration of a ordinary differential equation. If the duct varies just in impedance, rather than its geometry, like in [8], the problem of the mean flow is avoided and a rather general result is again possible. Another problem is that with nonuniform mean flow the acoustic equation (a form of the Pridmore-Brown equation) has in general no solutions in terms of standard functions, leading to a rather extended numerical component of the essentially analytical asymptotic approximation.

In the present paper we will try to explore a special case of non-uniform shear flow in a slowly varying hard-walled duct, where both problems do not exist. As was found by Goldstein and Rice [21], the acoustic equations for 2D linear shear flow and uniform density, pressure and sound-speed, can be solved exactly by Weber’s Parabolic Cylinder functions, while the corresponding
slowly varying mean flow is exactly solvable in a manner reminiscent of the quasi 1D gas dynamics solution.

II. The problem

II.A. The equations

In the acoustic realm of a perfect gas that we will consider, we have for pressure $\bar{p}$, velocity $\bar{v}$, density $\bar{\rho}$, entropy $\bar{s}$, and soundspeed $\bar{c}$

$$\frac{d\bar{p}}{dt} = -\rho \nabla \cdot \bar{v}, \quad \rho \frac{d\bar{v}}{dt} = -\nabla \bar{p}, \quad \frac{d\bar{s}}{dt} = 0,$$

where $\gamma$, $C_p$ and $C_V$ are gas constants. $C_V$ is the heat capacity at constant volume, $C_p$ is the heat capacity at constant pressure, and $\gamma = C_p/C_V$. When we have a stationary mean flow with unsteady time-harmonic perturbations of frequency $\omega$, given, in the usual complex notation, by

$$\bar{v} = V + \text{Re}(v e^{i\omega t}), \quad \bar{p} = P + \text{Re}(p e^{i\omega t}), \quad \bar{\rho} = D + \text{Re}(\rho e^{i\omega t}), \quad \bar{s} = S + \text{Re}(s e^{i\omega t}),$$

where $\omega > 0$ and linearise for small amplitude, we obtain for the mean flow

$$\nabla \cdot (DV) = 0, \quad D(V \cdot \nabla) V = -\nabla P,$$

and the perturbations

$$i\omega \rho + \nabla \cdot (V \rho + vD) = 0,$$

$$D(i\omega + V \cdot \nabla)v + D(v \cdot \nabla)V + \rho(V \cdot \nabla)V = -\nabla p,$$

$$s = \frac{C_V}{P} p - \frac{C_p}{D} \rho = \frac{C_V}{P} (p - C_2 \rho).$$

II.B. Nondimensionalisation

Without further change of notation, we will assume throughout this paper that the problem is made dimensionless: lengths on a typical duct height $a_\infty$, velocities on a typical sound speed $c_\infty$, time on $a_\infty/c_\infty$, densities on a typical density $\rho_\infty$, pressures on $\rho_\infty c_\infty^2$ and entropy on $C_V$. Note that the corresponding actual pressure $p_\infty$ is given by $p_\infty = \rho_\infty c_\infty^2 / \gamma$.

II.C. The geometry

The domain of interest is a 2D duct $\mathcal{V}$ of slowly varying cross section $g(X) \leq y \leq h(X)$, where $0 < h - g = \Theta(1)$. $X = \varepsilon x$ is a so-called slow variable while $\varepsilon$ is small. At the duct top surface $y = h$ the gradient

$$\nabla (y - h(X)) = e_y - \varepsilon e_x h_X,$$
\[ n = \frac{e_y - \varepsilon e_x h_x}{\sqrt{1 + \varepsilon^2 h_x^2}} = e_y - \varepsilon e_x h_x + \mathcal{O}(\varepsilon^2). \]  

(6)

A similar formula applies to the bottom surface \( y = g \).

II.D. Boundary conditions

The duct wall is impermeable to the mean flow, so we have the mean flow boundary conditions

\[ V - \varepsilon g_x U = 0 \text{ at } y = g(X), \quad \text{and} \quad V - \varepsilon h_x U = 0 \text{ at } y = h(X). \]  

(7)

If we denote the mean flow by \( V = U e_x + V e_y \), with the axial component \( U \) and the cross-wise component \( V \), the mean flow mass flux, given by

\[ \int_g^h DU \, dy = \mathcal{F}, \]  

(8)

is independent of \( x \), where \( \mathcal{F} \) is (after non-dimensionalisation) a constant \( \mathcal{O}(1) \). The mean flow is assumed to be determined by the slowly varying geometry only.

The acoustic boundary condition of the hard wall is similar to the mean flow and given by

\[ v \cdot n = 0, \]

which amounts to

\[ v - \varepsilon g_x u = 0 \text{ at } y = g(X), \quad \text{and} \quad v - \varepsilon h_x u = 0 \text{ at } y = h(X). \]  

(9)

III. Mean flow

For a potential mean flow the above conditions would be sufficient to define the flow [15].

In contrast, a sheared (vortical) mean flow, like we have here, is not defined yet without more conditions. The type of velocity profile we will consider is an almost linear shear flow, like \( U_y \propto \) a coefficient that vary with \( X \), to obey the condition of fixed mass flux and varying wall normal.

So we postulate a mean flow that is to leading order given by

\[ U(X, y) = \tau(X) + \sigma(X)(y - g(X)), \]  

(10)
where σ and τ are to be determined.

We do not assume a general temperature (sound speed, density) profile, but a homentropic flow with \( S \) (the same) constant, such that

\[
\frac{\gamma}{D \gamma}, \quad \frac{D C^2}{\gamma} = \frac{C^2}{D^{\gamma - 1}}.
\]  

(11)

Since we assumed the mean flow to be determined by the slowly varying geometry only, we write all flow variables as a function of \((X, y; \varepsilon)\), and expand each in a regular Poincaré expansion in powers of \( \varepsilon^2 \) (the small parameter that appears in the equations). From elementary order of magnitude considerations it follows that \( U = O(1) \), \( V = O(\varepsilon) \), \( D = O(1) \), \( C = O(1) \), and \( P = O(1) \). So we have

\[
U = U_0 + O(\varepsilon^2), \quad V = \varepsilon V_0 + O(\varepsilon^3),
\]

\[
D = D_0 + O(\varepsilon^2), \quad P = P_0 + O(\varepsilon^2), \quad C = C_0 + O(\varepsilon^2), \quad P = O(1).
\]  

(12)

where each term in the expansion is independent of \( \varepsilon \). For notational convenience we leave out the 0 subscript, because higher orders will not be considered.

We substitute these expansions in the conservation equations and collect the terms of like powers of \( \varepsilon \). Then we get to leading order

\[
(DU)_X + (DV)_y = 0,
\]

\[
D(UU_x + VU_y) + P_X = 0,
\]

\[
P_y = 0,
\]  

(13)

with boundary conditions

\[
V - g_x U = 0 \text{ at } y = g \quad \text{and} \quad V - h_x U = 0 \text{ at } y = h(X).
\]  

(14)

From \( P = P(X) \) is also \( D = D(X) \) and \( C = C(X) \), and so \( P_X = C^2 D_X = D^\gamma - 1 D_X \). Therefore

\[
(DU)_X + DV_y = 0,
\]

\[
D(UU_x + VU_y) + D^\gamma - 1 D_X = 0.
\]  

(15)

This leads to

\[
DV = g_x DU(g) - \int_g^y (DU)_x dy',
\]

(16)

which by construction satisfies the boundary condition at \( y = g \), and satisfies indeed at \( y = h \)

\[
DV - DU h_X = - \frac{d}{dX} \int_g^h DU dy = - \frac{d}{dX} \mathcal{F} = 0.
\]  

(17)

Now substitute

\[
U = \tau + \sigma(y - g),
\]

then

\[
DV = D g_x U - (D\tau)_x (y - g) - \frac{1}{2} (D\sigma)_x (y - g)^2.
\]  

(18)
and
\[ DT \tau_X + D^{n-1}_X + (D \sigma_X - D_X \sigma) (\tau(y-g) + \frac{1}{2} \sigma (y-g)^2) = 0. \] (19)
This requires (at \( y = g \)) that
\[ DT \tau_X + D^{n-1}_X = 0, \] (20)
and therefore
\[ D \sigma_X - D_X \sigma = 0. \] (21)
This is satisfied if for any (problem dependent) constants \( \lambda \) and \( E \)
\[ \sigma(X) = \lambda D(X), \] (22)
and the Bernoulli-like\(^1\) equation
\[ \frac{1}{2} \tau^2 + \frac{1}{\gamma - 1} D^{n-1} = E. \] (23)
Eliminate \( \tau \) from
\[ \int_{g}^{h} DU \ dy = D \int_{g}^{h} U \ dy = D(h-g)(\tau + \frac{1}{2} \sigma (h-g)) = \mathcal{F} \] (24)
to get
\[ \tau = \frac{\mathcal{F}}{D(h-g)} - \frac{1}{2} \sigma (h-g). \] (25)
For given geometry \( h \) and \( g \) and mean flow constants \( E, \lambda \) and \( \mathcal{F} \) we have then
\[ \frac{1}{2} \left( \frac{\mathcal{F}}{D(h-g)} - \frac{1}{2} \lambda D(h-g) \right)^2 + \frac{1}{\gamma - 1} D^{n-1} = E, \] (26)
to be solved per \( X \) for \( D \). (\( E \) and \( \mathcal{F} \) have to be chosen carefully to avoid supersonic parts of the flow.) Then we have \( \tau, \sigma, U \) and \( C \) like given above, and the derivatives
\[ D_X = \frac{D \tau U(h)}{C^2 - \tau U(h)} \cdot \frac{h_x - g_x}{h - g}, \quad \tau_X = -\frac{C^2 D_X}{\tau D}, \quad \sigma_X = \lambda D_X, \quad U_X = \tau_X + \sigma_X y, \] (27)
from which \( V \) and \( V_y \) can be found like
\[ V = g_x U(y) + U(h) \frac{C^2 - \tau U(y)}{C^2 - \tau U(h)} \frac{h_x - g_x (y-g)}{h - g}, \] \[ V_y = g_x \sigma + U(h) \frac{C^2 + \tau^2 - 2 \tau U(y)}{C^2 - \tau U(h)} \frac{h_x - g_x}{h - g}. \] (28)
Note that there is apparently no slowly varying mean flow of linear shear with \( \tau(X) \equiv 0 \).

\(^1\)Along the streamline \( y = g \) Bernoulli’s law applies.
IV. Acoustic field

IV.A. Slowly varying modes

With the mean flow variables expanded to first order, we have the acoustic equations

\[
\begin{align*}
i\omega p + U p_x + D(u_x + v_y) &= -\varepsilon \left[ \rho(U_X + V_y) + U D_X + V p_y \right], \\
D(i\omega u + U u_x) + D\sigma + p_x &= -\varepsilon \left[ -D^{-1}C^2 D_X \rho + D(U_X u + V u_y) \right], \\
D(i\omega v + U v_x) + p_y &= -\varepsilon \left[ D V_y p + D V v_y \right], \\
i\omega s + U s_x &= -\varepsilon V s_y,
\end{align*}
\]

where

\[
s = \frac{p}{P} - \frac{\gamma \rho}{D} = \frac{1}{P}(p - C^2 \rho).
\]

The hard wall boundary conditions at \( y = g(\varepsilon x) \) and \( y = h(\varepsilon x) \) are

\[
v(x, g) - \varepsilon g_x u(x, g) = 0, \quad v(x, h) - \varepsilon h_x u(x, h) = 0.
\]

The assumption of a multiple scales solution is here equivalent to the WKB-Ansatz:

\[
\begin{align*}
u &= A(X, y; \varepsilon) e^{-i \int \mu(\varepsilon x) dx^2}, \\
u_x &= (-i\mu A + \varepsilon A_x) e^{-i \int \mu(\varepsilon x) dx^2}, \\
u &= B(X, y; \varepsilon) e^{-i \int \mu(\varepsilon x) dx^2}, \\
p &= M(X, y; \varepsilon) e^{-i \int \mu(\varepsilon x) dx^2}, \\
\rho &= N(X, y; \varepsilon) e^{-i \int \mu(\varepsilon x) dx^2}, \\
s &= T(X, y; \varepsilon) e^{-i \int \mu(\varepsilon x) dx^2},
\end{align*}
\]

Introduce

\[
\Omega = \omega - \mu U,
\]

and substitute to obtain after some simplifications to \( \mathcal{O}(\varepsilon^2) \)

\[
\begin{align*}
i\Omega N + D(-i\mu A + B_y) &= -\varepsilon \left[ (UN + DA)_X + (VN)_y \right], \\
i\Omega DA + DB\sigma - i\mu M &= -\varepsilon D \left[ (D^{-1}M + UA)_X + VA_y \right], \\
i\Omega DB + M_x &= -\varepsilon D \left[ UB_X + (VB)_y \right], \\
i\Omega T &= -\varepsilon \left[ UT_X + VT_y \right],
\end{align*}
\]

with

\[
T = P^{-1}(M - C^2 N)
\]

and boundary conditions

\[
B(X, g) - \varepsilon g_x A(X, g) = 0, \quad B(X, h) - \varepsilon h_x A(X, h) = 0.
\]

We expand

\[
A = A_0 + \varepsilon A_1 + \ldots, \quad B = B_0 + \varepsilon B_1 + \ldots, \quad M = M_0 + \varepsilon M_1 + \ldots, \quad N = N_0 + \varepsilon N_1 + \ldots,
\]
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to obtain to leading order
\[ \begin{align*}
\imath \Omega N_0 + D(-\imath \mu A_0 + B_{0,y}) &= 0, \\
\imath \Omega D A_0 + D B_0 \sigma - \imath \mu M_0 &= 0, \\
\imath \Omega D B_0 + M_{0,y} &= 0, \\
\imath \Omega (M_0 - C^2 N_0) &= 0,
\end{align*} \tag{37} \]
with boundary conditions
\[ B_0(X, g) = 0, \quad B_0(X, h) = 0. \tag{38} \]
This can be reduced to one equation in \( M_0 \) called the Pridmore-Brown equation:
\[ \Omega^2 \left( \frac{M_{0,y}}{\Omega^2} \right)_y + \left( \frac{\Omega^2}{C^2} - \mu^2 \right) M_0 = 0, \tag{39} \]
with boundary conditions
\[ M_{0,y}(X, g) = 0, \quad M_{0,y}(X, h) = 0. \tag{40} \]
Note that in equation (39) \( X \) is a parameter, and we can write
\[ M_0(X, y) = Q(X) \psi(X, y). \tag{41} \]
This implies that \( M_0 \) is only determined up to a slowly varying amplitude. By normalising \( \psi \) in some convenient way, we may uniquely define shape function \( \psi \). However, the amplitude \( Q \) is yet to be determined. We will derive an equation for it at the next order of expansion.

Before this, we will elaborate on the above equation (39), which can be solved in terms of standard functions.

**IV.B. Parabolic Cylinder Functions**

As was shown by Goldstein and Rice [21], this equation (39), due to the linear mean flow profile and provided \( \sigma \neq 0 \), can be solved in terms of Parabolic Cylinder functions (or Weber functions); see sections 19.16 and 19.17 of [23]. Introduce (in order to avoid square roots of imaginary quantities, we adopt a slightly different approach than [21]) the new variables
\[ \begin{align*}
\xi &= \left( \frac{\pm 2}{\mu \sigma C} \right)^{1/2} \Omega = \left( \frac{\pm 2}{\mu \sigma C} \right)^{1/2} \left( \omega - \mu \tau - \mu \sigma (y - g) \right), \\
\psi &= e^\frac{b \xi^2}{C} \frac{d}{d\xi} \left[ e^{-\frac{b \xi^2}{C}} \eta(\xi) \right] = \eta' - b \xi \eta, \quad b = \frac{\pm \mu C}{2 \sigma}.
\end{align*} \tag{42} \]
The \( \pm \)-sign is to be chosen conveniently. In the present case we will consider positive shear, i.e. \( \sigma > 0 \), and propagating waves, i.e. only real \( \mu \), and we will take \( +\mu \) if \( \mu \) is positive and \( -\mu \) if \( \mu \) is negative. In short, we take \( \pm \mu = |\mu| \).

Now equation (39) becomes
\[ \frac{\pm 2 \mu \sigma}{C} e^{\frac{b \xi^2}{C}} \xi^2 \frac{d}{d\xi} \left[ e^{-\frac{b \xi^2}{C}} \left( \eta'' + \left( \frac{1}{\xi^2} - b \right) \eta \right) \right] = 0, \tag{43} \]
which is evidently satisfied by solutions of
\[ \eta'' + \left( \frac{1}{\xi^2} - b \right) \eta = 0, \tag{44} \]
The equations for impedance walls are similar but evidently more involved. For the time being, we will not use these forms.

Starting at \( \eta \), the odd coefficients for \( \eta \) while \( D \) Another standard form is by Whittaker’s Parabolic function \( D_\alpha(x) \), which relates to \( \eta_1 \) and \( \eta_2 \) by

\[
\eta_1(\xi) = 1 + b \frac{\xi^2}{2!} + (b^2 - \frac{1}{2} + \frac{\xi^4}{4!}) + (b^3 - \frac{3}{2} + \frac{\xi^6}{6!}) + \ldots, \\
\eta_2(\xi) = \xi + b \frac{\xi^3}{3!} + (b^2 - \frac{3}{2} + \frac{\xi^5}{5!}) + (b^3 - \frac{13}{2} + \frac{\xi^7}{7!}) + \ldots,
\]

and Wronskian \( \eta_1 \eta_2' - \eta_1' \eta_2 = 1 \). The non-zero coefficients \( a_n \) of \( \xi^n/n! \) are given by the recurrence relation

\[
a_{n+2} = ba_n - \frac{1}{4} n(n - 1)a_{n-2},
\]

starting at \( n = 0 \) for \( a_{-2} = a_{-1} = 0 \), while \( a_0 = a_1 = 1 \) yields the even coefficients for \( \eta_1 \) and the odd coefficients for \( \eta_2 \). More explicitly we have thus

\[
\eta_1(\xi) = \sum_{n=0}^{\infty} c_n \frac{\xi^{2n}}{(2n)!} \quad \text{where} \quad c_{n+1} = bc_n - n(n - \frac{1}{2})c_{n-1}, \quad c_{-1} = 0, \quad c_0 = 1,
\]

\[
\eta_2(\xi) = \sum_{n=0}^{\infty} d_n \frac{\xi^{2n+1}}{(2n + 1)!} \quad \text{where} \quad d_{n+1} = bd_n - n(n + \frac{1}{2})d_{n-1}, \quad d_{-1} = 0, \quad d_0 = 1.
\]

Another standard form is by Whittaker’s Parabolic function \( D_\alpha(x) \), which relates to \( \eta_1 \) and \( \eta_2 \) by

\[
\eta_1(\xi) = \frac{D_{ib-\frac{1}{2}}(e^{\pm \pi i} \xi) + D_{ib-\frac{1}{2}}(-e^{\pm \pi i} \xi)}{2D_{ib-\frac{1}{2}}(0)}, \\
\eta_2(\xi) = \frac{D_{ib-\frac{1}{2}}(e^{\pm \pi i} \xi) - D_{ib-\frac{1}{2}}(-e^{\pm \pi i} \xi)}{-2 e^{\pm \pi i} D_{ib+\frac{1}{2}}(0)}.
\]

For the time being, we will not use these forms.

With the sought \( \eta(\xi) = c_1 \eta_1(\xi) + c_2 \eta_2(\xi) \), the equations to be solved for hard walls are

\[
\psi_\gamma(X, g) = \left( \frac{\pm 2}{\mu \sigma C} \right)^\frac{1}{2} \mu \sigma (\frac{1}{4} \xi^2 \eta + b \xi \eta') = 0 \quad \text{at} \quad \xi_g = \left( \frac{\pm 2}{\mu \sigma C} \right)^\frac{1}{2} \omega - \mu \tau, \tag{47}
\]

\[
\psi_\gamma(X, h) = \left( \frac{\pm 2}{\mu \sigma C} \right)^\frac{1}{2} \mu \sigma (\frac{1}{4} \xi^2 \eta + b \xi \eta') = 0 \quad \text{at} \quad \xi_h = \left( \frac{\pm 2}{\mu \sigma C} \right)^\frac{1}{2} \omega - \mu \tau - \mu \sigma (h - g),
\]

leading to the eigenvalue equation for \( \mu \) (to be solved per \( X \))

\[
H_1(\xi_g)H_2(\xi_h) - H_1(\xi_h)H_2(\xi_g) = 0, \tag{48}
\]

(assuming \( \xi_g \xi_h \neq 0 \)) where

\[
H_1(\xi) = \frac{1}{4} \xi \eta_j(\xi) + b \eta_j'(\xi) \quad \text{and} \quad c_1 = H_2(\xi_g)c, \quad c_2 = -H_1(\xi_g)c.
\]

The equations for impedance walls are similar but evidently more involved.
We note that the use of these Parabolic Cylinder Functions is numerically attractive only with a mean flow of high enough shear, i.e. $\sigma$ is not small. If $\sigma$ is small, the variables $\xi$ and $b_1$ become large, demanding asymptotic expansions and other special precautions in the numerical calculations of $\eta_1$ and $\eta_2$, and possibly making an analytically exact solution not always preferable over a direct numerical solution like in [9]. For $\sigma = 0$, on the other hand, we have the exact solution with $U = \tau$, $\Omega = \omega - \mu \tau$,

$$\psi_{yy} + \left( \frac{\Omega^2}{C^2} - \mu^2 \right) \psi = 0,$$

and so, with the boundary conditions,

$$\psi = \cos(\alpha y - a g), \quad \alpha = \sqrt{\frac{\Omega^2}{C^2} - \mu^2} = \frac{n \pi}{h - g} \quad (n \in \mathbb{N}),$$

and

$$\mu = \frac{-\omega U + C \sqrt{\omega^2 - \alpha^2(C^2 - U^2)}}{C^2 - U^2}.$$

### IV.C. Final solution

The next order is then

$$i \Omega N_1 + D(-i \mu A_1 + B_{1,y}) = -\left[ (U N_0)_x + (V N_0)_y + (D A_0)_x \right],$$

$$i \Omega D A_1 + D B_{1,\sigma} - i \mu M_1 = -\left[ D(D^{-1} M_0)_x + D(U A_0)_x + D V A_0,y \right],$$

$$i \Omega D B_1 + M_{1,y} = -\left[ D U B_{0,x} + D(V B_0)_y \right],$$

$$i \Omega (M_1 - C^2 N_1) = 0,$$

with boundary conditions

$$B_1(X, g) - g_x A_0(X, g) = 0, \quad B_1(X, h) - h_x A_0(X, h) = 0,$$

yielding

$$M_{1,y}(X, g) = -D U B_{0,x} - i \mu M_0 g_x, \quad M_{1,y}(X, h) = -D U B_{0,x} - i \mu M_0 h_x.$$

So $M_0 = C^2 N_0$ and $M_1 = C^2 N_1$. After combining the equations of (49) we obtain an inhomogeneous Pridmore-Brown equation for $M_1$

$$\Omega^2 \left( \frac{M_{1,y}}{\Omega^2} \right)_y + \left( \frac{\Omega^2}{C^2} - \mu^2 \right) M_1 = i \Omega \left( U \frac{M_0}{C^2} \right)_x + i \Omega \left( V \frac{M_0}{C^2} \right)_y + i \Omega (D A_0)_x$$

$$+ i \mu D \left( \frac{M_0}{D} \right)_x + i \mu D(U A_0)_x + i \mu D V A_0,y - \Omega^2 \left( \frac{D}{\Omega^2} \left[ U B_{0,x} + (V B_0)_y \right] \right)_y.$$  (52)

We are not aiming to solve this equation (it would involve again undetermined homogeneous solutions). However, we may derive a solvability condition on $M_0$ for $M_1$ to exist. For this we combine equations (52) and (39) as follows

$$i \int g^h \Omega^{-2} \left[ \text{equation 52} \right] M_0 - \left[ \text{equation 39} \right] M_1 \, dy,$$
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to obtain
\[
i \int_{g}^{h} \left( \frac{M_{0}M_{1,y} - M_{1}M_{0,y}}{\Omega^2} \right) \, dy = i \frac{M_{0}M_{1,y}}{\Omega^2} \bigg|_{y=g}^{y=h}
\]
\[
= \left[ i \frac{D U M_{0} B_{0y} + \mu M_{0}^2}{\Omega^2} \right]_{y=h}^{y=g} - \left[ i \frac{D U M_{0} B_{0y} + \mu M_{0}^2}{\Omega^2} \right]_{y=g}
\]
\[
= \int_{g}^{h} \left[ - \frac{M_{0}}{\Omega} \left( \frac{U M_{0}}{C^2} \right) x - \frac{M_{0}}{\Omega} (D A_{0}) x - \frac{M_{0}}{\Omega} \left( \frac{V M_{0}}{C^2} \right) y - \frac{\mu M_{0} D}{\Omega^2} \left( \frac{M_{0}}{D} \right) x \right.
\]
\[
- \frac{\mu M_{0} D}{\Omega^2} (U A_{0}) x - \frac{\mu M_{0} D}{\Omega^2} V A_{0,y} + i D \frac{M_{0}}{\Omega^2} (U B_{0,x} + (V B_{0}) y) \bigg] \, dy. \quad (53)
\]

We can further evaluate and use
\[
A_{0} = \frac{\mu M_{0}}{D \Omega} - \frac{\sigma M_{0y}}{D \Omega^2}, \quad B_{0} = i \frac{M_{0y}}{D \Omega}, \quad B_{0y} = -i \left( \frac{\Omega^2}{C^2} - \mu^2 \right) M_{0} - i \frac{\mu \sigma M_{0y}}{D \Omega^2},
\]
to get, eventually,
\[
\frac{d}{dX} \int_{g}^{h} \left( \frac{\mu + U \Omega^2}{C^2} \right) \frac{M_{0}^2}{\Omega^2} \, dy = \int_{0}^{h} \left[ \left( \omega \mu \frac{D_x}{D} + 2 \mu^2 \sigma \frac{V}{\Omega} \right) - \left( \frac{\Omega^2}{C^2} - \mu^2 \right) \left( \frac{U \Omega_x}{\Omega} + V_{y} \right) \right] M_{0}^2 \frac{\Omega}{\Omega^2}
\]
\[
+ \left( \omega \sigma x - 2 \omega \sigma \frac{\Omega x}{\Omega} + 2 \mu \sigma U x - 2 \mu^2 \sigma \frac{V}{\Omega} \right) \frac{M_{0} M_{0y}}{\Omega^2} + \left( \frac{D x}{D} + U \frac{\Omega_x}{\Omega} - V_{y} \right) \frac{M_{0}^2}{\Omega^2}
\]
\[
+ U \left( \frac{\Omega^2}{C^2} - \mu^2 \right) \frac{M_{0} M_{0x}}{\Omega^2} + \omega \sigma \frac{M_{0} M_{0y}}{\Omega^2} - U \frac{M_{0y} M_{0y}}{\Omega^2} \right] \, dy. \quad (54)
\]

After identifying \( M_{0} = Q(X) \psi(X, y) \), and defining \( \psi \) (as long as \( \psi \) is differentiable, any definition will do) such that
\[
\int_{g}^{h} \left( \mu + \frac{\Omega U}{C^2} \right) \frac{\psi^2}{\Omega} \, dy = D, \quad (55)
\]
we have²
\[
\psi(X, y) = \frac{\eta(\zeta) - b \xi \eta(\zeta)}{\sqrt{\int_{g}^{h} \left( \mu + \frac{\Omega U}{C^2} \right) \left( \eta' - b \xi \eta \right)^2 \, dy}}, \quad (56)
\]
\[
\psi_{y}(X, y) = \left( \frac{\pm 2}{\mu \sigma C} \right) \frac{1}{2} \mu \sigma \frac{1}{\sqrt{\int_{g}^{h} \left( \mu + \frac{\Omega U}{C^2} \right) \left( \eta' - b \xi \eta \right)^2 \, dy}} \cdot (\frac{1}{2} \xi^2 \eta(\zeta) + b \xi \eta'(\zeta) \right).
\]

²For a right-running hard-wall mode with \( \mu > 0 \), the integral will be positive and the corresponding \( Q \) will be real and positive, but for left-running modes or lined-wall modes \( Q \) may be complex. In that case we have to make sure to remain on the same square root branch, such that \( Q \) is continuous in \( X \).
Hence, we obtain after some re-organisation

\[
Q X D = Q \int_g \left[ \left( 2\mu^3 \sigma V + \left( \frac{\Omega^2}{C^2} - \mu^2 \right) (U_X \Omega - U \Omega_X) \right) \frac{\psi'^2}{\Omega^2} \right. \\
+ \left( \omega \sigma X - 2 \omega \sigma \frac{\Omega X}{\Omega} + 2 \mu \sigma U_X - 2 \mu^2 \sigma^2 \frac{V}{\Omega^4} \right) \frac{\psi^2 \psi_x}{\Omega^2} \\
\left. + \left( U \frac{D_X}{D} + U \frac{\Omega X}{\Omega} - V_y \right) \frac{\psi'^2 y}{\Omega^3} \right] dy \\
- Q X \int_g \left[ \omega \mu \frac{\psi'^2}{\Omega^3} - \omega \sigma \frac{\psi \psi_y}{\Omega^4} + U \frac{\psi'^2 y}{\Omega^3} \right] dy,
\]

(57)

which is an equation for \( Q \) of the form

\[ D Q X = f_1 Q - f_2 Q X, \]

with \( f_1(X) \) and \( f_2(X) \) given by the integrals in (57). Its solution is

\[
Q(X) = Q_0 \exp \left( \int_0^X \frac{f_1(z)}{D(z) + f_2(z)} dz \right),
\]

(58)

where \( Q_0 = Q(0) \) is some integration constant. This completes the leading order solution of the slowly varying modes. From \( M_0 = Q \psi \) the other amplitudes \( A_0, B_0, N_0 \) and \( T_0 \) follow.

In agreement with the related analyses of Peake and Cooper [13, 20], and [8], the resulting equation for \( Q \) is not as neat as for example for the potential flow problem considered in [11, 15]. Apparently, there is no really conserved “adiabatic invariant”, if there is, like we have here, no conserved acoustic energy [24]. Only if both mean flow and perturbation field are irrotational, i.e. if \( \sigma = 0 \) and there is a velocity potential function \( \Phi \) such that \( A = -i \mu \Phi + \varepsilon \Phi_X \) and \( B = \Phi_y \), we can rewrite (cf. [11])

\[
D \left[ \Phi_{yy} + \left( \frac{\Omega^2}{C^2} - \mu^2 \right) \Phi \right] = \frac{i \varepsilon}{\Phi} \left[ \frac{\partial}{\partial X} \left( \left( \mu + \frac{U \Omega}{C^2} \right) D \Phi^2 \right) + \frac{\partial}{\partial y} \left( \frac{V \Omega}{C^2} D \Phi^2 \right) \right],
\]

(59)

and we can derive the adiabatic invariant

\[
\int_g \left( \mu + \frac{U \Omega}{C^2} \right) D \Phi^2 dy = \text{constant.}
\]

(60)
V. Examples and applications

Numerical evaluation of the above solution requires routines for the Parabolic Cylinder Functions. We used the freely available Matlab-files by Bandres et al. [25, 26]. They work well with high accuracy for real values of the variables. There are, however, inherent limitations in the present application, due to the transformation from $y$ to $\xi$, involving a division by $\sigma$, and the highly oscillatory behaviour ($\sim \cos \frac{1}{8} \xi^2$) of the functions. It makes the routines, without further extensions based on asymptotic expansions or otherwise, only applicable to moderate problem parameter values.

Both the numerical integrations in $y$ and $x$, and the $x$-derivatives of the modal shape functions $\psi$ and $\psi_y$ were done numerically by trapezoidal rule and finite differences, based on a uniform grid of 600 steps in $x$-direction and a non-uniform (duct-following) grid of 100 steps in $y$-direction.

A typical and relevant example is pictured below. The mean flow is described by the problem parameters

$$\lambda = 0.5, \quad \gamma = 1.4, \quad D_m = 1, \quad \tau_{in} = 0.2, \quad F = 0.4496, \quad E = 2.52,$$

and the geometry by

$$h(x) = 1 - \frac{1}{8}(1 + \tanh(x)), \quad g(x) = 0, \quad -3 < x < 3.$$

For the acoustic part we considered right-running modes with $\omega = 13$ and left-running modes with $\omega = 2$ and $\omega = 4$. (The initial value $Q_0$ of the amplitude was taken unity, but this plays no role in a linear problem.) We have four cut-on right-running modes with $\omega = 13$ and considered one cut-on left-running mode for $\omega = 2$ and $\omega = 4$ each.

We see that the effects of the sheared mean flow properties are various. Especially for the lower modal orders the asymmetry of the flow is reflected in asymmetric mode shapes. Sometimes, $\omega = 13$ (1) and $\omega = 2$, a kind of tunneling effect is visible, in the sense that the mode is only observable along one side of the duct and is negligible along the other.

Mode $\omega = 13$ (4) changes from well cut-on to almost cut-off, showing a clear increase of the modal wave length. Indeed, in general the right-running modal wave numbers $\mu$ decrease with a narrower duct. This effect is not seen with the left-running wave numbers. Apparently, the effect of the narrowing duct is compensated by the increase of the mean flow speed.

As far as the right-running modes are concerned, in all cases the normalisation integral (55) is positive for all $x$. Of the left-running modes, the normalisation integral (55) is, for all $x$, positive for $\omega = 2$ and negative for $\omega = 4$.

VI. Conclusions

The understanding of sound propagation in ducts is greatly enhanced if we can model the duct straight (in $x$ direction, say), with a uniform medium and uniform boundary conditions, and a constant cross section. In that case self-similar solutions exist of the form $\psi(x - Vt, y, z)$, which reduce in case of harmonic time dependence to what is commonly known as duct modes, of the form $e^{i\omega t - i\kappa x} \hat{\psi}(y, z; k)$ [2]. The modal shape functions $\hat{\psi}$ are eigensolutions of the Laplace

3Due to numerical limitations of the Parabolic Cylinder Function routines, it was easier to evaluate examples of right-running modes than left-running modes. With $\mu > 0$ the variable $\xi \sim \omega - \mu(\tau + s)$ is not as big as with $\mu < 0$.
operator $-\nabla^2$ in $y$ and $z$, with an eigenvalue related to wave number $k$. The possible modes are infinite in number but the wave number spectrum is discrete. In fact, the modes form a complete basis to construct any possible solution by linear combination.

For simple duct cross sections (cylindrical, rectangular, 2D) and simple enough boundary conditions, these eigensolutions can be determined analytically, possibly with an algebraic equation to be solved numerically.

This scenario remains valid in practically unchanged form for flow ducts with a uniform mean flow [3]. For flow ducts with non-uniform but parallel flow we still have self-similar solutions of modal form, but the prevailing equation, called Pridmore-Brown equation (in one or other form a generalisation of the Helmholtz equation), is more complicated and in general only solvable numerically [9]. Also is the wave number spectrum not necessarily discrete and the modal basis not complete [7]. Some solutions cannot be written as a modal sum. Nevertheless, the Pridmore-Brown modes are of primary importance to describe sound propagation in ducts with sheared mean flow. Therefore any analytic solution of the Pridmore-Brown equation is of interest, since they are rare. For example, as was found by Goldstein & Rice [21], for linear sheared mean flow (linear in $y$, uniform in $z$) the Pridmore-Brown equation can be reduced to a form of the equation for Parabolic Cylinder Functions [23]. Although not as common as (for example) Bessel functions, these functions are standard functions and part of, or available through, many mathematical software packages.

A variation on the theme of modal propagation of sound in ducts is the idea of slowly varying modes (that is, a WKB approximation of a mode-like sound wave) in a slowly varying duct. Without mean flow this is relatively straightforward because the main equation remains the Helmholtz equation, and the solution [10] has been available already since 1973. With mean flow, the problem is more complicated because also the mean flow is varying with the varying duct. In particular, the slowly varying solution of the mean flow equations has to be available in some form to make a consistent WKB analysis possible.

For potential (irrotational) flow, the slowly varying mean flow is nearly uniform and already known as the solution of the (quasi) 1D gas dynamics equations [11, 15]. For sheared (rotational) flow, it appears to be far more difficult to obtain solutions of slowly varying type. Cooper and
Figure 3. Right-running modal pressure fields for $\omega = 13$ and increasing radial mode number

Figure 4. Left-running modal pressure fields for $\omega = 2$ (a) and $\omega = 4$ (b)
Figure 5. Axial wave numbers $\mu$ as function of $x$

Figure 6. Right-running modal functions $\psi(y, x)$ for $\omega = 13$, as function of $y - g$ for varying $x$

Figure 7. Left-running modal functions $\psi(y, x)$ for $\omega = 2$ (l) and $\omega = 4$ (r), as function of $y - g$ for varying $x$
Peake [20] presented slowly varying modes with a mean flow model that includes swirl, in slowly varying circular ducts. The steady Euler equations were reduced to a system of (nonlinear) ordinary differential equations for the stream function, and were subsequently worked out for a uniform axial velocity with rigid-body rotation type of swirl.

However, as we show here, there is also a slowly varying mean flow possible for a flow of linear shear $U = \tau + \sigma y$, where only the base $\tau$ and shear coefficient $\sigma$ vary with the geometry. Otherwise, the axial velocity remains linear in $y$. This property usefully fits with the available Parabolic Cylinder-type of solution of the Pridmore-Brown equation.

In this paper we aimed to extend the number of possible models allowing analytic solutions, by combining the slowly varying mean shear flow with the WKB solution of the Pridmore-Brown equation based on the Parabolic Cylinder functions. The results are satisfying but as yet only for not too extreme parameter values, because the available routines, although very accurate, are used in a way that often a numerically higher accuracy (preferably obtained by asymptotic expansions) is required.
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