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Abstract—In this paper, we study the problem of link adaptation based on adaptive modulation and coding for multiple-antenna OFDM system in slow fading channel. Based on the extrinsic information transfer analysis, we give an accurate packet error rate prediction with channel estimation errors. This method uses Gaussian approximation to characterize the output of the detector and decoder. We also discuss approaches for searching and selecting the best modulation and coding scheme for the link adaptation algorithm. Finally, the performance of the proposed link adaptation algorithm is studied for the IEEE 802.11n multiple-antenna OFDM system. Good system throughput are achieved using the proposed method, compared to the SNR based algorithm.
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I. INTRODUCTION

The basic idea of link adaptation is to adapt the link efficiently in the actual channel conditions by varying certain transmission parameters. Transmission power, symbol rate, constellation size and coding scheme can be dynamically adapted in response to the time-varying channel. With selection of these transmission parameters, the system makes the most out of a time varying channel, instead of fixing the parameters for a worst-case channel. The trade off involves minimizing the error probability for robustness and maximizing the instantaneous throughput for bandwidth efficiency.

Adaptive modulation and coding (AMC) is one of the adaptive techniques to counteract fading and enhance the performance of wireless system [1, 2]. It selects an optimal combination of modulation and coding scheme (MCS) to maximize bandwidth efficiency. The decision is based on the channel state information (CSI). Each MCS is associated with a coding rate and constellation size, which has a given bit rate. A Quality of Service (QoS) constraint on delivery delay is usually imposed. It requires that the packet error rate (PER) experienced in the transmission is less than a given target, so as to avoid frequent retransmission which subsequently affects both throughput and delivery delay. A typical value for the target PER is a few percent. For instance, imposing $\text{PER}_{\text{target}} \leq 0.1$ results in a residual PER below $10^{-5}$ after 4 retransmissions.

The key element of the AMC depends on the quality of PER prediction. Perfect PER prediction leads to optimum MCS selection and improved bandwidth efficiency. On the other hand, unreliable PER prediction can result in suboptimum performance or link failure. To overcome this problem, safety margins are added to impose a more conservative MCS selection. More robust MCS is selected to reduce the QoS outage probability:

$$P_{\text{outage}} = \text{Pr}(\text{PER} > \text{PER}_{\text{target}}).$$

For a given MCS, neglecting the signaling overhead introduced by the Medium Access Control (MAC) protocol, the link throughput $\rho_{\text{MCS}}$ is

$$\rho_{\text{MCS}} = r_{\text{MCS}}(1 - \text{PER}_{\text{MCS}}),$$

where $r_{\text{MCS}}$ and $\text{PER}_{\text{MCS}}$ are the rate and PER of the MCS, respectively. An AMC algorithm selects the MCS with the maximum throughput while meeting the PER constraint. Mathematically, it is given by

$$(P1) \quad \max_{r_{\text{MCS}}} r_{\text{MCS}}(1 - \text{PER}_{\text{MCS}})$$

subject to

$$\text{Pr}(\text{PER}_{\text{MCS}} > \text{PER}_{\text{target}}) \leq 0.05$$

$$r_{\text{MCS}} \in \text{MCSset}$$

Here, the outage probability is set to be less than 5%.

The prediction of the PER depends on the channel coherence time and estimation reliability. The PER is a function given by

$$\text{PER} = f(MCS, N_0, H, L),$$

where $N_0$ is the noise variance, $H$ is the channel realization and $L$ is the packet length in number of information bits. To reduce the complexity of the PER prediction, a common approach is to map these parameters onto a single link quality metric (LQM) [3–7] which could be associated to the PER by means of a look-up table. For each MCS, it is possible to define a range of LQM values over which the MCS maximizes throughput. However, this approach depends heavily on the assumed channel model and could be problematic in practice.

The most common LQM used is the instantaneous signal-to-noise ratio (SNR) [3, 4]. For a multiple-antenna orthogonal frequency division multiplexing (OFDM) system [4], it is defined as the average of the ratio of the squared modulus of the complex channel coefficients to the noise variance over all transmit antennas, receive antennas, and subcarriers. However, the PER of a given MCS varies significantly for different channel realizations with the same instantaneous SNR. There
will exist some bad channels in which the AMC selects a MCS which has a much higher PER than the target PER. This leads to a broken link for the duration which depends on the channel coherence time. A solution to this problem is to shift the SNR thresholds with a safety margin for a more robust MCS selection. This, however, results in a reduction in throughput of the system.

In order to reduce this safety margin, the PER-indicator [5] and the exponential effective SNR mapping (Exp-ESM) methods [4, 6, 7] are proposed to predict the PER performance. In both cases, a scalar is computed based on the knowledge of CSI. The PER-indicator method is based on the observation that the PER curves of all the channel realizations are nearly parallel. An indicator is computed which is then mapped to the corresponding distance (in dB) from the PER performance in an additive white Gaussian noise (AWGN) channel. This mapping is done by curve fitting for each combination of the code rate, the modulation and the information block size. For the Exp-ESM method, it consists of deriving a scalar LQM called exponential effective SNR, which is the required SNR on an AWGN channel for the wireless system studied to obtain the same PER. This effective SNR is to fit the model over a large-enough number of independent channel realizations according to certain criterion [4].

In general, it is difficult to characterize the PER performance by a scalar parameter. Multiple parameters have been used to predict the PER performance [8, 9]. In [8], a method based on the post-detection SNRs has been proposed to predict PER performance in multiple-antenna OFDM system where each spatial stream is encoded separately. The effective SNR for each stream is then mapped to the corresponding PER which is used in predicting the overall PER. In [9], a simple SNR metric per spatial stream is used together with bound to compute the combined BER from the OFDM subcarriers. The coded PER at the decoder output is then modeled as a function of the decoder-input BER (uncoded BER from the detector) and code rate. The polynomial curves for the coded PER of the decoder against the uncoded BER of the detector are obtained and code rate. The polynomial curves for the coded PER at the decoder output is then modeled as a function of the decoder-input BER (uncoded BER from the detector) and code rate. The polynomial curves for the coded PER of the decoder against the uncoded BER of the detector are obtained and code rate. The polynomial curves for the coded PER of the decoder against the uncoded BER of the detector are obtained and code rate.

For any particular channel realization, it is possible to characterize the BER performance of the iterative decoding using extrinsic information transfer (EXIT) functions [12]. In [13], AMC is implemented in multiple-antenna system using iterative decoding with linear receivers and perfect CSI. The approximation of the BER performance of the linear receivers is based on the EXIT analysis carried out in [14]. The PER is then approximated from the BER by assuming that the BER is uncorrelated. However, for coded system, the BER is usually correlated.

In this work, we propose a link adaptation algorithm for slow fading multiple-antenna OFDM systems with and without eigen-beamforming. Using EXIT functions, we give an accurate PER prediction in the presence of channel estimation error. Accurate PER prediction allows its negative impact on AMC to be minimized. The advantages of the MCS selection described in this paper over the other LQM based algorithms [3–7] are as follows. The LQM based algorithm is implemented using tables, which can result in lower complexity. However, each channel type must have its own table. Hence, the detection of channel type is required before a suitable table is identified for the MCS selection. Joint implementation of one table for different channel type will degrade the throughput performance as the worst LQM switching is always used. Moreover, the tables are constructed using fixed packet length, whereas the PER prediction algorithm in Section III can work with various packet lengths. Hence, the proposed MCS selection algorithm is more flexible. In addition, the implementation of the LQM based algorithm requires the full channel matrix \((N_r \times N_t)\) for computing the LQM which selects the MCS. Sounding of the full channel is therefore required unless the received packet has the full channel matrix, i.e., the MCS of the received packet contains the maximum number of supported spatial streams. If not, the receiver only has the effective channel matrix \((N_r \times N_{ss})\), which is insufficient for the selection of MCS. Unlike other non LQM based algorithm like [9, 14], the MCS set we considered includes MCS of different number of spatial streams, leading to improvement in throughput performance. The MCS selection algorithm is based on each channel realization, but can be designed to be independent of the channel types and antenna configurations.

The remainder of this paper is organized as follows. In Section II, the system model and the corresponding link adaptation algorithms are described. The PER prediction by EXIT functions is shown in Section III and the MCS selection algorithm is described in Section IV. Numerical results are presented in Section V and concluding remarks are summarized in Section VI.

II. System Modeling

For a multiple-antenna OFDM system with \(N_t\) transmit and \(N_r\) receive antennas transmitting \(N_{ss}\) independent data streams, the received \(N_{ss} \times 1\) symbol vector \(r\) on a given subcarrier is modeled as

\[
    r = Hs + n, \quad (4)
\]

where \(s = [s_1, s_2, ..., s_{N_{ss}}]^T\) is the \(N_{ss} \times 1\) vector of transmitted symbols with \(E[ss^H] = I_{N_{ss}}/N_{ss}\), \(I_{N_{ss}}\) is an identity matrix with dimension \(N_{ss} \times N_{ss}\), and \(n\) is the thermal noise vector with \(E[nn^H] = N_0I_{N_r}\). \(H\) is the equivalent channel matrix with dimension \(N_r \times N_{ss}\) which depends the channel impulse response and the transmitter spatial mapping (or beamforming) matrices.

We assume per-subcarrier least-squares (LS) channel estimation and minimum mean square estimation (MMSE) detection of \(s\) in this paper. The results of this work, however, can also be extended to other channel estimation and multiple-antenna detection approaches.

For channel estimation, a training sequence of \(N_{ss}\) OFDM symbols is used. The training sequence on a given subcarrier
Received signal \( \mathbf{y} \) is an \( N_{tx} \times 1 \) vector. Constraints of the channel model are given by

\[
\begin{align*}
\mathbf{H} &= \mathbf{V} \Sigma \mathbf{U}^H, \\
\mathbf{F} &= \mathbf{H} \mathbf{W}^H, \\
\mathbf{v}_i &= \mathbf{u}_i \sigma_i, \\
\mathbf{w}_i &= \mathbf{v}_i / \sigma_i, \\
\mathbf{v}_i &= \mathbf{u}_i \sigma_i / \sqrt{N_{tx}}, \\
\mathbf{w}_i &= \mathbf{v}_i / \sqrt{N_{tx}}.
\end{align*}
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are unitary matrices, \( \Sigma \) is a diagonal matrix, \( \mathbf{H} \) is the channel matrix, \( \mathbf{W} \) is the channel estimate, \( \mathbf{v}_i \) and \( \mathbf{w}_i \) are the channel eigenvalues and eigenvectors, respectively.

III. PER Estimation of Coded Multiple-Antenna OFDM Transmission

We consider a slow time-varying multipath fading channel, where all OFDM symbols in one packet experience approximately the same channel. One practical example of such channel model is the 802.11n [18] high-throughput wireless LAN system.

A. Computation of SNR for Each Spatial Stream for MMSE Detection

The output of the MMSE detector can be expressed as

\[
y_i = w_i^H \mathbf{r}, \quad \text{for } i = 1, ..., N_{ss},
\]

where \( w_i = \left( \tilde{\mathbf{H}}^H + N_0 N_{ss} \mathbf{I} \right)^{-1} \tilde{\mathbf{H}} \) and \( e_i = N_{tx} \times 1 \) vector of all zeros, except for its \( i \)th element which is one. In practice, the knowledge of CSI can never be perfect. Thus

\[
\mathbf{H} = \tilde{\mathbf{H}} + \mathbf{\Xi},
\]

where \( \mathbf{\Xi} \) is the estimation error matrix. \( \tilde{\mathbf{H}} \) and \( \mathbf{\Xi} \) are uncorrelated due to the orthogonality principle [20]. Each element of \( \mathbf{\Xi} \) is i.i.d. with a Gaussian distribution of zero mean and variance \( \sigma_i^2 \).

The output of the 4th filter is then approximated by an equivalent AWGN channel having \( \tilde{s}_i \) as its input symbol, where \( E[|\tilde{s}_i|^2] = 1 \). This equivalent channel is represented as

\[
y_i = a_i \tilde{s}_i + b_i,
\]

where \( a_i \) is the equivalent amplitude of the signal and the noise term \( b_i \) is a Gaussian random variable with zero mean and variance \( \sigma_i^2 \).

The output of the equivalent channel is given by

\[
\tilde{y}_i = w_i^H \tilde{\mathbf{h}} \tilde{s}_i + w_i^H \mathbf{\Xi} \tilde{s}_i + w_i^H b_i,
\]

\[
\tilde{y}_i = w_i^H \tilde{\mathbf{h}} \tilde{s}_i + \tilde{\mathbf{W}} \mathbf{\Xi} \tilde{s}_i + \tilde{\mathbf{W}} b_i,
\]

\[
\tilde{y}_i = w_i^H \tilde{\mathbf{h}} \tilde{s}_i + \tilde{\mathbf{W}} b_i,
\]

\[
y_i = a_i \tilde{s}_i + b_i,
\]

where \( a_i \) is the equivalent amplitude of the signal and the noise term \( b_i \) is a Gaussian random variable with zero mean and variance \( \sigma_i^2 \).

The output of the equivalent channel is given by

\[
\tilde{y}_i = w_i^H \tilde{\mathbf{h}} \tilde{s}_i + \tilde{\mathbf{W}} \mathbf{\Xi} \tilde{s}_i + \tilde{\mathbf{W}} b_i,
\]

where \( \tilde{\mathbf{h}} \) is the equivalent channel. The equivalent channel is represented as

\[
y_i = a_i \tilde{s}_i + b_i,
\]

where \( a_i \) is the equivalent amplitude of the signal and the noise term \( b_i \) is a Gaussian random variable with zero mean and variance \( \sigma_i^2 \).

The output of the equivalent channel is given by

\[
\tilde{y}_i = w_i^H \tilde{\mathbf{h}} \tilde{s}_i + \tilde{\mathbf{W}} \mathbf{\Xi} \tilde{s}_i + \tilde{\mathbf{W}} b_i,
\]
for \( i = 1, \ldots, N_{ss} \). With perfect CSI, (13) shows that the transmission takes place on a set of \( N_{ss} \) parallel equivalent channels. However, in the presence of imperfect CSI, these channels are no longer independent due to the fact that \( \mathbf{D} + \mathbf{E} \) is not diagonal. In other words, there exists not only AWGN, but also cochannel interference (CCI) from other channels. The SNR \( \gamma_i \) [dB] of the equivalent channel is given by

\[
\gamma_i = 10 \log_{10} \frac{\hat{\lambda}_i / N_{ss}}{N_0 + \sigma_c^2}.
\]

(14)

C. Approximation of PER for Each MCS

For the MMSE detection and eigen-beamforming, the SNR \( \{\gamma_i\} \) are given in (12) and (14), respectively. To reduce the complexity of PER prediction, their average \( \bar{\gamma}_i \) across all subcarriers for each spatial stream is used. For even modulation where all the spatial streams use the same modulation scheme, the SNR are first sorted for each subcarrier and then averaged over all subcarriers. If the spatial streams employ different modulation schemes, sorting is not required. Safety margins are added for various impairments. Note that for transmitter based link adaptation, safety margins are also required when the number of transmit and receive antennas is different. This is to account for the using of the uplink channel for MCS selection of the downlink channel and vice versa. For example, in a system where the AP has 4 antennas and the STA has 3 antennas, the uplink will experience receive diversity, whilst the downlink experiences transmit diversity. Safety margins are required for the difference in diversity.

The output of the detector is modeled as multiple virtual additive white Gaussian noise (AWGN) channels with SNR given by \( \bar{\gamma}_i \). To describe the input-output relation of these channels, we use the EXIT function [12] to associate the input and output log-likelihood ratios (LLRs) via a single parameter. Several possible choices for this parameter are possible [21]. In this work, we are concerned about the mutual information between the coded bit \( c \in \{ \pm 1 \} \) and its LLR \( \Lambda \). The LLR is well approximated by a conditional normal random variable whose probability density function \( p(\Lambda | c) \) satisfies the consistency condition \( \Lambda | c \sim \mathcal{N}(c\sigma^2/2, \sigma^2) \). Its mutual information is given by

\[
J(\sigma^2) = 1 - \int \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(z - \sigma^2/2)^2}{2\sigma^2} \right] \times \log_2 \left[ 1 + \exp(-z) \right] dz.
\]

(15)

If \( p(\Lambda | c) \) is unknown, we still assume that \( \log \frac{p(\Lambda | c)}{p(\Lambda | -c)} \approx c\Lambda \) and the mutual information \( I(c; \Lambda) \) is approximated as [22]

\[
I(c; \Lambda) \approx 1 - \frac{1}{n} \sum_{i=1}^n \log_2 \left[ 1 + \exp(-c_i \Lambda_i) \right],
\]

(16)

where \( \Lambda_i \) are independent samples of the random variable \( \Lambda \) corresponding to input value \( c_i \).

The EXIT functions of these channels describing the behavior of the detector depend on the modulation scheme of a MCS and the demapper used. Since there is no closed-form expression, they are usually obtained by Monte-Carlo simulations. For a fixed modulation scheme and demapper, we perform the following process for a range of SNR values. We first generate samples of \( c_i \) randomly and map them into the modulated symbols, which are then transmitted across with the AWGN channel for the given SNR value. Note that these coded bits are considered to be independent of one another due to the interleaver. The mutual information \( I(c; \Lambda) \) at the output of the demapper is then approximated using (16). Curving fitting is then used to generate the mapping function for the extrinsic mutual information of the demapper as a function of SNR. The mapping function used in this work is a 3rd order

---
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polynomial of the form

\[
ca_i = p_3\gamma_i^3 + p_2\gamma_i^2 + p_1\gamma_i + p_0,
\]  

(17)

where \(\{p_i\}\) are predetermined coefficients. Note that the value of \(\gamma_i\) is given in dB. The mutual information \(\{ca_i\}\) mapped from their corresponding \(\{\gamma_i\}\) are then averaged again over the spatial streams to give a mean value \(\overline{ca}\).

The behavior of the decoder is also modeled by the EXIT function. The EXIT function takes the extrinsic information \(\overline{ca}\) and maps it to the performance of the decoder. Each code has its own EXIT function and it is also dependent on the type of decoder used. For a given code and a range of code rates \(1/2\) and \(3/4\), the following procedure is carried out to evaluate its performance. We first generate coded bits from randomly chosen equiprobable binary information. The corresponding conditional \textit{a priori} LLRs are then generated according to the consistent Gaussian distribution given by a preset value of the mutual information \(\overline{ca}\). The variance of this distribution \(\sigma^2\) is determined by taking the inverse mapping of (15) on \(\overline{ca}\). We then run Monte-Carlo simulations to evaluate the performance of the decoder. The performance of interest are coded bit error rate of convolutional code and PER of LDPC code with fixed block length. Similarly, curve fitting is used to approximate the function for mapping \(\overline{ca}\) to the performance of the code.

For each convolutional code with a given code rate, we first obtain its coded bit error rate as a function of \(\overline{ca}\), using the method described above. This function is approximated in the form

\[
CBER = \frac{1}{2} \exp( \text{3rd order polynomial function of } \overline{ca} ).
\]

(18)

The coefficients of the polynomial function are determined using a curve fitting algorithm. The PER is then approximated by

\[
PER \approx 1 - \left(1 - CBER\right)^{L/\nu}.
\]

(19)

When approximating the PER in (19), we only consider the error events with constraint length \(\nu\). There are \(L/\nu\) such events in a codeword. The probability of such an event not occurring is \((1 - CBER)\), which is also the probability that the first coded bit of the corresponding sequence is correct. Assuming that these events are independent, the probability that the codeword is decoded correctly is given by \((1 - CBER)^{L/\nu}\), which results in the PER given in (19). Note that this approach is different from the more common way of using \(PER = 1 - (1 - BER)^L\), where the BER of each bit is assumed to be conditionally independent. However, for convolutional coded systems, the BER is correlated. Simulations showed that (19) is a better approximation. For block code like LDPC, the PER is approximated by

\[
PER \approx 1 - (1 - PER_B)^{L/k}.
\]

(20)

where \(PER_B\) is the PER of the block code used, and \(k\) is the length of the information bits of the LDPC code. There are \(L/k\) codewords in each packet and the probability that all these codewords are decoded correctly is \((1 - PER_B)^{L/k}\). Hence, we can approximate the PER as (20). Similarly, \(PER_B\) is also related to \(\overline{ca}\) by a 3rd order polynomial function.

The MCS set considered in the work is taken from the IEEE 802.11n [23] wireless LAN standard. For each spatial stream, modulation schemes and code rates available are listed in Table I. In a \(4 \times 4\) system, the maximum number of spatial streams supported is 4 and hence there are 32 MCSs to choose from even modulation. To summarize, the approximated PER of a given MCS is computed as follows.

1) The average SNR \(\gamma_i\) of each spatial stream from the received packet is first computed using (12) or (14), depending on the type of system employed.
2) With the modulation scheme of the MCS and \(\gamma_i\), the mean mutual information \(\overline{ca}\) is computed using (17).
3) Next, the \(CBER\) or the \(PER_B\) can be computed using \(\overline{ca}\) and the code rate of the MCS. Finally, the PER of the MCS can be approximated using (19) or (20). Note that the EXIT functions (17), (19) and (20) are predetermined and easy to generate. Hence, the system can accommodate various modulation schemes and different types of code.

### IV. MCS Selection

With the method of approximating the PER of a MCS described in the previous sections, we can now proceed to the steps of the MCS selection algorithm. The purpose of the MCS selection algorithm is to solve the optimization problem (P1). Upon receiving the packet, the station compute the average SNR \(\gamma_i\) of each spatial stream. The number of spatial streams available depends on the number of spatial streams used in the received packet. This would limit the size of the MCS set which can be searched. All the MCSs in this set has to have the same number of spatial streams.

Given a MCS set, several different approaches can be implemented to search for a suitable MCS which also satisfies the outage constraint. The trivial one is exhaustive search if the table is small. Following the direction of search, every entry in the MCS table is tested with the PER prediction algorithm described in Section III. The algorithm stops when a suitable choice is found. One simplification is to arrange the MCSs such that their throughput are in descending order. The search is started from the middle entry of the table or the previous selected MCS.

The number of spatial streams of the chosen MCS is determined by the MCS of the received packet as stated...

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Code rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
</tr>
<tr>
<td>QPSK</td>
<td>3/4</td>
</tr>
<tr>
<td>16QAM</td>
<td>1/2</td>
</tr>
<tr>
<td>16QAM</td>
<td>3/4</td>
</tr>
<tr>
<td>64QAM</td>
<td>2/3</td>
</tr>
<tr>
<td>64QAM</td>
<td>3/4</td>
</tr>
</tbody>
</table>
previously. For example, in a 4X4 system, the maximum number of spatial streams supported is 4. If the MCS of the received packet has only 3 spatial streams, the chosen MCS will also have 3 spatial streams. In order to further increase the throughput performance, the chosen MCS might be replaced by another one with a different number of spatial streams.

The switching of the MCS is implemented by a look-up table. To obtain this table, the throughput performance curves are first generated for all the MCSs with different number of spatial streams. With a switching table implemented, we can choose a MCS with fewer or more spatial streams than the received packet, which result in a better throughput. For example, for certain cases, a MCS with lesser number of spatial streams might have a better throughput due to its higher spatial diversity. In such cases, with a switching table, we can switch to this lower stream MCS without re-estimating the PER of this MCS. On the other hand, a MCS of higher number of spatial streams might be used instead for improving the throughput performance if the PER of the chosen MCS is very small.

With switching, the size of the MCS search is smaller and the complexity is reduced because it is no longer required to estimate the PER performance of multiple number of spatial streams. The MCS selected after this switching process is then the output of the MCS selection algorithm.

V. NUMERICAL EXAMPLES

The system selected for the numerical examples is the IEEE 802.11n [23] wireless LAN. We simulated the proposed MCS selection over IEEE channel model B and D for system with four transmit and maximum four receive antennas. The speed of movement in the scattering environment is assumed to be 1.2km/h. This is equivalent to a doppler spread $f_d \approx 6$Hz at 5.25GHz band. Channel B has a root mean square (rms) delay spread of 15ns while channel D has a rms delay spread of 50ns. No retransmission is employed. The system have 20MHz bandwidth and employs even modulation schemes (same modulation scheme for all the spatial streams) with convolutional code with generator $(133,171)$. The MCS set consists of MCS of all the supported spatial streams. MMSE detection of the transmitted data is implemented. We assume perfect timing and frequency synchronization, but with least square channel estimation. The transmission nonlinearities such as RF impairments are also ignored. The data length is 1000 bytes per packet. For each SNR point, 10000 packets are transmitted over the channel. A target PER of 10% is selected and the outage probability is 5%. Transmitter based MCS selection is implemented to avoid feedback of MCS, although the link adaptation algorithm works for the receiver based MCS selection. We also assume prefect reciprocity of the channel.

The MCS selection (MS) algorithm is compared to the instantaneous SNR based error prediction method in Fig. 2 for a 4 by 4 system. MCS 241 (4 spatial streams of BPSK with rate 1/2 FEC code) is used for the initial data frame (see Fig. 1). The thin curves represent the downlink average throughput of each MCS without AMC and without any constraint on the outage probability. The ‘··’ lines correspond to the downlink throughput of the MCSs with 1 spatial stream without AMC, the ‘--’ lines correspond to the downlink throughput of the MCSs with 2 spatial streams without AMC, the ‘- -’ lines correspond to the downlink throughput of the MCSs with 3 spatial streams without AMC, and the ‘–’ lines correspond to the downlink throughput of the MCSs with 4 spatial streams without AMC. A good estimate on the desired throughput performance would be the convex hull of the throughput curves obtained for each MCS. The uplink throughput curves do not differ much from the downlink for the MS algorithm. The MS algorithm achieves higher throughput than the instantaneous SNR based algorithm for channel B, as shown in Fig. 2(a). The throughput performance is shown in 2(b) for channel

\footnote{For the description of the other MCSs, the reader can refer to [23].}
D, which has more frequency selectivity. The MS algorithm performs better than the instantaneous SNR based algorithm at high SNR and worse at low SNR. This is because the MS algorithm is jointly optimized for both channel B and D. The loss in throughput performance in channel D at low SNR is mainly due to the fact that the selected MCS also needs to satisfy the outage probability criterion in channel B. With joint optimization, detection of channel type is not required, unlike the instantaneous SNR based algorithm.

In Fig. 3(a), the average throughput of MS algorithm is plotted against average SNR for a 4 by 4 system in channel B. It can be observed that the MS algorithm can be activated once very 50 packets (5 ms) without causing much deterioration in the throughput. Similar observation can be seen in Fig. 3(b) for channel D.

In Fig. 4(a), we consider an asymmetric case using a 4 by 3 system operating in 20 MHz channel B. MCS 16 (3 spatial streams of BPSK with rate 1/2 FEC code) is used for the initial data frame. For the transmitter based MCS selection, the downlink channel is used for selecting a MCS for the uplink channel and vice versa. A fixed safety margin is added to the uplink channel when selecting a MCS of the downlink channel. Other than this safety margin, the MS algorithm is precisely the same as the one used for the 4 by 4 system. Note that the performance of uplink channel is better than the downlink channel. The requirement for the outage constraint at high SNR leads to a floor on the throughput performance at low SNR. However, the uplink throughput performance remains unaffected. Similar throughput performance can be observed for channel D, as shown in Fig. 4(b).

VI. CONCLUSION

We have proposed a link adaptation algorithm that maximizes throughput with PER constraint. The EXIT analysis is used to predict the PER performance of the coded multiple-antenna OFDM systems with channel estimation error. With this PER prediction, we have also illustrated a MCS selection algorithm which is independent of the type of channel models. The MCS set consists of MCSs of various number of spatial streams. Numerical examples are given to show the good throughput performance of the transmitter based link adaptation algorithm, which does not require MCS feedback.
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Fig. 4. Throughput vs Average SNR, 4 by 3 system, 20 MHz, for different updating frequencies.


