Shocks in direct numerical simulation of the confined three-dimensional mixing layer

Citation for published version (APA):

DOI:
10.1063/1.868460

Document status and date:
Published: 01/01/1995

Document Version:
Publisher's PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 29. Jun. 2020
Shocks in direct numerical simulation of the confined three-dimensional mixing layer
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The occurrence of shocks in the confined three-dimensional turbulent mixing layer at convective Mach number 1.2 is established by means of direct numerical simulations. The shocks are generated by the turbulent motions in the flow. Consequently, they can have different shapes and orientations, while they persist for a relatively short time. Furthermore, they are created by different types of turbulent vortices. The shocks do not strongly contribute to the turbulent dissipation. Even at the time when the largest shocks occur, the fraction of the turbulent dissipation due to the shocks is less than 10%. © 1995 American Institute of Physics.

In recent years, increased research effort has been directed toward the compressible turbulent mixing layer. Numerical simulations of the two-dimensional compressible mixing layer have shown that shocks appear when the convective Mach number $M_c$ is higher than 0.7. However, in simulations of the three-dimensional mixing layer, shocks have not been observed up to $M_c=1.05$, and whether they occur in three-dimensional flows at higher convective Mach numbers is still an open question. In this paper we report the occurrence of shocks in a direct numerical simulation (DNS) of a highly three-dimensional confined mixing layer at $M_c=1.2$.

The flow is investigated within a temporal framework in the domain $[0,L_1] \times [-L_2, L_2] \times [0,L_3]$. Periodic boundary conditions are imposed in the streamwise ($x_1$) and the spanwise direction ($x_3$), whereas the normal direction ($x_2$) is bounded by free-slip walls. The equations are nondimensionalized with a reference length, which is half the initial vorticity thickness, and a reference density, velocity, temperature, and viscosity that equal the initial upper stream values. The Reynolds number based on these reference values equals 100. In the nondimensional description, the initial mean profile for the streamwise velocity is given by $u_1 = \tanh x_2$, whereas the initial pressure is uniform and the Busemann–Crocco law prescribes the temperature. Initially, a pair of equal and oblique disturbances is superimposed on the mean profiles. We use $L_1=39.9$, $L_2=59$, and $L_3=22.1$, where $L_1$ and $L_2$ correspond to wavelengths of the most unstable oblique mode from linear stability analysis.

The Navier–Stokes equations are solved with a combined numerical discretization employed, using fourth-order accurate central differences in the absence of shocks and the third-order accurate MUSCL-scheme in the presence of shocks. The flow is simulated on a uniform grid until $t=240$. From $t=0$–80 it contains $240 \times 385 \times 144$ points, whereas from $t=80$ the simulation is performed on a grid with $320 \times 513 \times 192$ points. A fourth-order accurate interpolation method is used to transfer the field at $t=80$ to the finer grid. The accuracy in the linear regime has been checked by comparisons with linear stability theory. Furthermore, additional calculations on coarser and finer grids established the accuracy of the results presented in this paper. The demand for computer resources could substantially be reduced by exploiting the symmetries in the flow. Symmetries in the initial conditions are known to persist in time even after mixing transition, and we have verified this for the coarser grid simulations.

In the flow a transition to small scales is observed. At $t=80$ the growth of the initial perturbation has saturated, nonlinear effects have set in and a $\Lambda$-vortex structure has developed. When time proceeds, additional vortices are formed away from the central layer. These vortices break down into smaller vortices, and thus the flow undergoes a transition to small-scale turbulence, similar to the flow at a convective Mach number of 0.8. During this process the momentum thickness rapidly grows and is approximately linear in time. At several times shock waves are observed.

The Reynolds number (100) used in the simulation should not be much lower for shocks to occur. In a simulation with a lower Reynolds number (50) the mixing transition did not occur, and no shocks were formed either. Thus, the occurrence of shock waves in the three-dimensional mixing layer appears to require a mixing transition to small scales. The flow is well resolved, since the falloff in the two-dimensional energy spectrum was about 12 orders of magnitude at most times throughout the simulation. Only at times when shocks were present a falloff of eight orders of magnitude was observed. Although these observations confirm that the resolution is sufficient, the calculations should not be performed on much coarser grids. For example, the shocks at $t=182$ and from $t=200$ were not observed in a calculation performed on a $160 \times 256 \times 96$ grid.

The flow contains shock waves in three distinct periods: $t=121$–123, $t=181$–183, and $t=199$–225. Since a shock corresponds to a large pressure difference in the direction perpendicular to the shock, it can be detected by examining the flow field at times where at least one of the components of $\nabla p$ shows a high peak. Furthermore, since shocks lead to a strong compression of the fluid, the dilatation $\nabla \cdot u$ attains large negative values within a shock.

First, we investigate the shocks in the first period ($t=121$–123) and determine their origin. Maximum values of the pressure gradient occur in the center plane $x_2=0$. Figure 1(a) shows contour lines of the pressure in this plane at $t=122$, and four shocks are observed. Since there are two symmetries in the center plane, it is sufficient to consider the
shock at the point \((10.0,0.0,6.0)\). Because the shock contains strong gradients in \(x_3\), we say that its orientation is in the \(x_3\) direction. If the fluid passes through a shock, the pressure jumps from a low to a high value. In general, low-pressure regions correspond to the cores of vortices, whereas high-pressure regions are associated with stagnation points. The velocity vectors in Fig. 1(b) display a spanwise vortex in the plane \(x_3 = 5.5\), which is in front of the shock. Figure 1(c) shows the velocity vectors in the plane \(x_2 = 0\). The axis of the vortex is at \(x_1 = 10.0\). The spanwise vortex in front of the shock accelerates fluid along its axis in the \(x_3\) direction. The acceleration is so strong that the velocity attains supersonic values and, hence, a shock is formed through which the fluid passes in order to reach the stagnation point. Therefore, this shock is created by a sucking vortex that accelerates the fluid along its axis.

Next, we verify the shock jump relations that have been derived for stationary inviscid flow. The flow is nonstation-
of counter-rotating vortices gives rise to a shock. Considerably larger shocks appear at $t=200$. Figure 3(a) shows the pressure in the plane with maximum pressure gradient, $x_3=3.9$. The region enclosed by the pair of shocks is a high-pressure region and contains a stagnation point. In this case the shocks fill a relatively large part of the domain, and it is difficult to identify separate vortex structures that create the shocks. Figure 3(b) shows two large shock blades with a horseshoe shape, centered around (10,0,0). The same structure appears at another location, centered around (30,0,11.05). The shocks at $t=122$ and $t=182$ persist only for a relatively short time. However, from $t=200$ the flow contains shocks for a much longer time, until $t=225$. During this period the structure shown in Fig. 3(b) changes and breaks down into several parts, while new shocks appear with stronger gradients in the spanwise direction.

Finally, we consider the effect of shocks on the turbulent dissipation rate in the Reynolds-averaged approach. The turbulent dissipation rate is defined as $\epsilon = \sigma_{ij} \partial \omega_i^u/\partial x_j$, where $\sigma_{ij}$ is the viscous stress tensor and the overbar and double prime denote the Reynolds average and Favre fluctuations, respectively. Sarkar et al.\textsuperscript{7} and Zeman\textsuperscript{8} separate the turbulent dissipation rate $\epsilon$ in a solenoidal part $\epsilon_s = \mu \omega_i^u \omega_i^u$, where $\omega_i^u$ denotes the fluctuating vorticity vector, and a dilatational part $\epsilon_d = \frac{3}{\gamma} \mu (\nabla \cdot \textbf{u}^u)^2$, which is a pure compressibility effect. For convenience of notation, we assume the viscosity $\mu$ to be constant. The decomposition $\epsilon = \epsilon_s + \epsilon_d$ is only valid in homogeneous turbulence, whereas in flows with one inhomogeneous direction ($x_3$),

$$\int \epsilon \, dx_2 = \int \epsilon_s \, dx_2 + \int \epsilon_d \, dx_2.$$ 

Figure 4 shows the profiles of $\epsilon$, $\epsilon_s$, and $\epsilon_d$ at $t=200$, when the largest shocks occur. The dilatational fraction of the dissipation is less than 10% at this time and even smaller at all other times. When shocks are absent, the fraction is even less than 1%. As a conclusion, the dilatational dissipation is increased by shocks, but it remains small compared to the total turbulent dissipation rate.
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