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Abstract— The current transition from passive to active electric distribution networks comes with problems and challenges on bi-directional power flow in the network and the uncertainty in the forecast of power generation from grid-connected renewable and distributed energy sources. The power flow management would need to be distributed, flexible, and intelligent in order to cope with these challenges. Considering the optimal power flow (OPF) problem as a minimum cost flow represented with the graph, this paper applies a cost-scaling push-relabel algorithm in order to solve the OPF in a distributed agent environment. The algorithm’s performance is compared with the successive shortest path algorithm developed in our previous work. The simulation is implemented for both meshed and radial networks. The simulation results show the advantages of the cost-scaling push-relabel algorithm over the shortest path algorithm in the radial networks with respect to significantly reduced number of exchanged messages on the agent platform, and thus the reduced time for calculation. This will be of great importance if the method is to be applied to a large system.

Index Terms—Smart grid, active distribution network, optimal power flow, multi-agent system, graph theory, cost-scaling, push-relabel.

I. INTRODUCTION

The European energy and climate change targets for the 2020 and beyond would require fast development and use of cost-effective low-carbon energy technologies. A future integrated European power grid will be expected to have a central role to accommodate the large-scale deployment of renewable and decentralized energy sources. The recent European Electricity Grid Initiative (EEGI) [1] proposes a nine-year European research, development and demonstration (RD&D) program to accelerate innovation and the development of the electricity networks of the future in Europe into Smart Grid. The Smart Grid will be a user-centered, market-based, interactive, reliable, flexible, and sustainable electrical network system. Under the distribution network activities of the EEGI, among many highlighted functional projects, active demand-response, metering infrastructure, smart metering data processing, system integration of distributed energy resources (DER), integration of energy storage options in the network management, infrastructure to host electric vehicles/plug-in hybrid electric vehicles, methods and system support, integrated communication solution, etc. are proposed.

The large-scale integration of distributed generation (DG) challenges distribution systems in coping with bidirectional power flows, voltage variations, fault level increases, protection selectivity, power quality and stability. Consequently, several new concepts, such as Microgrid, Autonomous Network, Active Network have to be developed to deal with those problems [2]-[3]. Although differing in approach and implementation, they share the same objective of transferring the current passive distribution networks into active networks (ADN). In the ADN, the power flow management is one of the major problems and needs to be dealt with in order to avoid overloading of components in the network [4].

Distributed methods of control are expected to be helpful for the power system health and security, as they reduce dependencies and enhance the ability of the system to remain in operation after disturbances, loss of equipment, etc. Indeed, distributed solutions that possess locality properties (i.e. where execution depends only on local information) are known to have stabilizing and self-healing properties [5]-[6]. Furthermore, it is possible to have meaningful distributed control solutions for controlling power-flows and other operational objectives not only for parallelizing the problem at a global scale, but also for distributing responsibility among the electric cells, too.

Inspired from the elegant well-known solutions for the min-cost flow problem in graphs proposed in [7]-[8], we propose such a localized distributed solution to the power flow problem that has the following advantages: (i) it enables network elements to operate in a completely autonomous way, based on demand/supply information from their immediate environment; (ii) it offers increased resilience to the network, since autonomous network elements can respond faster to local changes in the power flow.

Our study shows the potential applications of both the successive shortest path and cost-scaling push-relabel algorithms on optimal flow routing in the ADN concept. They are implemented in multi-agent system (MAS) environment which is suitable with distributed context of the future Smart Grid [9]-[10].
II. POWER ROUTING IN ACTIVE DISTRIBUTION NETWORKS

Conventional distribution networks are stable and passive with unidirectional electricity transportation. The term of Active Distribution Network (ADN) is mentioned recently since the distribution network becomes active with DER and RES units leading to bidirectional power flows [11]. It addresses a modernizing architecture of future intelligent power grids to cope with challenges from high penetration of DGs. The so called ADN concept needs to incorporate flexible and intelligent control with distributed intelligent systems [12]. This research elaborates a major capability of the ADN in handling power dispatch and bi-directional flow.

A. Problem formulation

The power flow needs to be controlled to avoid congestion in the network while minimizing the total production cost and maximizing the network security. Hence, this optimizing problem of power flow management, referred to as the optimal power flow (OPF) problem, can be formulated in a mathematical model as follows:

\[
\begin{align*}
\min & \quad A = \sum_{i \in G} \alpha_i P_{G_i} + \sum_{(i,j) \in T} \beta_{ij} P_{T_{ij}} \\
\text{s.t.} & \quad \sum_{i \in G} P_{G_i} = \sum_{(i,j) \in T} P_{T_{ij}} + \sum_{i \in L} P_{L_i} \\
& \quad P_{G_i} \leq P_{G_{max}}, \forall (i \in G) \\
& \quad P_{T_{ij}} \leq P_{T_{max}}, \forall (i,j) \in T
\end{align*}
\]

where, \\
\[A\] total cost function. \\
\[P_{G_i}, P_{T_{ij}}, P_{L_i}\] power generation, power transmission, and load demand. \\
\[P_{G_{max}}, P_{T_{max}}\] Power generation capacity, power transmission capacity. \\
\[\alpha, \beta_{ij}\] represent production cost, device availability. \\
\[G, T, L\] generation, transmission, and load component sets.

The objective function of equation (1) is the total cost for power delivery from the generation areas to the load parts. The production cost constant \((\alpha)\) is the price for selling electricity that can be defined as the nodal price of each generating cell. The transmission cost constant \((\beta_{ij})\) is defined as the charge for using transmission components that depends on the availability and capacity (rating) of the devices. Beside the power balance condition in the equality constraint, the transmitted power needs to be within the device’s thermal limits in the inequality constraint.

Depending on the scale of each cell (sub-network), the reactive power balance will be solved autonomously or globally for a larger area. In the simplified optimization model, the research assumes that all cells are large enough to deal with the reactive power balance autonomously. The voltage constraints can be guaranteed by adjusting DG’s power output and the tap changers of the transformers within cells [13]. Note that the autonomous voltage regulation does not change the power exchanged among cells.

B. Power Routers - Flexible Interfaces

A power router (PR) is a combination of an agent (software) and a power flow controller (hardware), as shown in Fig. 1. Each moderator representing a cell can obtain local area information such as the power flow on incoming (outgoing) feeders, power generation reserve, power load demand, and costs of production and load priority. Besides managing autonomous control actions, this moderator agent can route messages to communicate with the same level agents. A power flow controller (PFC) which is an application of AC/DC/AC converters or an intelligent node [14] controls the power flow for its feeders based on the set points given by the moderator.

With advance control functions based on applications of electronic devices and MAS technology, the PR is expected to create a flexible interface for the future grid. Cells, Microgrid, Autonomous Network, or others can be integrated in the ADN by Voltage Source Inverter (VSI)-based PFC of this interface. Installing PRs in critical local area networks as routers in the internet can help to control power flow actively to avoid congestion problems. Please note that it is not necessary to have PR in every cells of the ADN.

III. DISTRIBUTED OPTIMAL ROUTING ALGORITHMS

Agent-based ADN with the PR interface opens a distributed platform for more flexible and distributed control algorithms. In the graph model, the power flow optimization can be defined as a minimum cost flow problem that regards to both the shortest path (economy) and the maximum flow (capacity) [15]. The cost-scaling algorithm which can be considered as the generalization of the push-relabel algorithm is a strong solution to this problem [5]-[7].

A. Cost-scaling algorithm and distributed implementation for power flow networks

Cost-scaling belongs to polynomial-time algorithms to solve the minimum cost flow problem in complex networks. It is different from capacity scaling which is a scaled version of the successive shortest path algorithm investigated in our previous work [7]. The same example of a 5-bus system is
used to illustrate the algorithm.

The power grid, firstly, is converted to a graph \( G(V,E) \), where \( V \) presents for the set of vertices and \( E \) presents for edges. The edge length (edge cost) \( c_{ij} \) and residual (available) capacity \( r_{ij} \) associated with each edge \((i,j)\) is derived from the transmission cost \( \beta_{ij} \) and the transmission line capacity \( u_{ij} \). A virtual source node \((s)\) is added to connect with cell generation by a source edge \((s,i)\) with residual capacity \( r_{si} \) (cell generation available) and cost \( c_{si} \) (cell production cost \( a_{i} \)). Each cell \( i \) is associated with a load demand \( d_{i} \), node potential \( \pi_{i} \), and excess flow into node \( \epsilon_{i} \).

The excess flow is defined as:
\[
\epsilon_{i} = \sum_{(i,j) \in E} f(i,j) - d(i) \geq 0 \tag{2}
\]
while \( f(i,j) \) is pre-flow that satisfies the flow bound constraint. A node \( i \) with \( \epsilon_{i} > 0 \) is called active node. A branch \((i, j)\) is admissible if \(-\epsilon/2 \leq c_{ij}^{\pi} < 0\).

The algorithm starts with scaling factor \( \varepsilon = \max \{\alpha \beta, \beta_{ij} \} \), and \( \pi_{i} = 0; \forall i \in V; \forall (i,j) \in E \). For a given node potential \( \pi_{i} \), the reduced cost of an arc \((i, j)\) is
\[
c_{ij}^{\pi} = c_{ij} - \pi_{i} + \pi_{j} \tag{3}
\]
Fig. 2 shows represented direct graph of the electrical test network with its parameters. Each active node \( i \) can locally detect and perform on an admissible arc \((i, j)\) a push operation:
\[
\beta_{ij} = \min \{\epsilon_{i}, r_{ij} \} \tag{4}
\]
When the active node \( i \) contains no admissible arc, the algorithm applies a relabel operation to update the node potential by
\[
\pi_{i} = \pi_{i} + \varepsilon/2 \tag{5}
\]
Note that the relabel operation at node \( i \) will increase \( \varepsilon/2 \) units on incoming arcs and decrease \( \varepsilon/2 \) units on outgoing arcs of the node due to the reduced cost condition (3). Consequently, it creates new admissible arcs for push operation. When there is no possibility to push flow forward, node \( i \) can push flow backward to source node \( s \).

In the example, as active node \( s \) has no admissible branch at this point, it performs relabel operation to update node potential as \( \pi_{s} = 3.5 \), as shown in Fig. 3. The operation yields two admissible arcs \((s, 2)\) and \((s, 3)\). Consequently, the push operation is applied on these arcs and makes them saturated. As \( \epsilon_{3} = 8 \), node \( 3 \) is active and added in the list \( S \). The active node list \( S \) is built in first-in-first-out format.

The algorithm repeats until there is no active node in the list. The pre-flow has been converted to \( \varepsilon \)-optimal flow completely. By decreasing \( \varepsilon/2 \) value of \( \varepsilon \) and saturating every arc with negative reduced cost, the \( \varepsilon \)-optimal flow is converted.
The graph is represented by a principle agent distributed agent environment. Each normal node has corresponding action.

Moreover, due to its locality, the algorithm has self-stabilizing and self-healing properties (in response to transient errors or changes in demand/supply, cost or topology), following the analysis in [6]. It is reasonable to assume that nodes will be able to adapt locally to small changes in these parameters (via push-relabel operations), leading to the fast stabilization and recovery. We conjecture that more extensive changes, such as a cascade failure effect, will need more time to recover from but this time will be significantly less than other, centralized min-cost flow solutions.

Concerning the convergence time, as there is no global schedule on the order in which the admissible branch operations are activated, the worst case bound depends on the size of the network. However, in the average case the convergence time is expected to be significantly smaller and the analysis of this property is a significant part for the continued work on this problem.

Fig. 4. Radial configuration of the 5-bus test network.

Fig. 5. Variation of power generation in cases of the radial network.

**TABLE II**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Pseudo-code for ( a_i ) Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Switch</strong> Mode ( i )</td>
<td>Case 1: ( a_i ) initialization()</td>
</tr>
</tbody>
</table>
| | \[
| \begin{align*}
| P_{\text{load}} & , P_{\text{gen}} , \alpha_i , P_{\pi}, \beta_i ; (i,j) \in E \bigg] \leftarrow \text{Grid} \\
| \text{excess} & \leftarrow P_{\text{gen}} - P_{\text{load}} \\
| \text{if} (\text{type} = \text{source}) & \text{then} \\
| & \text{send}_i \text{inform} \left\{ P_{\text{gen}}, \alpha_i, \text{excess} \right\} \rightarrow a_j \\
| \text{else} & \text{end} \\
| S & \leftarrow S - a_j \\
| \text{if} S \neq \emptyset & \text{then send}_i \text{push} \left\{ S, \varepsilon \right\} \rightarrow a_{[j]} \\
| \text{else} & \text{stop} \\
| \text{end} \\
| \text{end} \\
| Case 2: \text{receive push}_i \text{request} \left\{ S, \varepsilon \right\} \rightarrow a_j | |
| | while (excess > 0) do |
| | \begin{align*}
| & \text{begin} \\
| & \text{if contain admissible}(i,j) \in E \text{ then} \\
| & \delta = \min (\text{excess}, r_i) \\
| & \text{send}_i \text{push request} \left\{ \delta, S, \varepsilon \right\} \rightarrow a_j \\
| & \text{else} \\
| & \pi = \pi_i + \varepsilon / 2 \\
| & \varepsilon = \varepsilon_i - r_i + \pi; (i,j) \in E \\
| & \text{end} \\
| & S \leftarrow S - a_j \\
| & \text{if } \varepsilon > 1/n \text{ then} \\
| & \varepsilon \leftarrow \varepsilon / 2 \\
| & \text{send}_i \text{update_e} \{ \varepsilon \} \rightarrow a_j \\
| & \text{else stop} \\
| & \text{end} \\
| \text{end} \\
| Case 3: \text{receive push}_i \text{request} \left\{ S, \varepsilon \right\} \rightarrow a_j | |
| | excess = excess + \delta \\
| | if (excess > 0) then \\
| | S \leftarrow a_j \\
| | \text{send}_i \text{update}_j \{ S \} \rightarrow a_i \\
| | \} |

to \( \varepsilon/2 \)-optimal pre-flow and a new iteration starts. When \( \varepsilon < 1/n \), the algorithm terminates.

In this work, the cost-scaling algorithm is implemented in a distributed agent environment. Each normal node \( i \) of the graph is represented by a principle agent \( a_i \) with its pseudo-code as shown in Table I. A socket proxy agent \( sp_i \) is associated with \( a_i \) to establish a communication with the electrical grid. The virtual source node is represented by a principle agent \( a_j \) with its pseudo-code as shown in Table II. Since each node needs only knowledge from its immediate neighborhood to execute the algorithm, it suffices that nodes exchange the corresponding information with their neighbors each time that there is a change. Thus each node knows when a branch incident to itself is admissible and can take the corresponding action.

**B. Properties of the algorithm**

The proposed method’s convergence properties follow from the analysis of the min-cost flow algorithm in [7]. Moreover, due to its locality, the algorithm has self-stabilizing and self-healing properties (in response to transient errors or changes in demand/supply, cost or topology), following the analysis in [6]. It is reasonable to assume that nodes will be able to adapt locally to small changes in these parameters (via push-relabel operations), leading to the fast stabilization and recovery. We conjecture that more extensive changes, such as

**TABLE III**

<table>
<thead>
<tr>
<th>From Cell</th>
<th>To Cell</th>
<th>Power flow variation</th>
<th>CS-PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>6.846</td>
<td>2.009</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1.842</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>-3.033</td>
<td>-3.000</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4.866</td>
<td>5</td>
</tr>
<tr>
<td>No. of messages</td>
<td>137</td>
<td>154</td>
<td></td>
</tr>
</tbody>
</table>
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with the push-relabel operation of the CS-PR.

explained by the augmenting characteristic of SSP compared
scenarios but slightly different in power flows. It can be
of both SSP and CS-PR. They have the same power generation
algorithm (SSP). Table III shows power generation and flow
relabel (CS-PR) algorithm with the successive shortest path
receive data from the socket proxy agents of JADE.

TCP/UDP/IP Toolbox, each “Embedded Matlab Function” in
agent in JADE is used as a server socket. By using the
communication between Matlab/Simulink and JADE is based
Matlab/Simulink. MAS is created under the Java Agent
Fig. 6. Pre-flows after performing relabel and push operation.

As the algorithms are applied in the meshed network, SSP
has less number of messages exchanged in MAS platform
has less number of messages exchanged in MAS platform
(137) than CS-PR has (154).

B. Radial network
Based on the push-relabel principle, the CS-PS algorithm is
expected to spend much less computation efforts in the radial
networks. We investigate this advantage of the algorithm on a
radial configuration of the 5-bus test network, as shown in Fig.
Two simulation cases, i.e., base case and extreme case, are
examined.

In the base case, the production costs \( \alpha \) of three bus
generation are remained as in the previous case. The
transmission costs \( \beta \) of all branches are assumed equal 1
p.u. Fig. 5 shows power generation during the simulation time.
Initial state of the system is generated by SimPowerSystem
toolbox with \( P_{g1}=10.446 \text{MW}, P_{g2}=9.351 \text{MW}, \) and \( P_{g3}=16.308 \). At \( t=10\text{sec} \), the optimal routing algorithms is started. In this
simulation case, the CS-PR algorithm has the same power
generation \( (P_{g1}=5.668 \text{MW}, P_{g2}=10 \text{MW}, \) and \( P_{g3}=18 \text{MW}) \) and
flow as SSP with total cost of 126.88 p.u. However, CS-PR
has exchanged significant less messages (76) comparing to
SSP’s (115). As can be seen from the results, the push-relabel
operation of CS-PR is very effective in the radial
configuration. It omits significant unnecessary loops which the
augmenting path algorithm has in the same network.

To see more in detail the CS-PR’s advantage, the
simulation investigates an extreme case with power generation
injected only in bus 1. Production costs of three bus generation
are 1, 10, and 10, respectively. It is assumed that there are
enough generation and line capacities. Fig. 6(a) and 6(b) show

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERFORMANCES OF THE ALGORITHMS ON THE RADIAL NETWORK</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Base case</td>
</tr>
<tr>
<td>Extreme case</td>
</tr>
</tbody>
</table>

IV. SIMULATION AND RESULTS

The above example of the 5-bus system is simulated using
Matlab/Simulink. MAS is created under the Java Agent
communication between Matlab/Simulink and JADE is based
on client/server socket communication. The socket proxy
agent in JADE is used as a server socket. By using the
TCP/UDP/IP Toolbox, each “Embedded Matlab Function” in
Matlab/Simulink can create a client socket to send data to and
receive data from the socket proxy agents of JADE.

A. Meshed network
In this case, we use the 5-bus meshed test network
presented in [7] to compare results of the cost-scaling push-
relabel (CS-PR) algorithm with the successive shortest path
algorithm (SSP). Table III shows power generation and flow
of both SSP and CS-PR. They have the same power generation
scenarios but slightly different in power flows. It can be
explained by the augmenting characteristic of SSP compared
with the push-relabel operation of the CS-PR.

As the algorithms are applied in the meshed network, SSP

Fig. 6. Pre-flows after performing reliable and push operation.
represented direct graphs of the test network for CS-PR and SSP algorithms. Fig. 6(d) shows the main drawback of the SSP method in the final iteration loop. The algorithm discovers the final shortest path in bold lines which goes through all nodes of the network. The algorithm continues to send flow on the same arcs with previous augmenting path before it fills full the last arc \((5, r)\). On the contrary, CS-PR pushes flows along the individual arcs. Excess of 35 units is pushed from \(s\) straightforward through each arc to lower nodes. Fig. 6(c) shows the final stage of push operation when bus 4 realizes admissible arc \((4, 5)\) and sends 5 units to bus 5. It is quite straightforward and there is no repetitive computation.

By pushing as much power as possible along the radial feeder, CS-PR takes only 52 messages to converge while SSP needs nearly two times that number in messages (100). In this case, both algorithms have also the same power generation and flow result with total cost of 104.13 p.u.

V. CONCLUSIONS AND FUTURE WORK

Following the previous work on the application of the successive shortest path algorithm [7], this paper presents a distributed implementation of the cost-scaling push-relabel algorithm to manage the power flow in the active distribution network. Due to its locality, the algorithm presented in this paper has self-stabilizing and self-healing properties in response to transient errors or changes in the demand/supply, cost or topology. Performances of the two algorithms are compared in both meshed and radial networks. In the meshed network, there is no significant difference between two methods. The advantage of the cost-scaling push-relabel solution is realized in the radial test network. Number of messages exchanged among multi-agent system in this algorithm is significantly smaller than in the successive shortest path method.

By using a global schedule on the order of the active nodes, the algorithm includes a subtle centralized characteristic. To have a fully distributed algorithm, we plan to remove this piece as part of future work. A large-scale test network, including simulations of the Swedish power grid in connection to the real-time simulator system ARISTO [12], will also be investigated in the future.
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