On the large-scale structure and spectral dynamics of two-dimensional turbulence in a periodic channel
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This paper reports on a numerical study of forced two-dimensional turbulence in a periodic channel with flat no-slip walls. Since corners or curved domain boundaries, which are met in the standard rectangular, square, or circular geometries, are absent in this geometry, the (statistical) analysis of the flow is substantially simplified. Moreover, the use of a standard Fourier–Chebyshev pseudospectral algorithm enables high integral-scale Reynolds number simulations. The paper focuses on (i) the influence of the aspect ratio of the channel and (ii) the integral-scale Reynolds number on the large-scale self-organization of the flow. It is shown that for small aspect ratios, a unidirectional flow spontaneously emerges, notably in the absence of a pressure gradient in the longitudinal direction. For larger aspect ratios, the flow tends to organize into an array of counter-rotating vortical structures. The computed energy and enstrophy spectra provide further evidence that the injection of small-scale vorticity at the no-slip walls modify the inertial-range scaling. Additionally, the quasistationary final state of decaying turbulence is interpreted in terms of the Stokes modes of a viscous channel flow. Finally, the transport of a passive tracer material is studied with emphasis on the role of the large-scale flow on the dispersion and the spectral properties of the tracer variance in the presence of no-slip boundaries. © 2008 American Institute of Physics. [DOI: 10.1063/1.2919132]

I. INTRODUCTION

Since the pioneering works on two-dimensional (2D) turbulence by Kraichnan,1 Batchelor,2 and Leith,3 many theoretical and numerical studies have been conducted to unravel the dynamics of 2D turbulence. The strong interest in understanding the dynamics of such 2D flows is due to the fact that many three-dimensional (3D) flows such as those encountered in the oceans and in the atmosphere, and also in many laboratory experiments, can under certain circumstances behave in a quasi-2D manner. There are several physical reasons why the large-scale flow dynamics in, for example, the atmosphere or oceans is behaving quasi-two-dimensionally. Such geophysical flows have horizontal scales of hundreds of kilometers in the ocean and of an order of thousands of kilometers in the atmosphere, while their vertical extension measures a few kilometers only. One of the reasons of the reduction in dimensionality is thus due to the smallness of the vertical scale. Another example of a geometrically constrained system is the flow in a thin soap film.4 The geometrical constraint in the ocean and atmosphere is not as pronounced as that in soap films. However, a vertical density gradient and the background rotation of the Earth may further contribute to the 2D behavior of large-scale geophysical flows. Laboratory experiments on 2D turbulence are commonly performed in rotating fluids, in linearly or two-layer stratified fluids, in electromagnetically driven shallow fluid layers, and, as already mentioned above, in soap films.5

Laboratory experiments to improve our understanding of 2D turbulence usually imply rather strong assumptions. For example, in stratified flows, it is often assumed that vertical shear does not interfere too strongly with the planar flow, thus assuming nearly ideal 2D turbulence dynamics. The effect of vertical shear is often parametrized by a linear friction term.6,7 Similarly, the effects of Ekman boundary layers in rotating fluids are assumed to be relatively unimportant in the geostrophic interior, where the flow is considered to behave two dimensionally.7 Another limitation concerns the presence of lateral (no-slip) domain boundaries. In the laboratory (quasi-)2D turbulence is never unbounded, as is the case in theoretical and numerical (assuming periodic boundary conditions) studies, and it was commonly assumed that these lateral boundaries could be safely ignored. During the past decade, several numerical8–12 and experimental13–15 studies have been conducted that support the conjecture that under certain circumstances, one should take into account the presence of these lateral boundaries. For example, the quasistationary final states of decaying 2D turbulence critically depend on the shape of the domain (square, rectangular, circular) and the type of boundary conditions. Decaying or forced 2D turbulence in rectangular large-aspect-ratio containers provides another interesting illustration. In both cases, one may observe the emergence of several counter-rotating large-scale vortices. One of the most remarkable observations is the spontaneous spin up of a 2D turbulent flow in square containers with no-slip walls. The turbulent flow,
initially containing zero net angular momentum (defined with respect to the center of the container), acquires a substantial amount of angular momentum due to strong flow-wall interactions.\textsuperscript{11,16}

Large-scale flows observed in sea basins and estuaries show similarities with those from laboratory experiments in rectangular containers. A nice example is the satellite image of an array of circulation rings in the Gulf of Aden.\textsuperscript{17} The rings are generated near the mouth of the Gulf of Aden by the northward accelerating Somali Current. The rings with a diameter comparable to the width of the Gulf of Aden then translate westward into the gulf. A similar pattern was observed for relatively small Reynolds numbers averaging of confined forced 2D turbulence can only be pursued for relatively small Reynolds numbers [based on the typical root mean square (rms) velocity of the turbulent flow and the domain size]. Today, new techniques are being developed for confined 2D turbulence based on immersed boundary methods,\textsuperscript{20,21} enabling the use of simple computational algorithms together with large-scale parallel computing. We have chosen here to explore yet another well-developed and reliable alternative: turbulent flows in a 2D channel geometry by Fourier–Chebyshev pseudospectral methods. Due to the presence of one periodic direction in the channel and homogeneity along lines parallel to the boundaries, both efficient computations can be carried out and statistical and spectral analyses can be conducted rather cleanly.

In this paper, we present results of a numerical study on the dynamics and the dispersion properties of forced 2D turbulence on a periodic-channel domain with no-slip walls. First, we give in Sec. II a description of the problem and the numerical methods used. Then, we investigate the large-scale structure of the flow for different aspect ratios of the domain, see Sec. III. For the largest aspect ratio considered in this study, a set of simulations has been conducted with different integral-scale Reynolds number. The results on the continuously forced flows are then compared to solutions of the Stokes equation for these flow geometries in Sec. IV. Vorticity production at no-slip boundaries might affect the structure and scaling of 2D turbulence and yield modified spectra. These issues will be discussed in Sec. V. Subsequently, the dispersion of a passive tracer is studied, where the tracer is injected continuously at the no-slip walls (see Sec. VI). The role of no-slip walls on enstrophy and tracer variance spectra is discussed in Sec. VII. Finally, in Sec. VIII, we will briefly summarize and discuss the results obtained so far.

II. PROBLEM DESCRIPTION AND NUMERICAL SETUP

The 2D flow of an incompressible fluid in the $x,y$ plane, which is described by the velocity field $u(t,x)=(u,v)$, is governed by conservation of mass and momentum. For a fluid with constant density $\rho$, conservation of mass yields

$$\nabla \cdot u = 0.$$  

(1)

The Navier–Stokes equation

$$\frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\frac{1}{\rho} \nabla p + \nu \nabla^2 u + \frac{1}{\rho} F,$$  

(2)

describes the momentum balance, where $p$ is the pressure, $\nu$ is the kinematic viscosity of the (Newtonian) fluid, and $F$ is an external force per unit area.

An important alternative variable for describing the flow is the scalar vorticity $\omega$, defined by

$$\omega = e_z \cdot \nabla \times u = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y},$$  

(3)

where $e_z$ is the unit vector in the $z$ direction (perpendicular to the plane of flow). Taking the curl of Eq. (2) results in the vorticity equation for the 2D flow in the $x,y$ plane:

$$\frac{\partial \omega}{\partial t} + u \cdot \nabla \omega = \nu \nabla^2 \omega + \frac{1}{\rho} F_w,$$  

(4)

with $F_w = e_z \cdot \nabla \times F$. The main difference between the (scalar) vorticity equation (4) and its 3D vector counterpart is the absence of the term $(\omega \cdot \nabla)u$, which represents the stretching and tilting of vortex tubes in 3D flows. In 2D unbounded flows, the vorticity equation is actually an advection-diffusion equation, which expresses that vorticity is merely redistributed—not created (except possibly by an external forcing mechanism).

Consider now the flow domain $D$ with boundary $\partial D = \partial D_p + \partial D_w$, with $\partial D_p$ representing the periodic boundary of the channel domain. We demand that the velocity and the vorticity must be periodic at $\partial D_p$. For the lateral side walls, $\partial D_w$, no-slip boundary conditions are imposed, i.e., both the normal and the tangential velocity components must vanish at the wall. Supplemented with an initial condition, the vorticity equation can be integrated to yield the solution at later times. Although the velocity field has to be periodic over the channel length, a constant pressure gradient may be imposed in the longitudinal direction. In our case, the pressure drop over the channel is set to zero.

The equations are numerically solved by using a Fourier–Chebyshev pseudospectral method in the domain $D$, which is spanned by the rectangle $[0,2L] \times [-H,H]$, with $H$ the half-width of the channel. The half-width is fixed at $H=1$, while the length of the channel, $2L$, is varied to obtain aspect ratios $\gamma = L/H = 1, 2, 4$. The no-slip walls of the channel are located at $z=\pm 1$. The velocity and vorticity are expanded in a truncated series of Fourier polynomials for the $x$ direction and in a truncated series of Chebyshev polynomials for the nonperiodic $y$ direction. For the numerical com-
putation of the vorticity evolution, a semi-implicit time discretization scheme is applied to the vorticity equation (4), while the nonlinear term in Eq. (4) is treated by the explicit second-order Adams–Bashforth scheme. The diffusion term on the right-hand side of Eq. (4) is then treated by the implicit Crank–Nicolson scheme. Applying the spatial and time discretizations yields a system of equations for the spectral coefficients for the velocity and vorticity which can be resolved by using a specially tailored Gaussian elimination technique. The vorticity values at the walls are not known a priori. Enforcing the vorticity definition (3) with an influence matrix yields the correct boundary values for the vorticity at the walls. A more detailed description of the numerical method and implementation of the influence matrix technique for the simulation of flows in the 2D channel geometry is provided in Ref. 24.

To reach a statistically steady state of the flow, a source of energy is required to balance the loss of energy due to viscous dissipation. For this purpose, the vorticity equation (4) is extended with a time-dependent forcing term. To restrict the vorticity source term \( F \) to a certain scale, only Fourier modes with wave vectors \( \mathbf{k}_j \) within a wave shell \( |\mathbf{k}_j| \leq k_1 \) are excited. The precise form of the excitation term \( Q_\omega \) is

\[
Q_\omega(x) = \sum_{k_1 = |k_j| = k_2} |A_\omega| \exp(i\theta_k)\exp(i\mathbf{k}_j \cdot \mathbf{x}).
\]

Each mode within the wave shell is excited with the same amplitude \( A_\omega \) and with a random phase \( \theta_k \). The forcing field based on a particular excitation \( Q_\omega \), as illustrated in Fig. 1 for \( \gamma = 2 \), exhibits a pattern of alternating maxima and minima. Due to the random phase at every time level, the position of the maxima and minima can change very rapidly. Although at some locations vorticity is added by the source term at one time, at the next time level, the gained vorticity may be partially canceled by forcing with an opposite contribution. To counteract these (partial) cancellations, the vorticity source term at time \( t^n \) is correlated to the one at previous times by a Markov chain:

\[
F_\omega(t^n, \mathbf{x}) = (1 - r^2)\frac{1}{2}Q_\omega(\mathbf{x}) + rF_\omega(t^{n-1}, \mathbf{x}),
\]

where \( r \) is the correlation factor. The correlation factor \( r \) can be expressed in terms of the correlation time \( \tau \) according to

\[
r = \frac{1 - \Delta t/2\tau}{1 + \Delta t/2\tau}.
\]

Now, the pattern still changes in time, but the changes are more slowly, viz., on the time scale \( \tau \). The Markov chain forcing protocol was first used by Lilly in 2D turbulence simulations. Later, it was applied in numerical studies of forced 2D turbulence on periodic domains by Maltrud and Vallis and Oetzel and Vallis. More recently, this forcing protocol was used by Clercx et al. and Molenaar et al. for 2D turbulence simulations in bounded domains with no-slip walls.

The choice of the forcing scale depends on which part of the inertial range, the inverse energy cascade or the direct enstrophy cascade, one wishes to investigate. In the present study, we are interested in the possible role of the no-slip walls as sources of small-scale vorticity, as was suggested by Clercx and van Heijst. In particular, we plan to study whether the injection of small-scale vorticity can impede the enstrophy cascade. Hence, the flow is forced at large scales (in our case, the wave shell \( 7\pi \leq |\mathbf{k}_j| \leq 9\pi \), in order to obtain a clear inertial enstrophy cascade range.

### III. Turbulence in Domains with Different Aspect Ratios

The aspect-ratio dependence of forced and decaying 2D turbulence in the channel geometry will be first discussed from a phenomenological point of view. The emphasis is put on the emergence of large-scale flow structures, in the form of domain-sized vortical flows. In the next section, a connection will be made with the characteristic Stokes solutions associated with the channel geometry and its aspect ratio.

Table I specifies the settings used for the simulations of forced 2D turbulence in the periodic-channel geometry. The first group of simulations was performed to investigate the influence of the aspect ratio of the computational domain on

<table>
<thead>
<tr>
<th>Run No.</th>
<th>( \gamma )</th>
<th>( \nu \times 10^{-4} )</th>
<th>( A_\omega )</th>
<th>( \tau \times 10^{-2} )</th>
<th>( k_f )</th>
<th>( K )</th>
<th>( M )</th>
<th>( \Delta \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A1</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>256</td>
<td>256</td>
<td>5 \times 10^{-4}</td>
</tr>
<tr>
<td>1A2</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>512</td>
<td>256</td>
<td>5 \times 10^{-4}</td>
</tr>
<tr>
<td>1A4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>1024</td>
<td>256</td>
<td>5 \times 10^{-4}</td>
</tr>
<tr>
<td>2A4</td>
<td>4</td>
<td>5</td>
<td>8</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>1024</td>
<td>256</td>
<td>2.5 \times 10^{-4}</td>
</tr>
<tr>
<td>3A4</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>1280</td>
<td>320</td>
<td>8 \times 10^{-5}</td>
</tr>
<tr>
<td>4A4</td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>[7\pi, 9\pi]</td>
<td>2048</td>
<td>512</td>
<td>4 \times 10^{-5}</td>
</tr>
</tbody>
</table>

FIG. 1. In physical space, the forcing field \( Q_\omega \) exhibits a pattern of alternating maxima and minima, with a typical length scale of \( 2\pi/|\mathbf{k}_j| \).
the formation of domain-sized vortices and the number of these structures appearing in the channel. The amplitude of the vorticity source term is then fixed to a value of $A_w=4$ [see Eq. (5)] and the forcing correlation time is fixed at $\tau =1 \times 10^{-2}$. The correlation time is chosen to be small in order to have a fast changing forcing field, but it is still at least 20 times larger than the used time step and hence well resolved. The viscosity parameter is also fixed to one value, viz., $\nu=5 \times 10^{-4}$. The grid resolution limits the maximum value for the viscosity as the boundary-layer thickness has to be resolved. The actual Reynolds number is based on the half-width of the channel, $H$, and the rms velocity $U_{\text{rms}}$, thus, $Re=U_{\text{rms}} H/\nu=U_{\text{rms}} /\nu$. The rms velocity is calculated from the kinetic energy once the turbulence has reached a statistically steady state.

Figure 2 gives a graphical representation of the evolution of the kinetic energy and the enstrophy for a domain with aspect ratio $\gamma=4$. The initial condition is a zero vorticity field, i.e., the flow is initially at rest. Hence, the energy is starting at zero but increases as energy is injected by the forcing. For $t>250$, the energy is seen to fluctuate around a constant level, and the mean energy injection by the forcing is thus canceled by the mean viscous dissipation. The values of the kinetic energy and enstrophy during the statistically steady state are specified in Table II. For $\gamma=1$ and $\gamma=2$, there are stronger fluctuations in the energy and it is less clear whether the mean energy has reached the constant level. To estimate the advection time scale in the simulations, the integral-scale eddy turnover time is calculated according to $t_e=H/U_{\text{rms}}=1/U_{\text{rms}}$. Note that the enstrophy reaches a constant level more rapidly than the energy. This indicates that the length scale $l_\scriptscriptstyle E=(E/\Omega)^{1/2}$, which is associated with the size of the energy-containing eddies of the flow, is slowly increasing.

Figure 3 shows snapshots of the stream function for different aspect ratios $\gamma$ of the domain. In all the cases, a statistically steady state is reached. For aspect ratios $\gamma=1$ and 2 a strong quasuniidirectional flow develops. Recall that there is no pressure drop imposed over the channel length, so the unidirectional flow spontaneously develops. This unidirectional flow can be in either direction, as was indeed found by performing an ensemble of simulations for $\gamma=1$ (Fig. 4). The direction of the volume flow $u(x,t)=\int u(x,t) \, dx$ is fixed over a long period of time. The channel flow shows strong fluctuations in $u_{\text{V}}$ and at certain times, $u_{\text{V}}$ changes sign. The forcing

TABLE II. The mean value of the kinetic energy $E$ and the enstrophy $\Omega$ during the statistically steady state. The Reynolds number $Re$, the approximate rms velocity $U_{\text{rms}}$ and the eddy turnover time $t_e$ according to the energy level in the same stage.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>Re</th>
<th>$E$</th>
<th>$\Omega$</th>
<th>$U_{\text{rms}}$</th>
<th>$t_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A1</td>
<td>1300</td>
<td>0.8</td>
<td>2.8$x\times10^{1}$</td>
<td>0.65</td>
<td>1.5</td>
</tr>
<tr>
<td>1A2</td>
<td>1900</td>
<td>3.6</td>
<td>2.0$x\times10^{2}$</td>
<td>0.95</td>
<td>1.1</td>
</tr>
<tr>
<td>1A4</td>
<td>1800</td>
<td>6.5</td>
<td>4.0$x\times10^{2}$</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>2A4</td>
<td>3800</td>
<td>28</td>
<td>1.6$x\times10^{3}$</td>
<td>1.9</td>
<td>0.54</td>
</tr>
<tr>
<td>3A4</td>
<td>10000</td>
<td>32</td>
<td>2.7$x\times10^{3}$</td>
<td>2.0</td>
<td>0.50</td>
</tr>
<tr>
<td>4A4</td>
<td>20000</td>
<td>36</td>
<td>4.1$x\times10^{3}$</td>
<td>2.0</td>
<td>0.50</td>
</tr>
</tbody>
</table>
correlation time is $\tau = 0.01$ and is four orders of magnitude than the average time between two subsequent sign reversals of $u_\nu$. Earlier simulations of forced and decaying 2D turbulence on a bounded square domain have revealed a similar phenomenon, known as “spontaneous spin up,” with the bulk of the fluid rotating in one direction, either clockwise or anticlockwise.\textsuperscript{12,15,26} For an aspect ratio of $\gamma = 1$, the strong unidirectional flow is slightly perturbed by a one domain-sized circulation cell, as is clearly visible in the stream-function contour plot, see Fig. 3. In the case $\gamma = 2$, we observe two of these cells, one with clockwise rotation and the other with anticlockwise rotation, thus perturbing the along-channel flow (see Fig. 3). For an aspect ratio $\gamma = 4$, we observe four to six circulation cells, and an along-channel flow can be hardly observed. The presence of this along-channel flow for the smaller aspect ratios seems to be a direct consequence of the presence of the periodic boundary conditions. The influence of these boundaries is reduced for large-aspect-ratio channels, which—together with the isotropic forcing—apparently supports the formation of the circulation cells. In large-aspect-ratio domains, the flow will likely organize into a larger number of circulation cells. As a consequence of the periodic boundary conditions, the number of cell will always be even. A simulation for a domain with sequence of the periodic boundary conditions, the number of
galanize into a larger number of circulation cells. As a conse-
quence of the presence of the periodic boundary conditions.

The array of vortices that is observed for a periodic
channel with aspect ratio $\gamma = 4$ resembles the results for the spin-up experiments in rectangular containers by van Heijst \textit{et al}.\textsuperscript{20} and van de Konijnenberg \textit{et al}.\textsuperscript{31}, as well as the experiments conducted in a stratified fluid by Maassen \textit{et al}.\textsuperscript{15} It should be mentioned, however, that these latter laboratory experiments concerned decaying quasi-2D flows.

The organization of the flow into domain-sized cell
structures is less clear from snapshots of the vorticity field [see Fig. 3(b)]. In the domain-sized regions where the stream function is positive, the vorticity field is characterized by smaller-scale vorticity patches that are predominantly positive and vice versa. The emergence of small-scale vorticity patches is related to the forcing mechanisms itself and the interaction of the turbulent flow with the lateral no-slip walls. The latter effect is clearly illustrated by the detachment of thin boundary layers containing high-amplitude vorticity and its subsequent roll-up, leading to small-scale vortices.

In the second set of simulations, the aim is to investigate
the impact of increased Re values. For these simulations, the
aspect ratio is set to $\gamma = 4$. In the first simulation of this set
(2A4, see Table I), the final vorticity field of the simulation with $Re = 1800$ and $\gamma = 4$ (simulation 1A4) is used as initial data and we doubled the forcing amplitude ($A_\omega = 8$). After $t = 100$, the flow reaches again a statistically steady state but with an increased kinetic energy of $E \approx 28$ (see Table II). The Reynolds number has thus increased from $Re \approx 1800$ to 3800. To increase the Reynolds number even further, we performed a simulation for which the viscosity was decreased while keeping the forcing amplitude fixed at $A_\omega = 8$. The vorticity field of the previous simulation is again used to provide the initial data, and the spatial resolution is increased to resolve the smaller flow structures. Thereafter, the Reynolds number is increased even further by reducing the viscosity once more. In the latter two cases, the statistically steady state is not completely. The energy input by the forcing is then not balanced by the viscous dissipation. This yields an energy increase of approximately 1% per eddy turnover time.

In Fig. 5, vorticity snapshots of a few simulations are displayed; the Reynolds number is varied between $Re = 1800$ and 20 000. The snapshots taken at low $Re$ values reveal many vorticity structures with length scales comparable to the forcing scale. Vorticity patches (or filaments) with smaller scales are quickly removed by viscous dissipation. If the Reynolds number is increased, the spatial structure of the forcing is less persistently present in the vorticity field, and small-scale vortices and vorticity filaments start to emerge more prominently. These latter vorticity structures predominantly originate from the walls and they survive more easily because viscous dissipation is now acting on substantially smaller scales. Note that the vortices also become more compact, i.e., they have a smaller size with a larger vorticity amplitude (see also Wells \textit{et al}.\textsuperscript{32}). Moreover, some vorticity patches that have detached from the wall are advected by and stretched between the domain-sized circulation cells. This typically leads to vorticity filaments that are aligned perpendicular to the wall.

IV. ARE LARGE-SCALE STRUCTURES RELATED TO STOKES MODES?

For decaying turbulence, the long-time behavior is charac-
terized by a steadily decreasing Reynolds number. Eventu-
ally, the flow ceases to be turbulent and the fully laminar
regime is obtained (and any nonlinearity is depleted). In the
limit of $Re \rightarrow 0$, the solution is described by the Stokes equation, i.e., the advection term in the vorticity equation (4) can be neglected,

$$\frac{\partial \omega}{\partial t} = \nu \nabla^2 \omega \quad \text{in } D. \quad (8)$$

To investigate the resemblance between the domain-sized
structures observed in forced and decaying 2D turbulence
and the Stokes modes of a confined viscous flow, we now
discuss the Stokes modes in a periodic-channel domain.

Solutions of the Stokes equation vary for different geomet-
ries of the domain and can be found by separation of variables, i.e., by writing the solution as $\omega(x,t) = T(t)\tilde{\omega}(x)$. The time-dependent part is then given by $T(t) = \exp(\sigma t)$, where $\sigma$ is a constant yet to be determined. The spatial part of the solutions, $\tilde{\omega}(x)$, is governed by

$$\nabla^2 \tilde{\omega} - \sigma \tilde{\omega} = 0 \quad \text{in } D. \quad (9)$$

The spatial solution depends on the applied boundary condi-
tions, see, for instance, the work of Orszag \textit{et al}.\textsuperscript{33} for a periodic-channel domain and van de Konijnenberg \textit{et al}.\textsuperscript{34}
for the bounded square domain. In the case of the 2D periodic channel, we assume for the $x$ direction that the solution can be written as a Fourier series. Equation (9) can then be reformulated as

$$\frac{\partial^2 \tilde{w}}{\partial y^2} + \mu^2 \tilde{w} = 0,$$

where we have introduced $\mu^2 = -\sigma - k^2$, with $k$ the wave number of the Fourier polynomial. Symmetric solutions are then given by

$$\tilde{v}(x) = -A(\mu^2 + k^2)\cos(\mu y)\exp(ikx)$$

(11)

and the antisymmetric solutions by

$$\tilde{v}(x) = -A(\mu^2 + k^2)\sin(\mu y)\exp(ikx).$$

(12)

Here, $A$ is a complex constant that determines the phase of the Fourier polynomial. Without loss of generality, we assume that the no-slip walls are located at $y = \pm 1$. For illustration purposes, we now choose a domain with aspect ratio $\gamma = 2$; thus, $D = [0, 4] \times [-1, 1]$. The channel length, which is equal to $2L$, prescribes the possible wave numbers $k$ in the $x$ direction. For instance, $k = \pi/L$ is the gravest nonzero wave number. For a given $k$, the value for $\mu$ is determined by the boundary conditions and by demanding that the velocity field is divergence free. More details of the possible Stokes solutions and values for $k$ and $\mu$ are given in the Appendix. Any combination of $k$ and $\mu$ results in a negative $\sigma$, which is required for the time-dependent part to remain finite (and decaying) in time. The gravest mode with the smallest $k$ and $\mu$ decays at the slowest rate. Only the asymmetric modes with $k=0$ contain net momentum in the $x$ direction. Both in simulations on decaying 2D turbulence\textsuperscript{11,15} and in experiments on stratified or rotating decaying turbulence\textsuperscript{15,30,34} the gravest Stokes mode emerges for the long-time limit in square containers. In Fig. 6(b), the gravest Stokes mode for $k = \pi/2$ is given on a domain with aspect ratio $\gamma = 2$. The solution consists of two counter-rotating cells with a size comparable to the width of the periodic channel. The gravest mode, i.e., the antisymmetric mode with $k=0$ and $\mu = \pi/2$ [Fig. 6(d)] is the slowest decaying Stokes mode. Its appear-
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FIG. 5. Results of simulations of forced turbulence in a channel domain with aspect ratio $\gamma = 4$: typical vorticity snapshots for $Re \approx 1800$, 3800, 10 000, and 20 000.
ance closely resembles a Poiseuille flow. The velocity profile is not parabolic but has a cosine profile, \( \hat{u} = (\pi/2)\cos(\pi y/2) \). The difference with the Poiseuille flow is the absence of a pressure drop associated with the velocity profile—for the Poiseuille flow a pressure gradient is essentially required to sustain the flow.

The relation of the Stokes modes to the self-organization of (forced) 2D turbulence is uncertain. Note that the Stokes modes form a complete basis on which the flow field can be projected. Each individual mode is divergence-free and satisfies the boundary conditions. Moreover, the spatial structure is independent of the Reynolds number, while the viscous decay of the mode is governed by an exponentially decreasing amplitude. The minimum enstrophy states, which can be obtained by variational calculus, are identical to the spatial structure of the Stokes modes. One should realize that the same can be said about Fourier modes for periodic domains. Each Fourier mode itself is a solution of the Stokes equation, with the amplitude exponentially decreasing. The nonlinear interactions in the Navier–Stokes equations are governed by the triad interactions between modes with different wavelengths. For forced turbulence in a double-periodic domain, these nonlinear interactions drive the inverse cascade, which leads to a condensation of energy in the smallest accessible wave number. In the periodic-channel domain, the nonlinear term will result in interactions between the different Stokes modes. Whether in this case the energy condenses on the gravest Stokes mode is an interesting open question.

To investigate the largest scales in the flow, we analyzed the stream function. In the stream function, the largest flow structures are most clear, while in the vorticity field, smaller scales become more pronounced. The stream function is decomposed into Fourier polynomials for the periodic \( x \) direction, while no decomposition is applied for the \( y \) direction. Each Fourier component of the stream function is denoted by \( \varphi_k(y)\exp(ikx) \) with \( k \) the wave number. The complex amplitude \( \varphi_k(y) \) includes that the amplitude and the phase of each Fourier polynomial might change along \( y \). Note that the spatial structure of the Stokes modes can be written in the same form, but then the phase is by definition independent of \( y \).

In Fig. 7, we investigate whether the \( k \) component of the stream function can be constructed using only the two gravest Stokes modes (i.e., the two modes with the lowest valued \( \mu \) for given \( k \)). The gravest modes for various \( k \) are given in Fig. 6. The profile of the Stokes modes is compared to the cross section of \( \varphi_k(y)\exp(ikx) \) in Fig. 7. For the aspect ratio \( \gamma = 2 \), the \( k=0 \) component has the largest contribution to the total stream function. The amplitude of this Fourier component is \( |\varphi_k(y)| = 0.39 \), while it is 0.11 for the \( k=\pi \) component. This agrees with the strong unidirectional flow observed. The \( k=0 \) component of the stream function is described well by the gravest antisymmetric and symmetric Stokes modes. For the aspect ratio \( \gamma = 2 \), the amplitude of the \( k=\pi/2 \) component of the stream function is of the same order as the \( k=0 \) component \( [|\varphi_k(y)| = 0.32 \text{ versus } 0.49, \text{ respectively}] \). In the flow, this relates to the presence of two domain-sized circulation cells on top of the unidirectional flow. The results for \( \gamma = 2 \) seems to indicate that isotropic modes, which are characterized by predominantly circular cells [viz. Figs. 6(b) and 6(f)], are favored over lower-order anisotropic modes [e.g., Figs. 6(c) and 6(d)]. For instance, in the \( k=\pi \) component, the antisymmetric mode \( (A=0.065) \) is an order of magnitude larger than the lower-order symmetric mode \( (A=0.008) \). The former of the two has a more isotropic character. For the domain with the aspect ratio \( \gamma = 4 \), most energy is present in the \( k=\pi/2 \) component of the flow (Fig. 8), which explains the presence of four strong circulation cells for \( \gamma = 4 \). This is also visible in the energy spectra that we will discuss in the next section. The \( k=0 \) component is much weaker and for
the highest Reynolds number, we only restrict the $k=0$ component of the forcing field. In this case, the unidirectional flow is very weak and the gravest Stokes modes with $k=0$ are not visible. The $k=\pi/2$ component of the stream function is described well by the symmetric lowest-order Stokes mode. The flow dynamics seems to favor this isotropic mode above anisotropic modes with lower wave numbers ($k=0$ and $k=\pi/4$). For further research, it could be interesting to investigate the stability of isolated Stokes modes at large Reynolds numbers. Especially, the stability of the unidirectional flow (the gravest $k=0$ mode) for different aspect ratios could give more insight why this mode is practically absent for $y=4$.

V. SPECTRAL DYNAMICS OF WALL-BOUNDED TURBULENCE

For 2D turbulence, Kraichnan\textsuperscript{1} formulated the idea of a dual cascade, an inverse cascade of energy to large scales, and a direct cascade of enstrophy to small scales.\textsuperscript{3} The inverse energy cascade and the related $k^{-3}$ scaling of the energy spectrum has been confirmed by numerical simulations, see, e.g., Refs. 25 and 38–40, and by laboratory experiments, see, e.g., Refs. 41 and 42. The direct enstrophy cascade and its $E(k) \sim k^{-3}$ scaling is subjected to more debate from both the theoretical and the observational side. The $k^{-3}$ scaling is on the verge of breaking the locality of the energy transfer. A large problem in validating the $k^{-3}$ scaling in the enstrophy cascade range is that the Reynolds number must be large to obtain a scale separation between the energy injection scale and the dissipation scale. To restrict the dissipation to larger wave numbers, one often resorts to the use of hyperviscosity, i.e., the viscous term in the Navier–Stokes equation is replaced by a similar term with a higher-order version of the Laplace operator. However, one needs additional boundary conditions to complement the no-slip conditions. In our aim to investigate the importance of no-slip walls, we will restrict ourselves to regular viscosity. Using hyperviscosity can give additional insights but this is left for a later study.

No-slip boundaries convert large-scale energy into small-scale energy. For decaying turbulence Clercx and van Heijst\textsuperscript{16} observed a $-5$ slope in the energy spectrum measured near the wall, ranging from small scales related to the boundary-layer thickness toward large scales. This suggests that there is an inverse cascade of energy in this range (and no direct enstrophy cascade). The same phenomenon is observed in simulations and laboratory experiments of rotating fluids by Wells et al.\textsuperscript{32} In these experiments, the background rotation is modulated, causing a constant creation and injection of vorticity structures at the wall. Simulations in a square domain with no-slip boundaries were performed by Molenaar et al.\textsuperscript{29} who applied large-scale forcing. However, in these simulations, no clear $-3$ spectral slope was observed near the wall. This might be due to either the moderate Reynolds number used or the presence of the forcing.

In this section, we focus on the spectral dynamics of the turbulent velocity field close to solid boundaries, with emphasis on the enstrophy cascade. For the computation of the one-dimensional longitudinal and transverse spectra, we use the Fourier components $\tilde{u}(k_x,y)$ of the velocity field. The longitudinal spectrum is defined as $F_{11}(k_x,y) = \frac{1}{2} |\tilde{u}(k_x,y)|^2$ and the transverse spectrum as $F_{22}(k_x,y) = \frac{1}{2} |v(k_x,y)|^2$. To obtain a wide inertial range, the results of simulation 4A4 (see Table I) for the highest Reynolds number are used. The spectra are averaged over five integral-scale eddy turnover times. In Fig. 9, we plot the longitudinal and transverse spectra, which were calculated along a line in the interior ($y=0$) and along a line near the wall averaged over $y = \pm 0.99$.

In the interior, the spectrum is strongly affected by viscous dissipation, and hence, the spectrum decays very strongly. The Kolmogorov wave number defined by $k_d = (\eta/\nu^3)^{1/6}$ is related to the rate of enstrophy dissipation $\eta$. An approximate local measure of $\eta$ is given by
\[ \eta = \nu |\nabla \omega|^2, \]  
(13)

which gives the value \( \eta \approx 40 \) in the interior of the domain. This yields for the local Kolmogorov wave number a value of \( k_B \approx 200 \). Due to the strong dissipation, there is no clear power-law scaling in the enstrophy cascade range. Nevertheless, a small power-law range can be observed with a slope steeper than \( k^{-3} \). The range of the inverse energy cascade, i.e., \( k < k_H \), is too short to observe any significant \( k^{-5/3} \) slope.

Note, however, that there is no condensation of energy in a single wave number as was observed in a double-periodic domain. Most of the energy is located in the Fourier component with \( k = \pi/2 \). This is in agreement with our findings in the previous section that the symmetric Stokes mode with \( k = \pi/2 \) is dominating the stream function.

Near the wall, the spectra reveal a completely different picture. The most striking difference is that there is more energy located at larger wave numbers compared to the energy spectrum in the interior. This seems to be in agreement with the idea that injection of boundary vorticity acts as a forcing mechanism, as was suggested in Ref. 16. The boundary-layer thickness \( \delta \) can be estimated by using

\[ \delta^2 = \frac{\int_{\partial\Omega} (\partial u/\partial y)^2 \, ds}{\int_{\partial\Omega} (\partial \omega/\partial y)^2 \, ds}, \]  
(14)

which yields \( \delta \approx 3 \times 10^{-3} \) when averaged over both boundaries and over five different vorticity snapshots. For wave numbers \( k \leq \delta^{-1} \approx 300 \), the longitudinal spectrum does not reveal a range with a clear \(-3\) slope, as was reported in Refs. 16 and 32. If there is injection of vorticity at scales proportional to \( \delta \), it is probably overcast by the energy input due to the forcing. However, the enstrophy is much larger near the wall than in the interior. The local enstrophy dissipation, measured by Eq. (13), here has a value \( \eta \approx 6 \times 10^3 \), thus, the local Kolmogorov wave number is then \( k_B \approx 400 \), which in the same order as the wave number related to the boundary-layer thickness. The transverse spectrum becomes flat for wave numbers \( k \leq 10^2 \), which is related to the distance between the wall and the line along which the spectra are determined.

### VI. Dispersion of a Tracer Injected at the Wall

The transport of a passive tracer, \( c(x,t) \), is governed by the advection-diffusion equation,

\[ \frac{\partial c}{\partial t} + u \cdot \nabla c = \kappa \nabla^2 c, \]  
(15)

with \( \kappa \) the diffusion coefficient of the tracer. The relative importance of advective and diffusive transport of a passive tracer is indicated by the Péclet number, \( \text{Pe} = U_{mean} H / \kappa \). The ratio between the Péclet and Reynolds number is the Schmidt number, \( \text{Sc} = \text{Pe} / \text{Re} = \nu / \kappa \).

Here, we are particularly concerned with the dispersion of a passive tracer that is continuously injected at the wall. Therefore, an influx of tracer material is specified at the upper wall.

### Table III. The parameters for the tracer dispersion simulations in forced turbulence: the tracer diffusivity \( \kappa \) and the Schmidt number \( \text{Sc} \).

<table>
<thead>
<tr>
<th>( \kappa \times 10^{-4} )</th>
<th>( \text{Sc} )</th>
<th>( K )</th>
<th>( M )</th>
<th>( \Delta t \times 10^{-5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1</td>
<td>1280</td>
<td>320</td>
<td>8</td>
</tr>
<tr>
<td>2.0</td>
<td>1</td>
<td>1280</td>
<td>320</td>
<td>8</td>
</tr>
<tr>
<td>4.0</td>
<td>2</td>
<td>1536</td>
<td>384</td>
<td>8</td>
</tr>
</tbody>
</table>

and a negative influx at the lower wall,

\[ \kappa \left. \frac{\partial c}{\partial y} \right|_{y=-1} = -1. \]  
(17)

Although tracer diffusion is very slow for high Péclet numbers, the mixing rate of the tracer can be increased by the turbulent velocity field. In strain dominated regions of the velocity field, patches of tracer material are stretched into long filaments, thus enhancing tracer gradients, leading to a faster tracer diffusion.

We performed three simulations in which a tracer material was injected at the wall. In Table III, the resolutions and other parameters that are used for the simulations are specified. The forced turbulent velocity field, which is taken from simulation 3A4, is identical for all three simulations and has a typical Reynolds number of \( \text{Re} = 10000 \). The values for the tracer diffusion coefficient are varied to obtain results for \( \text{Sc} = \frac{1}{4}, 1, \text{and} \ 2 \). For the latter case, the resolution used to solve the tracer concentration is increased in order to resolve the thin tracer filaments. The time step is taken constant in all simulations to keep the vorticity forcing, and consequently the flow evolution, the same for all three simulations.

Figure 10 shows the tracer distribution after approximately 40 integral-scale eddy turnover times after the injection was started. For all the Schmidt numbers, the dispersion of tracer material is roughly similar. The main difference is that tracer gradients are smoothed more quickly for smaller Péclet numbers. Most pronounced are the bursts of tracer material between the domain-sized vortices. For the situation of four well defined domain-sized circulation cells, a schematic representation is given in Fig. 11. Between one vortex with positive circulation and one vortex with negative circulation (from left to right), tracer material originating from the lower wall is advected into the domain and crosses the channel. Tracer material originating from the upper wall is mainly advected into the area between a negative and a positive vortex (once again, from left to right).

In case the circulation cell consists of one single vortex, which is basically fed by the global forcing, hardly any tracer material enters this region. This tracer material is usually contained in small vortices originating from the wall region as a result of the roll-up of the thin boundary layers. The tracer material can enter the strong vortex by two mechanisms: by diffusion and by (partial) merger of this dominant vortex with a tracer containing vortex. The first mechanism...
is presumed to be rather slow and does not play a significant role in the present simulations. For the second mechanism, the tracer material needs to be contained in a patch with vorticity of the same sign as the dominant large-scale vortex. The large-scale vortex can merge with this patch of vorticity and capture the associated tracer material. In a circulation cell where no strong vortex is present, we observe many small-scale vortices that contain tracer material.

In boundary points where $\omega=0$, the flow separates from the wall, and these points at the boundary have shown to play an important role in tracer removal during the dipole-wall collision, see Ref. 24 for a more elaborate discussion. For our purpose, we will have a closer look on the vorticity and vorticity influx (or vorticity production) at the stationary flat no-slip boundary for 2D turbulence and, in particular, the presence of points with $\omega=0$ at the walls. In Fig. 12, a...
representative distribution of the vorticity $\omega(y=0)$ and vorticity influx $-v(\partial \omega/\partial y)_{y=0}$ for a typical run are plotted as a function of $x$, i.e., along the wall $y=-1$ (Re=10 000). There are not so many points where the flow potentially separates (i.e., $\omega=0$). There are mainly separation points upstream and downstream of the domain-sized vortices. In the region where these large-scale vortices touch the boundary, no injection of the tracer material occurs. Downstream of the central vortex, the tracer material is injected into the domain in several small bursts and quickly transported into the interior. The upstream tracer material is detached from the wall, but there is no substantial transport away from the wall due to the rotation direction of the domain-sized vortices.

To investigate the rate of tracer dispersion into the domain, the tracer variance in the wall-normal direction is calculated by using

$$s_y^2(t) = \int \int_D (y - \bar{y})^2 c(x,t) dA,$$

(18)

where $\bar{y}$ denotes the $y$ coordinate of the center of mass of the tracer. Only the tracer material that enters through the upper wall is considered in the calculation. In Fig. 13, the results are plotted against time in a double logarithmic graph for the case Sc=2. For short times, $s_y^2(t) \propto t$, which is related to diffusion of the tracer material. At the wall, the normal velocity is equal to zero, so initially, there is only a diffusive flux of tracer material away from the wall. Thereafter, the rate of dispersion is enormously increased and $s_y^2(t) \propto t^3$. In Fig. 14, the distribution of a passive tracer, which is injected at the upper wall, is plotted for three subsequent times within the range where the dispersion scales as $t^3$. The fast dispersion rate might be related to shear flow, but there is no clear correlation. The scaling regime starts with the advection of tracer material around the small-scale vortices near the boundary [Fig. 14(a)]. The boundary-layer vorticity and tracer material are together detached from the wall by the nearby vortex. Vorticity filaments are directly related to thin regions with shear. After the detachment, the vorticity filament rolls up into a vortex and forms together with the impinging primary vortex a dipolar structure. In the center of the dipole, the velocity $v$ is negative (away from the wall) and the shear is virtually zero. Hence, each tracer filament is close to a minimum in the velocity profile $v(x)$, i.e., close to the most negative values of $v(x)$ [see Figs. 14(a) and 14(b)].

As the dipole containing the tracer material moves away from the wall, it leaves a thin filament of the tracer material. The presence of the tracer material is then no longer correlated to local vertical shear in the flow. The fast increase in the dispersion is limited by the finite size of the domain and the end of the $t^3$ regime coincides with the time the first plume of the tracer material reaches the opposite wall.

From the numerical simulations discussed in this section, it can be concluded that despite a uniform release of the passive tracer at the no-slip boundaries, nonuniform transport of the passive tracer away from the boundaries occurs. This is a direct result of the emergence of large-scale vortices in the channel domain.

**VII. ENSTROPHY AND TRACER VARIANCE SPECTRA**

Simulation 4A4 is used to investigate the enstrophy and tracer variance spectra. The settings for this simulation are given in Table IV. To obtain spectra of the tracer variance, the tracer material is injected in such a way that a statistically stationary state can be reached. Suppose the fluid is at rest and a mean linear concentration gradient is introduced, with inflow of passive tracer at the upper wall and outflow at the lower wall. In order to mimic this flow, we write the concentration as

$$c(x,t) = G \cdot x + c'(x,t),$$

(19)

i.e., with a fixed gradient and a fluctuating part $c'(x,t)$. Here, $G=(0,G_z)$, i.e., the tracer gradient is perpendicular to the

<p>| TABLE IV. Settings and resolution used to solve the tracer dispersion in a turbulent velocity field. |
|---------------------------------|---------------|---------------|---------------|---------------|---------------|</p>
<table>
<thead>
<tr>
<th>$K$</th>
<th>$M$</th>
<th>$\Delta t$</th>
<th>$F_m$</th>
<th>$\tau$</th>
<th>$k_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td>$1 \times 10^{-4}$</td>
<td>2048</td>
<td>$512$</td>
<td>$4 \times 10^{-5}$</td>
<td>$8$</td>
</tr>
<tr>
<td>$k$ $0.5 \times 10^{-4}$</td>
<td>2048</td>
<td>512</td>
<td>$4 \times 10^{-5}$</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**FIG. 13.** The tracer variance measured in the wall-normal direction for Sc =2 and Re $=10\ 000$.

**FIG. 14.** Snapshots of the tracer field for Sc=2 and Re $=10\ 000$ in the time regime when dispersion is proportional to $t^3$. The tracer is being injected at a constant rate at the upper wall. The velocity profile $v(x)$ is given for the cross sections $y=0.9$ in (a), $y=0.8$ in (b), and $y=0.7$ in (c).
The fluctuations in the concentration are then governed by

\[
\frac{\partial \delta c'}{\partial t} + (\mathbf{u} \cdot \nabla) c' = \kappa \nabla^2 c' - G_y v,
\]

(20)

where the last term on the right-hand side acts as a source term. At the wall, we apply a no-flux condition for the fluctuating part of the concentration. This kind of tracer forcing was used earlier by Yeung et al.\textsuperscript{45} to investigate the effect of the Schmidt number on turbulent transport and by Brethouwer et al.\textsuperscript{46} to study the alignment of tracer gradients in 3D turbulence.

Typical snapshots from this simulation are displayed in Fig. 15. The Reynolds number based on the rms velocity is \( Re \approx 20,000 \) and \( Sc=2 \). In the statistically steady state, \( c'(x,t) \) reveals a gradient in the \( y \) direction opposite to the fixed mean gradient. The absolute concentration can be obtained by adding the fixed mean tracer gradient, \( c(x,t) \) + \( G_y y \). Hence, there is no mean gradient in the absolute concentration visible.

Spectra of the enstrophy and tracer variance are calculated along a line analogous to the longitudinal and transverse spectra of the velocity, see Sec. V. For instance, for the enstrophy spectra, we use the Fourier components \( \tilde{\omega}(k_1, y) \) to calculate the one-dimensional enstrophy spectra, \( F_\Omega(k_1, y) = \frac{1}{2} |\omega(k_1, y)|^2 \). The spectra are determined near the wall for \( y=\pm 0.99 \) (averaged over both lines) and in the interior of the domain at \( y=0 \), and both spectra are shown in Fig. 16. In the direct enstrophy cascade range, a \( k^{-1} \) scaling is expected for the enstrophy and tracer variance spectrum. However, in the interior, the enstrophy spectrum has a slope steeper than \( -2.4 \). The tracer spectrum is less steep in this region with a slope close to \( -2.1 \). Tracer diffusion acts on a larger wave number than vorticity diffusion as \( Sc=2 \). Near the wall, the enstrophy spectrum has a slope close to \( -1.7 \), thus less steep than in the interior of the domain. At larger wave numbers, there is no strong exponential decay related to the viscous dissipation of enstrophy. The injection of enstrophy at the no-slip wall seems to have a major contribution at scales close to the boundary-layer thickness.
To investigate this behavior of the spectra more closely, we turn to the second-order vorticity and tracer variance structure functions. The structure function of order $n$ for the vorticity is defined by

$$S_n[\omega(r)] = \langle [\omega(x) - \omega(x + r)]^n \rangle,$$

(21)

where $r$ is the separation and $\langle \rangle$ denotes taking the average. Averaging is performed both in time (five eddy turnover times) and over the homogeneous periodic direction. The structure function for the tracer concentration is governed by a similar expression. It was argued by Benzi et al. that if the vorticity structure function scales as $S_2[\omega(r)] \sim r^2$, the enstrophy spectrum should scale as $\Omega(k) \sim k^{-(1+2\gamma)}$. The power spectrum of the enstrophy is related to the fractal dimension of an isovorticity line, $D_w$, with $D_w=2-g$ for $0 \leq g \leq 1$. If the isovorticity has a fractal dimension equal to 2, the isovorticity lines densely fill the whole fluid. In this case, the Kraichnan spectrum is retrieved, $\Omega(k) \sim k^{-1}$. This is the most chaotic situation and the small-scale statistics of the vorticity is equivalent to that of a passive scalar, which has a $k^{-1}$ scaling. If the isovorticity lines are smooth with $D_w=1$, the enstrophy spectrum scales like $k^{-3}$. Benzi et al. then argued that if the flow is dominated by coherent vortices, which corresponds to a fractal dimension of $D_w=1$, the energy spectrum in the enstrophy cascade range should be steeper than $-3$.

In Fig. 17, the second-order structure functions for the vorticity and the passive tracer are plotted. For large separations, the tracer variance structure functions are nearly flat, which indicates that the fractal dimension here is close to $D_g=2$. For smaller separations, the isoconcentration lines are more smooth and hence the slope of the structure function is expected to be steeper, with $2g=2$. In the interior, the vorticity structure functions are also nearly flat for large separations, which relates to a fractal dimension of $D_w=2$. In this range, the vorticity is thus acting like a passive tracer. Near the wall, the structure function does not become entirely flat but has a slope of $2g=0.2$. The fractal dimension of $D_w=1.9$ reveals that there is some intermittency in the enstrophy cascade range near the wall. Paret et al. measured a scaling exponent ranging from $-0.05$ to 0.15 for the vorticity structure functions $S_n[\omega(r)]$, with $2 \leq n \leq 10$ (and $n$ even), in laboratory experiments. However, the presence of the bottom drag makes it uncertain how well these experiments relate to our simulations.

VIII. SUMMARY AND DISCUSSION

We have considered 2D turbulence in a periodic channel driven by a large-scale forcing. The type of flow that develops strongly depends on the aspect ratio of the domain. For small aspect ratios, $\gamma=1$ and 2, a strong unidirectional channel flow is present. Without any applied pressure gradient over the channel length, the channel flow spontaneously develops, much like the spontaneous spin up in a square bounded domain observed in previous studies. For the larger aspect ratios of $\gamma=4$, an array of circulation cells of alternating rotation appears.

There is, however, a large difference between the patterns observed in decaying and in forced turbulence. For forced turbulence, the vorticity field is characterized by vortices of approximately the forcing scale, while the stream function reveals a clear organization into the domain-sized circulation cells. The circulation cells are either caused by a strong vortex that is somewhat smaller than the domain size or by a clustering of like-signed smaller vortices. The strong large vortices can be destabilized by the smaller vortices, which are created by the forcing mechanism or by detachment of wall-generated vorticity.

Tracer material that is uniformly injected at the wall initially diffuses slowly into the interior and is then efficiently injected into the domain due to advective transport by vortices that are located near the wall. This transport away from the boundaries occurs rather nonuniformly with strong injections at certain locations along the boundary only. Thereafter, the tracer is rapidly advected toward the opposite wall due to the large circulation cells. After the diffusive stage, the tracer dispersion is fast, with the squared tracer variance increasing as $r^2$. Nearly no tracer material enters the strong domain-sized vortices. In the regions of the domain where such a vortex is not present, wall-generated vortices can enter and take the tracer material with them.

The tracer material that is injected at the wall can be considered as a marker for wall-generated vorticity, certainly for the case wherein the Schmidt number is larger than unity. The simulations on the removal of tracer material located near the boundary by the dipole-wall collision revealed that this tracer material becomes trapped inside the wall-generated vortices. The fast dispersion of tracer throughout the domain illustrates that the wall-generated vorticity structures also enter the entire domain. This reinforces the importance of the no-slip walls as a source of small-scale vorticity structures as suggested by Clercx and van Heijst.
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APPENDIX: SOLUTIONS OF THE STOKES EQUATION ON A PERIODIC CHANNEL DOMAIN

Solutions of the Stokes equation describe the behavior of the decaying turbulent flows in the long-time limit. To investigate the resemblance between the domain-sized structures observed in forced and decaying 2D turbulence and the Stokes modes, we now discuss the Stokes modes in more detail for a periodic-channel domain. The Stokes equation reads

\[ \frac{\partial \omega}{\partial t} = \nu \nabla^2 \omega \quad \text{in} \quad \mathcal{D}. \]  
(A1)

Solutions of this equation vary for different geometries of the domain and can be found by separation of variables, i.e., write the solution as \( \omega(x,t) = T(t) \bar{\omega}(x) \). The time-dependent part is then given by \( T(t) = \exp(i\sigma t) \), where \( \sigma \) is a constant yet to be determined. The spatial part of the solutions, \( \bar{\omega}(x) \), is governed by

\[ \nabla^2 \bar{\omega} - \sigma \bar{\omega} = 0 \quad \text{in} \quad \mathcal{D}. \]  
(A2)

The spatial solution depends on the applied boundary conditions. In case of the 2D periodic channel, the assumption that the \( x \)-dependent part of the solution can be written as a Fourier series. Equation (9) can then be reformulated as

\[ \frac{\partial^2 \bar{\omega}}{\partial y^2} + \mu^2 \bar{\omega} = 0, \]  
(A3)

where we have introduced \( \mu^2 = -\sigma - k^2 \), with \( k \) the wave number of the Fourier polynomial. Two separate sets of solutions can be determined, the first contains all the Stokes modes that are symmetric in \( y \). Without loss of generality, we assume that the no-slip walls are located at \( y = \pm 1 \). The symmetric solutions are then given by the vorticity field:

\[ \bar{\omega}(x) = -A(\mu^2 + k^2)\cos(\mu y)\exp(ikx), \]  
(A4)

and the accompanying velocity field is

\[ \bar{u}(x) = A\mu(\sin(\mu y) - (\sin \mu/\sin k)\sinh(ky))\exp(ikx), \]  
(A5)

\[ \bar{v}(x) = Aik(\cos(\mu y) - (\cos \mu/\cosh k)\cosh(ky))\exp(ikx). \]  
(A6)

The complex constant \( A \) determines the phase of the Fourier polynomial and the amplitude of the Stokes modes. The obtained velocity field is only divergence-free when

\[ \mu \tan \mu = -k \tanh k, \]  
(A6)

which provides the value for \( \mu \) when \( k \) is specified.

The decay rate of the Stokes modes then follows from \( \sigma = -k^2 - \mu^2 \). The channel length, equal to \( 2L \), prescribes the possible wave numbers \( k \) in the \( x \) direction. For instance, \( k = \pi/L \) is the gravest nonzero wave number. The values \( \mu \) and \( \sigma \) for the gravest Stokes modes are given in Table V for a channel with \( L = 4 \). Any combination of \( k \) and \( \mu \) results in a negative \( \sigma \), which is required for the time-dependent part to remain finite (and decaying) in time. The gravest mode with the smallest \( k \) and \( \mu \) decays at the slowest rate.

The solutions antisymmetric in \( y \) are given by

\[ \bar{\omega}(x) = -A(\mu^2 + k^2)\sin(\mu y)\exp(ikx), \]  
(A7)

and the velocity field by

\[ \bar{u}(x) = -A\mu[\cos(\mu y) - (\cos \mu/\cosh k)\cosh(ky)]\exp(ikx), \]  
(A8)

\[ \bar{v}(x) = Aik[\sin(\mu y) - (\sin \mu/\sinh k)\sinh(ky)]\exp(ikx). \]  
(A9)

The values for \( \mu \) now have to satisfy the relation

\[ \mu \cot \mu = k \coth k, \]  
(A9)

which, again, is required for the velocity field to be divergence free. The complete solution to the Stokes equation (8) can be composed by using both the symmetric and the antisymmetric Stokes modes.

For the special case \( k = 0 \), the symmetric solution reduces to

\[ \bar{\omega}(x) = -A\mu^2 \cos(\mu y), \]  
(A10)

\[ \bar{u}(x) = A\mu \sin(\mu y), \]  
(A11)

\[ \bar{v}(x) = 0. \]  
(A12)

The no-slip constraint at \( y = \pm 1 \) simply yields that \( \mu = n\pi \). The antisymmetric solution reads

\[ \bar{\omega}(x) = -A\mu^2 \sin(\mu y), \]  
(A13)
\[ \vec{u}(x) = -A \mu \cos(\mu y), \]  
\[ \vec{v}(x) = 0. \]  
\[ \text{where } \mu = \pm \left( n + \frac{1}{2} \right)^2 \text{ (negative values for } \mu \text{ are only relevant for the antisymmetric solutions). The decay rate follows from } \sigma = -\mu^2, \text{ which is always negative.} \]