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Density of atoms in Ar\textsuperscript{*}(3p\textsuperscript{5}4s) states and gas temperatures measured by tunable laser spectroscopy
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(Received 18 February 2013; accepted 19 March 2013; published online 10 April 2013)

This study presents the absolute argon 1s (in Paschens’s notation) densities and the gas temperature, \(T_g\), obtained in a surfatron plasma in the pressure range \(0.65 < p < 100 \text{ mbar}\). The absorption signals of 772.38, 772.42, 810.37, and 811.53 nm lines, absorbed by atoms in 1s\textsubscript{3}, 1s\textsubscript{4}, and 1s\textsubscript{5} states, were recorded with two tunable diode lasers. \(T_g\) is deduced from the absorption line shapes when scanning the laser wavelengths. The line profile, which is a Doppler broadening dominated Gaussian at gas pressures of \(p < 10 \text{ mbar}\), changes to a Voigt shape at \(p > 10 \text{ mbar}\), for which the pressure broadening can no more be neglected. \(T_g\) is in the range of 480-750 K, increasing with pressure and decreasing with the distance from the microwave launcher. Taking into account the line of sight effects of the absorption measurements, a good agreement is found with our previous measurements by Rayleigh scattering of \(T_g\) at the tube center. In the studied pressure range, the Ar(4s) atom densities are in the order of \(10^{16} - 10^{18} \text{ m}^{-3}\), increasing towards the end of the plasma column, decreasing with the pressure. In the low pressure side, a broad minimum is found around \(10 < p < 20 \text{ mbar}\) and hence the Ar(4s) atom densities increase slightly with rising pressure. For the studied pressure range and all axial positions, the density ratio: \(1s_5/1s_4/1s_3\) is very close to a Boltzmann equilibrium by electron impact mixing at the local \(T_e\), which was previously measured by Thomson scattering. The Ar(4s) densities are successfully compared to a detailed Collisional Radiative Model. © 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4799152]

I. INTRODUCTION

The argon atoms excited into the 4s level-group are often the most abundant energy carrying atoms in argon plasmas. This 4s group is the lowest block of excited states and consists of two resonant and two metastable levels. Of these four levels especially the metastable levels get a lot of attention. This is attributed to their long life time. However, in plasmas of which \(p d\), the product of pressure and size, is not too small, the resonant 4s levels might have a high density as well. The reason is that resonant radiation is easily trapped. So the photons created in the decay of resonant Ar(4s) levels at a certain location are immediately reabsorbed in adjacent positions. Especially in plasmas generated by studying the self-absorption of the photons generated at high mean electron energy and low electron densities, the density of 4s levels can be even higher than that of the ions. The design of remote plasma applications is usually based on this trend. The efflux of Ar(4s) from the plasma can be absorbed in adjacent positions. Especially in plasmas generated by another Ar plasma \(11,12\) or narrow band sources given by tunable lasers.\textsuperscript{5}

The argon 4s group is an important step in the ionization mechanism when direct ionization is too slow. For plasmas with low electron temperature (1 eV), the ionization is mainly provided by the ladder-climbing ionization mechanism; the creation of Ar(4s) is followed by transitions from 4s to, e.g., 4p, 3d, 4f, etc., up to ionization. Also, collision between two metastable atoms can partially contribute to the ionization. Thus, Ar(4s) plays a crucial role in plasma creation. Therefore, the insight in the kinetics of Ar plasmas must be based on a proper knowledge of the number densities and the rates of creation and destruction of atoms in Ar(4s) levels.

To determine the absolute number densities of Ar atoms in the 4s levels, optical absorption spectroscopy on Ar(4p)-Ar(4s) transitions is the most appropriate method. In fact, the optical emission is forbidden from 1s\textsubscript{3} and 1s\textsubscript{5} metastable states and is hardly applicable for the 1s\textsubscript{4} and 1s\textsubscript{2} resonance states with their transition wavelength of around 100 nm. Moreover, this emission is very often trapped. Several absorption techniques exist. One can use passive spectroscopy by studying the self-absorption of the photons generated in 4p-4s transitions. By using line intensity ratios of different 4p-4s transitions under certain conditions, one can determine the escape factors and from that the density of the absorber, Ar(4s).\textsuperscript{7,8}

The other route is that of active spectroscopy in which an external radiation source is used to study how the beam generated by that source is absorbed by the plasma. For that, three different types of sources can be used: a spectral broad band source providing a quasi continuous,\textsuperscript{9,10} an atomic transition source, delivered by another Ar plasma \textsuperscript{11,12} or narrow band sources given by tunable lasers.

This study is based on the latter method using a narrow band tunable diode lasers (TDL) source. This has the advantage that apart from the densities of the absorbing atoms, one...
can also determine the line shape of the transitions. As the latter depends on the Doppler effect and on other broadening mechanisms, it gives additional insight into the plasma.

Nowadays, this is a well-known technique used by many groups on various plasma sources.\(^\text{13–17}\)

The method is based on scanning the wavelength of the TDL probe laser across the atomic line shape. This procedure is demanding in terms of (laser) equipment but the detected density of the absorbing level is in principle independent of the line shape. For that, the laser has to be stable and its line width \(\Delta \nu_{\text{laser}}\) must be much smaller than the spectral width of the atomic transition \(\Delta \nu_{2p-1s}\). For our study, we can write

\[
\Delta \nu_{\text{laser}} < 10 \text{ MHz} \ll \Delta \nu_{2p-1s} \approx 1 \text{ GHz},
\]

meaning that the line widths of our lasers are small enough to investigate in detail the line shape of the transitions.

In order to get insight in plasma kinetics, we need a stable, reliable, and adjustable plasma source. For this, we selected a microwave driven surface wave discharge, or more specifically, a surfatron plasma source. The pressure range of this surfatron plasma is large (0.1 millibar-1 atm) and the plasma source allows a (quasi) independent tuning of the electron density \(n_e\) while maintaining the electron temperature \(T_e\) to more or less the same value.\(^\text{18–20}\) In the past, the surfatron plasma was subjected to absorption spectroscopy and models were employed in order to determine the density of the Ar(4s) states together with that of other levels.\(^\text{8,21}\)

In this study, we use two different diode lasers covering the transitions \(2p_{2s} - 1s_3, 2p_{2s} - 1s_4, 2p_{2s} - 1s_5\), and \(2p_{2p} - 1s_5\) so that the densities of the \(1s_3, 1s_4,\) and \(1s_5\) could be probed. As the logarithm of the absorption signal is linearly related to the absorber density, we obtain absolute densities of the Ar(4s) atoms. Our results were compared to a collisional radiative model (CRM) containing 80 levels and their respective transitions probabilities.\(^\text{22}\) With Ar(4s) atoms at hand, the main plasma parameters like the electron density \(n_e\) and temperature \(T_e\) well-known from our previous Thomson scattering experiments and the gas temperature deduced from the present work and our previous Rayleigh scattering measurements,\(^\text{23}\) we get by means of the comparison of the measured and modelled densities a good picture of the plasma kinetics.

II. THEORY

A. Laser photon absorption

The transport of a laser beam through a plasma is described by Beer-Lambert’s law

\[
\frac{dI_\nu(x)}{dx} = -k(\nu, x)I_\nu(x) \tag{1}
\]

that shows how the intensity \(I_\nu(x)\) in units \(\text{W m}^{-2} \text{sr}^{-1} \text{ Hz}^{-1}\) of the beam changes along its path through the plasma due to absorption. \(k(\nu)\) (in \(\text{m}^{-1}\)) is known as the local absorption coefficient

\[
k(\nu) = \frac{\lambda^2}{8\pi}[\eta(\nu) - \eta_u]g(\nu)A(\nu, l)\phi_u(\nu)
\]

that can best be denoted by the total absorption coefficient as it is composed of two terms, one from the lower (l) and the other from the upper (u) level. The first gives the coefficient for pure absorption, the second for stimulated emission. Here, \(A(\nu, l)\) is the Einstein coefficient of the transition, \(\phi_u(\nu)\) the line profile while \(\eta = n_u / n\) refers to the level density per number of states; \(n\) is the level density and \(g\) the degeneracy. In our plasma conditions, we will find \(\eta(l) / \eta(u) \approx 10^2 - 10^3\) so that we can safely ignore the stimulated emission and write:

\[
k(\nu) = (\lambda^2/8\pi)n(l)g(u)/g(l)A(\nu, l)\phi_u(\nu). \tag{2}
\]

Rearranging terms and integrating the result over the line of sight gives

\[
A(\nu) = \ln[I_u(\nu, 0)/I_u(\nu, L)] = (\lambda^2/8\pi)g(u)/g(l)A(\nu, l) \int_0^L n(l, x)\phi_u(\nu)dx, \tag{3}
\]

where \(L\) is the length of the plasma-laser intersection region and \(A(\nu)\) is the spectral absorbance. Subsequently, the integral over the line shape \(\phi_u(\nu)\) gives

\[
S = \int_{-\infty}^{+\infty} A(\nu)d\nu = (\lambda^2/8\pi)g(u)/g(l)A(\nu, l) \int_{-\infty}^{L} n(l, x)\phi_u(\nu)dxd\nu. \tag{4}
\]

That can be made more comprehensive by equating the combined transition and line of sight integral \(S\), by writing \(\int_{-\infty}^{L} n(l, x)\phi_u(\nu)dxd\nu \equiv \langle n(l) \rangle L\). With this, Eq. (4) can be written as

\[
\langle n(l) \rangle = \frac{8\pi S g(l)}{\lambda^2 g(u)A(\nu, l)L}. \tag{5}
\]

B. Practical formulas

By rewriting Eq. (5), we can determine the absorber densities from \(S\) [Hz] and \(L\) [m] via

\[
n(l) = \frac{C(\nu, l)S}{L},
\]

where \(C(\nu, l) = 8\pi \lambda^2 g(l)/g(u)A(\nu, l)^{-1}\). The numerical value of \(C\) is given in Table I together with other transition specific quantities for the relevant transitions.

C. Line shape

By scanning the laser wavelength across the atomic line profile, we not only deduce the peak absorbance but also the line shape that gives insight in the line broadening mechanisms. Using the formulas given in Refs. \text{24 and 25}, we find for our plasma conditions for the natural and Stark broadening typically \(\Delta \nu_{\text{nat}} < 6 \text{ MHz}\) and \(\Delta \nu_{\text{Stark}} < 50 \text{ MHz}\), which
can be neglected with respect to the Doppler width. Under our experimental conditions, this is in the range of \( \Delta \nu_{\text{Doppler}} \approx 1 \text{ GHz} \). At low pressure, when a pure Doppler profile can be assumed, the line profile has a Gaussian shape, for which the width reads

\[
\Delta \nu_{\text{Doppler}}(\text{FWHM}) = 7.16 \times 10^{-7} \nu(T_g/M)^{1/2} \text{(Hz)},
\]

where \( T_g \) is the gas temperature (K), \( M \) the atom mass (amu), and \( \nu \) the corresponding transition frequency (Hz). For argon atoms, this can be rearranged giving the gas temperature via

\[
T_g = 7.8 \times 10^{13} (\Delta \nu_{\text{Doppler}}/\nu)^2 (\text{K}). \tag{6}
\]

Apart from Doppler broadening, at pressures over tens of millibars one should also consider van der Waals and Resonance broadening for lines absorbed by atoms in the metastable (1s\(_5\) and 1s\(_3\)) and resonance (1s\(_4\)) states, respectively. That leads to a Voigt profile with a Lorentzian component and a slight shift of the line center. The pressure broadening depends on the gas temperature \( T_g \), and using coefficients reported in the literature for the Van de Waals broadening, we write for the width of the corresponding lines landing on metastable states (811.53, 772.38, and 772.42 nm lines)

\[
\Delta \nu_{\text{vdw}}(\text{FWHM}) = Kp(300/T_g)^{0.7} \text{(Hz)}, \tag{7}
\]

where \( p \) (millibar) is the gas pressure and the constant \( K \) has the values 1.4 \times 10^7, 1.3 \times 10^7, and 2.0 \times 10^7 Hz for the 811.53, 772.38, and 772.42 nm lines, respectively. For the 810.37 nm line which ends on a resonant state, we write with the resonance broadening coefficient reported by

\[
\Delta \nu_{\text{R}}(\text{FWHM}) \approx 3.2 \times 10^7 p(300/T_g) \text{(Hz)}. \tag{8}
\]

Since \( T_g \) enters in both the Doppler and the pressure broadening, it will act as the only free parameter for the line shape of the Voigt fit. The basic assumption we are making is that the equality of the kinetic energy (temperature) of argon atoms in the ground state and in Ar(4 s) states, monitored by laser absorption, is justified by following facts. First, these states are mainly populated by electron impact from the ground state, during which the kinetic energy of the atom should not be significantly modified. Also, due to the radiation trapping, atoms in the 1s\(_3\) and 1s\(_5\) resonance states are continuously exchanged with ground state atoms within a few ns. Finally, the cross section for elastic collision and metastability exchange between Ar atoms and atoms in the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{l} & \textbf{u} & \textbf{Wavelength (nm)} & \textbf{A (Hz)} & \textbf{g(l)/g(u)} & \textbf{C(u,l)} (s\(^{-1}\)) \\
\hline
1s\(_3\) & 2p\(_2\) & 772.42 & 1.17 \times 10^7 & 1/3 & 1.20 \times 10^5 \\
1s\(_5\) & 2p\(_1\) & 772.38 & 5.18 \times 10^6 & 5/3 & 1.36 \times 10^5 \\
1s\(_3\) & 2p\(_2\) & 810.37 & 2.5 \times 10^7 & 3/3 & 1.53 \times 10^8 \\
1s\(_5\) & 2p\(_3\) & 811.53 & 3.31 \times 10^7 & 5/7 & 8.24 \times 10^8 \\
\hline
\end{tabular}
\caption{Summary of transition quantities used in this study.}
\end{table}

1s\(_3\) and 1s\(_5\) metastable states is about \( 10^{-18} \text{ m}^2 \). At 1 milli-bar, this leads to a collision frequency of about \( 10^7 \text{ s}^{-1} \), much faster than the loss frequency of metastable atoms (for more detail see, e.g., Ref. 29). In conclusion, under our experimental condition, the velocity distribution of Ar atoms in ground and excited states is identical and absorption profiles from Ar(4 s) states provide the \( T_g \) value.

### III. EXPERIMENTAL SETUP AND PROCEDURE

#### A. Setup

The plasma under study is a microwave-induced surface wave discharge (surfatron plasma) driven at 2.45 GHz (Fig. 1). The discharge is confined in a quartz tube with 6 mm inner (8 mm outer) diameter. Due to the high electron density, the central part of the plasma in the tube becomes opaque for the \( \mu \)-wave field. Consequently, a surface wave can propagate at the quartz-plasma interface. This wave provides a power input for the plasma which leads to an extension of the plasma column along the tube. It was shown that in the low pressure range, the absorbed power of the surface wave provides an almost linear decreasing electron density along the column, while the electron temperature remains rather constant in the whole plasma. The inlet argon gas used in our experiments is 99.999% pure and the working pressures are 0.65–105 millibars. More details can be found in Refs. 18, 19, and 30.

Two external cavity laser diodes are used to determine the absorption line profiles. Absolute densities of atoms in these 1s states and the gas temperature can be deduced from these absorption profiles. The laser TDL-1 (Littman configuration, TEC 500; Sacher Lasertechnik) can be tuned on the 772.38 nm and 772.42 nm argon lines to probe metastable

![FIG. 1. Scheme of the experimental setup. Two TDLs are combined and pass the plasma column perpendicular to the axis. The plasma tube can be moved with respect to the laser beams. Data collection system and vacuum equipment are not shown for clarity.](image-url)
atoms in 1s\(\text{s}_5\) and 1s\(\text{s}_3\) states, respectively. TDL-2 (Littrow configuration, DL100, Toptica) can be tuned on the argon lines 810.37 nm and 811.53 nm to probe atoms in the resonant 1s\(\text{s}_4\) and metastable 1s\(\text{s}_5\) states, respectively. The coarse wavelength adjustment is obtained by moving the grating angle and diode’s current and temperature. The laser wavelength can be then finely tuned across the absorption line (about 8 GHz mode-hop free) by slightly tilting the cavity mirror (TDL-1) or the grating (TDL-2) with a piezoelectric device. The beams of both diode lasers are combined by a beam splitter. A 2nd beam splitter provides a secondary beam which is used for the frequency calibration of the TDLs. The combined laser beam is sent across the centre of the plasma tube and then detected by a photodiode (PD-3) backed up by a 10\(^6\) V/A transimpedance amplifier. At the plasma tube position, the beam diameter is about 1 mm. For the reduction of unwanted plasma emission a band-pass filter (\(~10\) nm FWHM, centred at 780 or 805 nm) is placed in front of PD-3. Moreover, to avoid optical pumping and render the laser non-intrusive, the beam is attenuated to less than 1 \(\mu\)W. To calibrate the frequency shift of the TDLs while scanning, a part of the secondary beam crosses a 25 cm long confocal Fabry-Perot-Interferometer (FPI) and is detected by PD-1. The 0.300 GHz intervals between peaks of the transmitted intensity by the FPI (its free spectral range, FSR) provide the precise relative frequency shifts. Another part of the beam is sent into a low pressure argon glow discharge reference cell and is detected by PD-2. The absorption signal from this later helps for setting the TDLs around the wavelengths used in this study.

The absorption signals from the plasma and the reference cell together with the signal from the FPI are simultaneously recorded and averaged over 50–400 scans of the laser by a digital oscilloscope (Lecroy Waverunner).

B. Data treatment

One of the aims of the experimental procedure is to determine the spectral absorption area \(S\) (see Eq. (4)) the other being the determination of the gas temperature from the spectral line shape. For both objectives, we need to determine the frequency dependent intensity of the four recorded signals. This is illustrated in Figure 2. With laser on, the spectral intensities \(I_{\text{on}}(\nu)\) and \(I_{\text{off}}(\nu)\) are recorded by scanning the TDL when the plasma is off and on, respectively. With TDL off, \(I_{\text{back}}(\nu)\) and \(I_{\text{plasma}}(\nu)\) are recorded without and with plasma, respectively. So the spectral dependent absorbance \(\mathcal{A}(\nu)\) is given by Eq. (3):

\[
\mathcal{A}(\nu) = \frac{L\ln \left( \frac{I_{\text{on}}(\nu,0)}{I_{\text{off}}(\nu,L)} \right)}{L\ln \left( \frac{I_{\text{on}}(\nu,0)}{I_{\text{off}}(\nu,L)} \right)} = \ln \left( \frac{I_{\text{on}}(\nu,0) - I_{\text{back}}(\nu)}{I_{\text{on}}(\nu,0) - I_{\text{plasma}}(\nu)} \right).
\] (9)

The averaged Ar(4\(s\)) densities across the diameter are obtained using Eqs. (4) and (5) as described in Sec. II. The gas temperature is deduced by fitting the spectral profile of \(\mathcal{A}(\nu)\) with a Gaussian or Voigt function. Examples are given in Figures 3(a) and 3(b) for the absorption spectra of 772.43 and 811.53 nm line recorded at 0.65 and 105 millibars, respectively. Note that we neglect in our fitting procedure the small line shift.

IV. RESULTS AND DISCUSSION

For argon pressures ranging from 0.65 to 105 millibars, absorption profiles from all three 1s\(\text{s}_3\), 1s\(\text{s}_4\), and 1s\(\text{s}_5\) states were recorded along the plasma column at different axial distances from the launcher. Special care had to be taken for the plasma reproducibility; this was done by taking the plasma column length as a reference; a drift in plasma conditions manifests in the plasma length. Once calibrated in the frequency scale by using the F-P peaks, these profiles have been fitted with Gaussian and Voigt functions, respectively. Fitting parameters provide the gas temperature and the absolute averaged density of the absorbing atoms. Results for the gas temperature and Ar(4\(s\)) density are presented and discussed in subsections IV A, IV B and IV C, IV D, respectively.

A. Gas temperature

As shown in Fig. 3, and Sec. III, the gas temperature can be deduced from the shape of the absorption profile. For the low pressure range, we can use the Gaussian formula of Eq. (6). Above 10 millibars, the pressure broadening is not any longer negligible and a Voigt fitting procedure is used, based on Eq. (6) and (7) or (8). Results for different pressures and axial positions are shown in Figure 4. \(T_g\) is higher with increasing pressure and it slightly decreases with the distance from the microwave launcher. It is also apparent that higher pressure leads to larger uncertainties on the \(T_g\) data.

For the low pressure range, the quality of the line profile fitting is very good and it is self-consistent in the sense that the \(T_g\) values deduced from the fitting of different lines agree well. As an example, for 0.65 millibars, the deviations are below 3%. But the fitting of the absorption signal for higher pressures seems to be less precise. Larger discrepancies between results from different lines are found at pressures ranging from 20 to 105 millibars. To deduce a mean gas temperature, we average the \(T_g\) values deduced from different
lines and use their range of difference as an indication for the error bar, which reaches 12% for 105 millibar.

This large uncertainty in the high pressure range is partly because we are assuming a perfectly radially homogeneous $T_g$, which cannot be entirely correct. In fact, we suppose an identical absorption line profile all along the absorption length; i.e., the same $T_g$ and Ar atom density at a fixed axial position. But in the presence of a radial temperature gradient, the Gaussian ($W_G$) and Lorentzian ($W_L$) components of the Voigt profile will change with the radial position and thus the resulting line shape, obtained by their averaging along the diameter of the plasma tube, will not have a perfect Voigt profile. So, fitting the experimental profiles with a Voigt function, in which $W_G$ and $W_L$ are linked to each other by a single $T_g$ can introduce an error with large residual. We also cannot exclude a small influence of the plasma on the laser frequency, which means that $I_{23}$ can be slightly different between plasma on and off. This can introduce a small inaccuracy on the determination of $A(\nu)$ and thus the $T_g$. Another error source could be the inaccuracy of some of the pressure broadening coefficients of absorption lines, listed in Sec. II C. These coefficients being often obtained from the emission line profiles in thermal plasmas in which $T_g$ and the uncertainty on it are usually very large. Finally, it should be stressed that with about 8 GHz modeshop free scan of the TDLs, the far wings of the Lorentzian part of the line profile might not be covered completely.

B. Comparison of gas temperature

In order to compare the present results on the gas temperature, a comparison is made in Figure 5 with our earlier measurements by Rayleigh laser scattering (RyS), carried out in the same plasma tube and under similar conditions. However, one should keep in mind that there are essential differences in these two methods. RyS measures the ground state Ar density at the plasma tube axis, from which using

![FIG. 3. Top: plot of absorbance $A(\nu)$ versus frequency shift for: (a) 772.43 nm line at 0.65 millibars, fitted by a Gaussian function; (b) for 811.53 nm line at 105 millibars, fitted with a Voigt function. By the residue given below, it is clear that a good fit is obtained for 0.65 millibars, while at 105 millibars higher residues are present.](image)

![FIG. 4. $T_g$ as a function of axial position for different gas pressures. The error bars are decreasing with lower pressure down to 0.65 mbar where the error indication is smaller than the symbol size. For each pressure, the end of the plasma column is indicated by a vertical line.](image)

![FIG. 5. $T_g$ at the launcher position for different pressures from this experiment (full squares) and measured as described in Ref. 23 by Rayleigh scattering (circles).](image)
the ideal gas law \( T_g(t = 0) \) is obtained. On the other side, TDL spectroscopy provides a line of sight averaged absorption line profile from atoms in a certain \( \text{Ar}(4 \, \text{s}) \) state, from which \( T_g \) is obtained.

As mentioned before, higher pressure leads to higher \( T_g \). That can also be predicted by the fact that the dominant heating mechanism is the elastic electron-heavy particle collisions, while the heat is lost to the wall by conductive transport. This was already observed and discussed.\(^{23}\)

C. Densities of \( \text{Ar}(4 \, \text{s}) \) atoms

For argon pressures ranging from 0.65 to 105 millibars, the line of sight averaged densities of atoms in \( 1s_3 \), \( 1s_4 \), and \( 1s_5 \) states were measured by TDL spectroscopy for different axial positions along the surfatron plasma column, according to Sec. III. The axial variation of these densities are presented in Figures 6 (\( p = 0.65, 4, 10 \) millibars) and 7 (\( p = 20, 60, 105 \) millibars). For each pressure, the position of the end of the corresponding plasma column is indicated by a vertical line.

It can be seen that the \( \text{Ar}(4 \, \text{s}) \) atom densities range between \( 10^{16} \) and \( 10^{18} \, \text{m}^{-3} \). Generally speaking, the dependence on gas pressure and axial position of the \( \text{Ar}(4 \, \text{s}) \) densities are in all three studied states very similar. For lower pressures (0.65–20 millibars) in Figure 6 the densities decrease monotonically with pressure but after having reached a plateau around 10–20 millibars, they increase again at higher pressures (20–105 millibars), as shown in Figure 7. The main underlying phenomenon for this pressure dependence goes along with the continuous enhancement of \( n_e \) and decrease of \( T_e \) with the gas pressure, as measured in Ref. 19. In the low pressure side, a high \( T_e \) favors an efficient excitation of \( \text{Ar}(4 \, \text{s}) \) states\(^{33}\) and a low \( n_e \) results in a low stepwise ionization of atoms in these states. Both phenomena acting in the same way, the lower the pressure, the higher the \( \text{Ar}(4 \, \text{s}) \) atom densities are. In the high pressure side, the decrease in excitation rate coefficient with the decrease in \( T_e \) is (almost) balanced by the enhancement of both argon atom density in the ground state, \( n_a \). But also, increasing \( n_a \) accelerates the conversion of \( \text{Ar}^+ \) ions into \( \text{Ar}^{2+} \) ions by three body reaction.\(^{33,34}\)

The very fast dissociative recombination of these \( \text{Ar}^{2+} \) ions then becomes a new source for the production of atoms in the excited states. As a result, in this regime, the higher the pressure, the higher the \( \text{Ar}(4 \, \text{s}) \) atom density is.

Figures 6 and 7 also show a monotonic enhancement of \( \text{Ar}(4 \, \text{s}) \) atoms densities along the plasma column towards the end. Typically, this increase accounts for a factor of 2. However, as shown in Fig. 4, at all studied pressures the gas temperature is decreasing along the plasma column, resulting in an enhancement of the ground state \( \text{Ar} \) atoms density, \( n_a \), according to the ideal gas law. In Figure 8, the evolution along the plasma column of the \( n(1s_5)/n_a \) densities ratio is shown. A small rising trend of the density ratio along the plasma column is still present but now it does not exceed a factor of 1.4. Given that at fixed pressure the electron temperature should not significantly change, but \( n_e \) should decrease along the plasma column,\(^{20,33}\) this almost constant \( n(1s_5)/n_a \) ratio indicates that the density of atoms in \( \text{Ar}(4 \, \text{s}) \) states is in electron impact saturation regime; i.e., production of \( \text{Ar}(4 \, \text{s}) \) by electron impact from the ground state is mainly

\[ \text{FIG. 6. Absolute } 1s_3, 1s_4, \text{ and } 1s_5 \text{ atom densities for gas pressures of } 0.65, 4 \text{ and } 10 \text{ millibars along the plasma column. The ends of the plasma columns are indicated by vertical lines.} \]

\[ \text{FIG. 7. The same as in Fig. 6 but for gas pressures of } 20, 60, \text{ and } 105 \text{ millibars.} \]

\[ \text{FIG. 8. The } n(1s_5)/n_a \text{ ratio versus the distance from the launcher, taking the gas temperature into account for the ground state density.} \]
balanced by their electron impact ionization. So, the n(4s)/n_e ratio becomes insensitive to the decay of n_e along the plasma column. The decrease of this ratio with increasing pressure up to 20 millibars results from the decay of T_e, which lowers more the excitation rate than the ionization rate. Above 20 millibars, the decay with pressure of T_e is much less pronounced and also as already mentioned, there can be a contribution from molecular ion recombination to Ar(4s) atom formation. All these render the n(1s^3)/n(1s^5) ratio almost constant above 20 millibars.

Another important point which should be addressed is the population distribution between different levels of the Ar(4s) manifold. In Figure 9, the relative densities n(1s_2)/n(1s_3) and n(1s_3)/n(1s_5) are reported for different pressures close to the launcher position. We observe that these ratios are almost independent of the pressure, particularly for the Ar(1s^3) state. Assuming that the frequencies of electron impact transfers between the four levels of the Ar(4s) manifold are high enough to establish a Boltzmann equilibrium between these levels, the density distribution between levels “a” and “b” belonging to this manifold obeys the equation:

\[ n(b)/g(b) = n(a)/g(a) \exp(-E_{ab}/k_B T_e), \]

where g(i) is the statistical weight of the level and E_{ab}/k_B is the energy gap between the levels, which in the present case is less than 0.3 eV. Taking T_e = 1.4 eV, as a mean value measured by Thomson scattering, one ends up with

\[ n(1s_2)/n(1s_3)/n(1s_3)/n(1s_5) = 0.49/0.18/0.57/1. \]

In Figure 9, these calculated values for n(1s_3)/n(1s_5) and n(1s_3)/n(1s_5) are also indicated by dashed lines. It can be seen that in this very high electron density plasma, for all pressures the densities of metastable states are in “perfect” Boltzmann equilibrium. This contrasts with what was reported in Ref. 8 for a surfatron plasma with the same radius, in which the n(1s_3)/n(1s_5) ratio was rising from 0.1 at 0.26 millibars to 0.35 at 3.7 millibars. Bakowski et al. also reported a density ratio near 0.1 in an ICP plasma source. For the n(1s_3)/n(1s_5) ratio, one observes a small deviation from the predicted statistical equilibrium. This might be related to the radiative escape (despite the radiation trapping) from the resonant n(1s_3) state.

To summarize, we conclude that the internal density distribution within the 4s group is rather good described by a Boltzmann equilibrium for the experimental range of electron density and gas pressure. That allows also to predict the density of the experimentally not accessible n(1s_5). That should be slightly lower than n(1s_3) due to the small difference in their respective energy levels.

**D. Comparison of Ar(4s) atom densities**

In the literature, we could only find one study on the absolute Ar(4s) populations in an argon surfatron induced plasma, reported by Lao et al. In that work, the intensity ratios of 2p-1s lines ending in the same 1s_x state, where x = 2, 3, 4, or 5, were used to deduce the density of the 1s_x state. The authors use the significant self-absorption of strong lines, with oscillator strengths in the range of 0.2–0.5, to calculate the absorber density from their escape factor. For the 1s_5 level, their data at 0.67 and 3.7 millibars are shown in Figure 10, together with our results at pressures approaching theirs. At 0.65 mbar, a reasonable agreement is found but about a factor of 2 difference exists around 4 millibars.

Apart from a comparison with previous experimental results, we also compared our findings with the outcome of a collisional radiative model (CRM) based on the work of Graef. That model includes about 80 energy levels of argon and incorporates a large number of radiative transitions and collisional transfers between these levels. The electron impact transfer rates have been determined using cross sections from empirical (ground to 4s, 4p, 3d, 5s, and 5p levels), calculated (4s to 4s, 4p, 3d, and 5s), and semi-empirical (the rest of the system) found in the literature. To determine the rate coefficients of the collisional transfers, the cross sections are convoluted with a Maxwellian EEDF. Radiative transition probabilities are taken from the NIST database. For the resonance lines starting from Ar(4s)
states, escape factors can be included in order to take the radiation trapping into account. Additionally, (de)excitation and ionization by heavy particle collisions are included for all levels in the form of empirical rate coefficients.

The input parameters are the atom density \( n_a \), and the electron density and temperature, \( n_e \) and \( T_e \), the latter two are taken from previous experiments by Thomson Scattering, partly unpublished and partly published in Ref. 19.

Figure 11 compares the fractional \( n(1s) \) density (= \( n(1s)/n_a \)) calculated by the CRM with those obtained experimentally. A fairly good agreement is observed. The model shows a significant rise of the \( n(1s) \)-fraction for decreasing \( n_e \), i.e., approaching the end of the plasma column. But for the experimental data points, the variation with \( n_e \) is less pronounced and at a fixed pressure \( n(1s)/n_a \) remains almost constant.

The reason for the increase in the model is a Corona case B effect.\(^{37} \) Since the electron temperature is relatively low, the plasma creation is mainly done by stepwise processes performed by e-impact transitions. In the ladder climbing process, Ar(4 s) is easily excited to higher states provided \( n_e \) is high enough. However, at lower \( n_e \) values, the overall excitation is obstructed by radiative decay that is always pointing downwards. That can be seen by the CRM in Figure 11 where the input parameters are a constant \( T_e \), necessary input for the CRM are from TS measurements and \( T_e \) is shown). For the normalization with respect to \( n_a \), the gas temperature is taken from the present work.

The pressure dependence of the Ar(4 s) atom densities is highlighted in Figure 12, where \( n(1s)/n_a \) densities close to the launcher are plotted as a function of the pressure and compared to the outcomes of the model. The values of \( n_e \) and \( T_e \), necessary input for the CRM are from TS measurements.\(^{41} \) Comparison is made by means of a full CRM knowing \( T_e \) and \( n_e \) from Thomson scattering (\( T_e \) is shown). For the normalization with respect to \( n_a \), the gas temperature is taken from the present work.

The pressure dependence of the Ar(4 s) atom densities is highlighted in Figure 12, where \( n(1s)/n_a \) densities close to the launcher are plotted as a function of the pressure and compared to the outcomes of the model. The values of \( n_e \) and \( T_e \), necessary input for the CRM are from TS measurements and \( T_e \) to determine \( n_a \) is taken from the present work.

We note that the fractional densities calculated from CRM are in very good agreement with the TDLS data. The steep rise of \( n(1s)/n_a \) at the low pressure side is mostly due to the different \( T_e \) dependencies of the excitation rate of the Ar(4 s) and the Ar(4 p) levels\(^{33} \) as it was discussed in the beginning of section IV C.

A note has to be made that \( T_e \) is assumed here to obey a Maxwellian distribution. That is questionable\(^{20} \) as the highest ionization degree in our regime is only around \( 7 \times 10^{-4} \) at the launcher in low pressure.
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