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Nonlinear estimation with a network of heterogenous algorithms

J. Sijs, Z. Papp and P. Booij.

Abstract—Centralized state-estimation algorithms, such as the original Kalman filter (KF), the extended Kalman filter (EKF) and the unscented Kalman filter (UKF), presented in [1]–[3], respectively. Their centralized algorithms estimate the full state-vector based on a complete set of measurements on the process. Nowadays, measurements are often acquired by means of a sensor network, especially in large-scale spatially distributed processes, e.g., [4]. Employing a centralized state-estimator requires global communication and central data-processing. Since this is known to be infeasible for large-scale sensor networks, the centralized algorithm is distributed among the nodes in the network. Each node then performs an “reduced” estimation algorithm locally, by which a local estimate of the full state-vector is calculated. This local estimate is based on local measurements together with data from neighboring nodes (the “neighboring node” term represents any subset of nodes which is reachable via communication and it is not necessarily the physical proximity), as depicted in Figure 1.

The communication and computational requirements of a single node, in these distributed state-estimation set-ups (DSE), scale with the number of neighboring nodes rather than the total network size.

The objective of DSE is to diminish the difference between all local estimates in the network. This, while nodes are only allowed to receive and process the data of their neighboring nodes. To attain this characterization, each node performs a 2-step algorithm consisting of a local state-estimator (LSE) and a local state-fusion method (LSF): 1. the LSE estimates a local version of the full state-vector using the local measurement and 2. the LSF fuses the local estimate with the estimates that are received from neighboring nodes. An additional property, due to the second “fusion” step, is that the covariance of a local state-estimate depends on all information that is available in the network. This aspect of the DSE will be denoted as the global covariance property.

Commonly, the LSE of every node is derived from the same type of (centralized) state-estimator, e.g. [5]–[9]. The main contribution of this research is to design and analyze a network of state-estimators, where different nodes perform different types of LSEs. Such a heterogeneous DSE allows different computational requirements per node in the network and thus enhances feasibility of DSE in sensor networks. Also, nodes that are added to an existing network can use arbitrary LSE, while still exchanging estimates with neighboring nodes for state-fusion. Incorporation of these new nodes in an existing sensor network is guaranteed from the global covariance property, without the need of reprogramming existing nodes. A case study of the nonlinear Van-der-Pol oscillator shows that inaccurate estimates of nodes that perform the KF-algorithm are improved when a few nodes in the network employ the EKF or UKF as their LSE. Similar results are also shown in a benchmark application when monitoring traffic shockwaves on highways.

II. PRELIMINARIES

$\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{Z}$ and $\mathbb{Z}_+$ define the set of real numbers, non-negative real numbers, integer numbers and non-negative integer numbers, respectively. Let $X \subseteq \mathbb{R}$ be given, then $Z_X := \mathbb{Z} \cap X$. In case $X = \{x_1, \ldots, x_m\} \subset \mathbb{R}^n$, where $x_q \in \mathbb{R}^n$ for all $q \in \mathbb{Z}_{[1,m]}$, then $[X]_{iq} := x_q$. The transpose and inverse of a matrix $A \in \mathbb{R}^{n \times n}$ are denoted as $A^\top$ and $A^{-1}$, respectively. Furthermore, $[A]_{iq} \in \mathbb{R}$ denotes the element in the $q$-th row and $r$-th column of $A$, whereas $[A]_{iq} \in \mathbb{R}^n$ denotes the entire $q$-th column of $A$. Given a square matrix $A \in \mathbb{R}^{n \times n}$, let $\lambda_q(A)$ denote the $q^{th}$ eigenvalue of $A$ and let
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\( A = SDS^{-1} \) represent the Jordan decomposition of \( A \), for some \( S \in \mathbb{R}^{n \times n} \) and \( D := \text{diag}(\lambda_1(A), \lambda_2(A), \ldots, \lambda_n(A)) \).

Let the function \( f(x,y) : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^l \) of \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) be given. Then the Jacobian of \( f(x,y) \) towards \( x \) and towards \( y \) is denoted with \( \nabla_x f \) and \( \nabla_y f \), respectively. Moreover, \( \nabla_x f(a,b) \) denotes the value of \( \nabla_x f \) in case \( x = a \) and \( y = b \). The Gaussian function (shortly noted as Gaussian) is denoted as \( G(x, \mu, P) \), for some \( x, \mu \in \mathbb{R}^n \) and \( P \in \mathbb{R}^{n \times n} \).

If \( G(x, \mu, P) \) is a probability density function (PDF) of the random vector \( x \), then by definition the mean and covariance-matrix of \( x \) are \( \mu \) and \( P \), respectively.

### III. Problem Formulation

Let us assume an autonomous, nonlinear process that is observed by a sensor network. The state-vector of this process, denoted as \( x \in \mathbb{R}^n \), is affected by process noise, which is denoted as \( w \in \mathbb{R}^m \). The neighbors of a node \( i \) are collected in the set \( \mathcal{N}_i \). Each node \( i \) performs a measurement \( y_i \in \mathbb{R}^l \) that is affected by measurement noise, denoted as \( v_i \in \mathbb{R}^l \). The discrete-time, nonlinear process model, given \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) and \( g_i : \mathbb{R}^n \rightarrow \mathbb{R}^l \) for any node \( i \), is described as follows,

\[
\begin{align*}
    x(k) &= f(x(k-1), w(k-1)),\quad (1a) \\
    y_i(k) &= g_i(x(k)) + v_i(k).\quad (1b)
\end{align*}
\]

Both the process noise and the measurement noise are assumed to have a zero-mean Gaussian PDF for all \( k \), i.e.,

\[
p(w(k)) := G(w(k), 0, W) \quad \text{and} \quad p(v_i(k)) := G(v_i(k), 0, V_i).
\]

The sensor network aims to estimate \( x \) in every node by means of a DSE. To that extent, each node \( i \) performs an estimation algorithm, of which a schematic set-up is depicted in Figure 2. In line with current literature, each node \( i \) employs a “local state-estimator” (LSE) given \( y_i \). The resulting estimate of this LSE at node \( i \) at sample instant \( k \) is described with the Gaussian PDF \( p_i(x(k)) = G(x, \hat{x}_i(k), P_i(k)) \), for some \( \hat{x}_i(k) \in \mathbb{R}^n \) and \( P_i(k) \in \mathbb{R}^{n \times n} \). To diminish the difference in local estimates, nodes exchange this PDF with neighboring nodes. As such, node \( i \) receives \( p_j(x(k)) \) for all \( j \in \mathcal{N}_i \). The received PDFs are then merged with \( p_i(x(k)) \) in a “local-state-fusion” algorithm (LSF), which results in a fused PDF that is denoted by \( p_{ij}(x(k)) = G(x, \hat{x}_{ij}(k), P_{ij}(k)) \), for some \( \hat{x}_{ij}(k) \in \mathbb{R}^n \) and \( P_{ij}(k) \in \mathbb{R}^{n \times n} \).

\[
\begin{array}{c}
    y_i \\
    \text{local state-estimator (LSE)} \\
    \text{Send to nodes} \\
    \{j \in \mathcal{N}_i\}
\end{array}
\begin{array}{c}
    p_i(x(k)) \\
    \text{local state-fusion (LSF)} \\
    \text{Received from} \\
    \text{nodes} \{j \in \mathcal{N}_i\}
\end{array}
\]

Fig. 2. Schematic set-up of the local estimation algorithm at node \( i \).

To complete the algorithm of a node, two aspects are to be addressed. One is fusion of state-estimates that are described by a Gaussian PDF. For clarity, the fusion method is regarded as a problem of merging any two different estimates of the same state-vector \( x \), i.e., \( p_i(x) \) and \( p_j(x) \). Since keeping track of shared estimates between different nodes is intractable, this fusion method cannot require knowledge on the correlation of \( p_i(x) \) and \( p_j(x) \). The second aspect is a complete description of a node’s algorithm, as it is depicted in Figure 2, with a focus on three different LSE methods, i.e., KF, EKF and UKF. Let us continue with a choice and motivation of the state-fusion method.

### IV. State Fusion: Ellipsoidal Intersection

This section summarizes a recently developed state-fusion method “Ellipsoidal intersection”, as presented in [10]. The method fuses \( p_i(x) := G(x, \hat{x}_i, P_i) \) with \( p_j(x) := G(x, \hat{x}_j, P_j) \) into the new estimate \( p_{ij}(x) := G(x, \hat{x}_{ij}, P_{ij}) \), for some \( \hat{x}_i, \hat{x}_j, \hat{x}_{ij} \in \mathbb{R}^n \) and \( P_i, P_j, P_{ij} \in \mathbb{R}^{n \times n} \). It was already shown in [10] that employing this fusion method as LSF, and a KF as LSE, results in a DSE with the global covariance property. Alternative fusion methods are found in [11]–[13]. The main reason for choosing Ellipsoidal intersection is its distinguished performance with respect to accuracy in combination with the required computational power.

The first stage of Ellipsoidal intersection is a parametrization of the correlation between \( p_i(x) \) and \( p_j(x) \). This is done by introducing a new estimate that is based on mutual data of \( p_i(x) \) and \( p_j(x) \). Mutual implies that the same measurements or models were used in both \( p_i(x) \) and \( p_j(x) \). Similarly, exclusive data refers to, for example, measurements that were used in either \( p_i(x) \) or \( p_j(x) \). This mutual estimate is denoted with \( p_{ij}(x) = G(x, \gamma, \Gamma) \), for some “mean” \( \gamma \in \mathbb{R}^n \) and “mutual” covariance \( \Gamma \in \mathbb{R}^{n \times n} \). On the assumption that \( p_i(x) \) and \( p_j(x) \) are uncorrelated, i.e., no mutual data, then [5] proves that \( p_{ij}(x) \) is characterized by \( P_{ij}^{-1} = P_i^{-1} + P_j^{-1} \) and \( \hat{x}_{ij} = P_{ij}^{-1} \hat{x}_i + P_j^{-1} \hat{x}_j \). In case \( p_i(x) \) and \( p_j(x) \) are correlated, and the values for \( \gamma \) and \( \Gamma \) are known, then the fused mean \( \hat{x}_{ij} \) and fused covariance \( P_{ij} \) become

\[
\begin{align*}
    p_{ij} &= \left( P_i^{-1} + P_j^{-1} - \Gamma^{-1} \right)^{-1}, \\
    \hat{x}_{ij} &= P_{ij}^{-1} \hat{x}_i + P_j^{-1} \hat{x}_j - \Gamma^{-1} \gamma.
\end{align*}
\]

The second stage is determining \( \gamma \) and \( \Gamma \) when correlation is unknown. Therefore, to ensure that \( p_i(x) \) is updated with exclusive information of \( p_j(x) \), values for \( \Gamma \) and \( \gamma \) are derived by assuming a maximum effect of mutual information. See [10] for more details. To that extent, the matrices \( S_i, D_i, S_j \) and \( D_j \) are introduced via the Jordan decompositions

\[
P_i = S_i D_i S_i^{-1} \quad \text{and} \quad D_i^{-0.5} S_i^{-1} P_i S_i^{-0.5} D_i = S_i D_i^{-1}.
\]

Also, let \( H := P_i^{-1} + P_j^{-1} - 2\Gamma^{-1} \) and let \( \lambda_0(H) \in \mathbb{R}^n \) denote the smallest, non-zero eigenvalue of \( H \). Then the mutual covariance and the mutual mean according to [10], for some \( \eta, c \in \mathbb{R}^n \), are given as follows

\[
\begin{align*}
    \Gamma &= S_i D_i^{0.5} S_i D_i^{-1} P_i S_i^{-0.5} D_i^{-1}, \\
    \gamma &= \left( P_i^{-1} + P_j^{-1} - 2\Gamma^{-1} + 2\eta I \right)^{-1} \times \\
    & \left( P_j^{-1} - \Gamma^{-1} + \eta I \right) \hat{x}_i + \left( P_i^{-1} - \Gamma^{-1} + \eta I \right) \hat{x}_j.
\end{align*}
\]
Where,
\[ [D_{Γ}]_{qr} = \begin{cases} \max([D_j]_{qr},1) & \text{if } q = r, \\ 0 & \text{if } q \neq r, \end{cases} \]
and \[ η = \begin{cases} 0 & \text{if } |\mathcal{H}| \neq 0, \\ c & \text{if } |\mathcal{H}| = 0. \end{cases} \]

Ellipsoidal intersection of (2) is employed as LSF. Further aspects on realization of this method in the combined algorithm of LSE and LSF is presented next.

V. A HETEROGENEOUS, DISTRIBUTED STATE-ESTIMATOR

Algorithm V.1 is a detailed description of the set-up as it is depicted in Figure 2. Therein, “LocalStateEst” denotes the algorithm of the LSE, i.e., KF, EKF and UKF, which are presented in more detail after Algorithm V.1. Notice that \( \hat{x}_i(k) \) and \( P_i(k) \) of this LSE are based on fused estimates at \( k-1 \), i.e., \( \hat{x}_i(k-1) \) and \( P_i(k-1) \). Fusion of one estimate with multiple other estimates is considered recursively. This means that the LSE algorithm fuses \( p_i(x(k)) \) with the first received \( p_j(x(k)) \), after which their resulting fused estimate is further merged with the PDF that is received next, and so on. Let the initial local estimate at sample-instant \( k \) be denoted as \( p_i(0)(x) := p_i(x(k)) \). Then this recursive behavior implies that \( p_{l}(i)(x) \), for all \( l \in \mathbb{Z}_{[1, L]} \) and \( L := \mathbb{Z}_{[1, L]} \), is defined as the fused estimate of \( p_{l-1}(i)(x) \) and the \( l \)-th received estimate \( p_{l-1}(i)(x) \), which will be denoted as \( p_{l}(i)(x) \). The final estimate after fusing \( p_i(x(k)) \) with all received PDFs is thus \( p_f(x(k)) := p_f(i)(x) \). Hence, each node \( i \) performs Algorithm V.1 at each sample-instant \( k \), i.e.,

**Algorithm V.1 Heterogeneous DSE (HDSE)**

\[
(\hat{x}_i(k), P_i(k)) = \text{LocalStateEst}(\hat{x}_i(k-1), P_i(k-1), y_i(k));
\]

\[
\hat{x}_{i(0)} = \hat{x}_i(k), \quad P_{i(0)} = P_i(k); \quad \text{for } l = 1, \ldots, L, \text{ do:}
\]

\[
\hat{x}_{i(l)} = \hat{x}_{i(l-1)}, \quad P_{i(l)} = P_{i(l-1)}, \quad j \in \mathcal{N}_i;
\]

\[
\Gamma_l = \text{MutualCovariance}(P_{l-1}(i), P_{l}(i)), \quad (3);
\]

\[
γ_l = \text{MutualMean}(P_{l-1}(i), P_{l}(i), \hat{x}_{i(l)}, \hat{x}_{i(l-1)}), \quad (4);
\]

\[
P_{i(l)} = \left(P_{l-1}(i) \right)^{-1} + P_{l-1}(i) - \Gamma_l^{-1} \gamma_l \left(\Gamma_l^{-1} \gamma_l \right)^{-1};
\]

\[
\hat{x}_{i(l)}(k) = \hat{x}_{i(l)} - \Gamma_l^{-1} \gamma_l;
\]

end

\[
\hat{x}_{i(k)} = \hat{x}_{i(L)}, \quad P_{i(k)} = P_{i(L)}; \quad \Box
\]

A. Kalman filter

In general, employing a KF as LSE results in a high estimation error and low computational power. This is mainly due to a linear approximation of the nonlinear process-model of (1). A description of this approximated model, for some \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m} \) and \( C_i \in \mathbb{R}^{1 \times n} \), yields,

\[
x(k) = Ax(k-1) + Bw(k-1), \quad y_i(k) = Cx(k) + v_i(k). \]

Let \( \hat{x}_i(k^-) \in \mathbb{R}^n \) and \( P_i(k^-) \in \mathbb{R}^{n \times n} \) denote the predicted mean and covariance at node \( i \) at sample instant \( k \), respectively.

Then the KF algorithm computes \( \hat{x}_i(k) \) and \( P_i(k) \) as follows,

\[
\hat{x}_i(k^-) = A\hat{x}_i(k-1), \quad P_i(k^-) = AP_i(k-1)A^T + BWB^T,
\]

\[
K_i(k) = P_i(k^-)C_i^T \left(C_iP_i(k^-)C_i^T + V_i \right)^{-1}, \quad (6)
\]

\[
\hat{x}_i(k) = \hat{x}_i(k^-) + K_i(k) (y_i(k) - C_i\hat{x}_i(k^-)), \quad P_i(k) = (I - K_i(k)C_i)P_i(k^-),
\]

B. Extended Kalman filter

In case an EKF is employed as LSE, then the nonlinear model of (1) is used to calculate a predicted mean, i.e., \( \hat{x}_i(k^-) \). To predict the covariance, i.e., \( P_i(k^-) \), the nonlinear dynamics of \( x(k-1) \) are linearized around its current working point \( \hat{x}_i(k^-) \). Linearizing these dynamics is obtained via Jacobian matrices for both nonlinear functions of (1), i.e., \( f_1(k) := \nabla_x f(\hat{x}_i(k^-), 0), E_1(k) := \nabla_w f(\hat{x}_i(k^-), 0) \) and \( H(k) := \nabla_{z_1} g(\hat{x}_i(k^-)) \). The predicted state-estimates and Jacobian matrices are then used to calculate \( \hat{x}_i(k) \) and \( P_i(k) \) similar to (6), i.e.,

\[
\hat{x}_i(k^-) = f(\hat{x}_i(k^-), 0), \quad P_i(k^-) = F_i(k)P_i(k-1)F_i(k)^T + E_i(k)WE_i(k)^T (k),
\]

\[
K_i(k) = P_i(k^-)H_i^T(k) \left(H_i(k)P_i(k^-)H_i(k)^T + V_i \right)^{-1}, \quad (7)
\]

\[
\hat{x}_i(k) = \hat{x}_i(k^-) + K_i(k) (y_i(k) - g_1(\hat{x}_i(k^-))) + \epsilon_i(k),
\]

\[
P_i(k) = (I - K_i(k)H_i(k))P_i(k^-).
\]

Although an EKF enjoys low computational power, its accuracy depends on the support to linearize the process-model.

C. Unscented Kalman filter

In case an UKF is employed as LSE, then the nonlinear model of (1) is applied to various state values of \( x(k-1) \) and noise values of \( w(k-1) \). These values are selected from an augmented vector space, for which this augmented vector \( \mu \in \mathbb{R}^{n+m} \) combines the state and process noise, i.e., \( \mu := (\hat{x}^T, \bar{x}^T) \). Since \( x \) and \( w \) are defined with a Gaussian PDF, also \( \mu \) is described with a Gaussian PDF having a mean \( \mu_i \in \mathbb{R}^{n+m} \) and covariance \( U_i \in \mathbb{R}^{(n+m \times n+m)} \). Their values at a sample-instant \( k-1 \) follow from \( p_{j}(x(k-1)) \) and \( p(w(k-1)), \) i.e.,

\[
\mu_i(k-1) := \begin{pmatrix} \hat{x}_i(k-1) \\ 0 \end{pmatrix}, \quad U_i(k-1) := \begin{pmatrix} P_i(k-1) & 0 \\ 0 & W_i(k-1) \end{pmatrix}.
\]

This mean and covariance are then used to select \( M := 2(n+m)+1 \) different values of \( \mu(k-1) \). The collection of all these selected vectors is denoted with the set \( \mathbb{U}(k-1) \subseteq \mathbb{R}^{n+m} \), i.e., \( \mathbb{U}(k-1) \) denotes the \( q \)-th selected value of \( \mu(k-1) \). This value of \( \mathbb{U}(k-1) \), for all \( q \in \mathbb{Z}_{[1,M]} \) and some \( \mu_q \in \mathbb{R}^{n+m}, c \in \mathbb{R}_+ \), is defined as follows:

\[
\mathbb{U}(k-1) = \begin{cases} \mu_q(k-1) + c\bar{\mu}(q), & \text{if } q \in \mathbb{Z}_{[1,n+m]}, \\ \mu_q(k-1), & \text{otherwise}. \end{cases}
\]

The process-model of (1) is applied on each selected vector \( \mathbb{U}(k-1) \) and results in a prediction of \( x(k) \). Therefore,
let $X(k^-) \subset \mathbb{R}^n$ denote a set of predicted state-vectors and $Y(k^-) \subset \mathbb{R}^l$ a set of predicted measurements. Then the UKF defines each prediction as follows:

$$[X(k^-)]_q := f([U(k-1)]_q), \quad [Y(k^-)]_q := g_i([X(k^-)]_q).$$

The set $X(k^-)$ is used to calculate a predicted state-mean $\hat{x}_i(k^-)$ and state-covariance $P_i(k^-)$. Similarly, $Y(k^-)$ is used to determine a mean and covariance of the predicted measurement, which are denoted as $\hat{y}_i(k^-) \in \mathbb{R}^l$ and $R_i(k^-) \in \mathbb{R}^{l \times l}$, respectively. Values of these predicted variables, for some weights $\omega_q \in \mathbb{R}_+$ and for all $q \in \mathbb{Z}_{[1,M]}$, are defined with the following convex combinations:

$$\hat{x}_i(k^-) = \sum_{q=1}^{M} \omega_q [X(k^-)]_q,$$  \hspace{1cm} (8a)

$$P_i(k^-) = \sum_{q=1}^{M} \omega_q ([X(k^-)]_q - \hat{x}_i(k^-)) (\hat{x}_i(k^-) - P_i(k^-))^\top,$$

$$\hat{y}_i(k^-) = \sum_{q=1}^{M} \omega_q [Y(k^-)]_q,$$  \hspace{1cm} (8b)

$$R_i(k^-) = \sum_{q=1}^{M} \omega_q ([Y(k^-)]_q - \hat{y}_i(k^-)) (\hat{y}_i(k^-) - R_i(k^-))^\top.$$

Common values for the constant $c$ and the weights $\omega_q$ are:

$$c = \sqrt{n+m}, \quad \omega_M = 0, \quad \omega_q = \frac{1}{2(n+m)}, \quad \forall q \in \mathbb{Z}_{[1,M-1]}.$$

Finally, $\hat{x}_i(k)$ and $P_i(k)$ are calculated by comparing $\hat{y}_i(k^-)$ with the measured value $y_i(k)$. In their expression, $\hat{x}_i(k)$ and $P_i(k)$ make use of the cross-covariance of $X(k^-)$ and $Y(k^-)$, which is denoted as $S_i(k^-) \in \mathbb{R}^{n \times l}$ and is determined similarly as to $P_i(k^-)$ and $R_i(k^-)$, i.e.,

$$S_i(k^-) = \sum_{q=1}^{M} \omega_q ([X(k^-)]_q - \hat{x}_i(k^-)) (\hat{y}_i(k^-) - y_i(k^-))^\top,$$

$$\hat{x}_i(k) = \hat{x}_i(k^-) + S_i(k^-) (R_i(k^-) + V_i)^{-1} (y_i(k) - \hat{y}_i(k^-)),$$

$$P_i(k) = P_i(k^-) - S_i(k^-) (R_i(k^-) + V_i) S_i(k^-).$$

Employing an UKF results in a low estimation error, at the costs of high computational power. The performance of the KF, EKF and UKF in a heterogenous set-up of the DSE is analyzed next.

VI. A CASE STUDY: THE VAN-DER-POL OSCILLATOR

In this section the heterogenous, distributed state-estimator (HDSE) is analyzed on its estimation error. The goal is estimating the two states of a Van-Der-Pol oscillator, i.e., $[x(k^-)]_1$ and $[x(k^-)]_2$. The process is measured by 5 sensor-nodes and each node can only communicate with its direct neighbors, as depicted in Figure 3.

![Network set-up of the case study of the Van-Der-Pol oscillator](image)

The discrete-time process-model, with $\delta \in \mathbb{R}_+$ defined as the sampling time, yields,

$$[x(k)]_1 = [x(k-1)]_1 + \delta [x(k-1)]_2 + [w(k-1)]_1,$$

$$[x(k)]_2 = (1 + 0.5\delta) [x(k-1)]_2 + f_2(x(k-1)) + [w(k-1)]_2,$$

where,

$$f_2(x(k-1)) := \delta [x(k-1)]_1 (0.5 [x(k-1)]_1 [x(k-1)]_2 - 1).$$

Let $x(0) = (0.5, 0)$, after which both state-elements will start to oscillate around 0 with a amplitude of 2. Since $[x]_1$ and $[x]_2$ are both sinusoids and have a difference in phase-shift of $\pi$, one can approximate that $0.5\delta([x(k-1)]_1)^2[x(k-1)]_2$ is average by 0. Hence, a linearized model of the Van-der-Pol Oscillator according to the description of (5), yields,

$$A = \begin{pmatrix} 1 & \delta \\ -\delta & 1 + 0.5\delta \end{pmatrix} \quad \text{and} \quad B = 1.$$

For each measurement $y_i$ at node $i$ let us define the following measurement-matrices: $C_1 = (1, 0), C_2 = (1, 0), C_3 = (0, 1), C_4 = (0, 1)$ and $C_5 = (1, 0)$. Their corresponding measurement noise $v_i$ is characterized by $R_1 = 0.8, R_2 = 1, R_3 = 0.8, R_4 = 1$ and $R_5 = 1.5$. In this set-up each node either employs a KF or UKF as LSE and $\delta = 0.1$ seconds. All LSEs in the network start with the same initial state-estimates, i.e., $\hat{x}_i(0) = (x_0, 0)$ and $P_i(0) = 5I$, for all $i \in \mathbb{Z}_{[1,5]}$. The process-noise $w(k)$ is such that $\text{cov}(w(k)) = 10^{-3}I$, for all $k \in \mathbb{Z}_+$. Therefore, $W = 10^{-7}I$ for the UKF. The linearized model, as it is used by a KF, results in reduced accuracy since it does not take $0.5\delta([x(k-1)]_1)^2[x(k-1)]_2$ of $f_2$ into account. This inaccuracy is modeled via increased process noise for the KF, i.e., $W = 0.5\delta \text{cov}((x(k-1)]_1)^2[x(k-1)]_2)I \approx 10^{-1}I$.

In this simulation three different DSEs are compared that all perform Algorithm V.1 in each node. In the first DSE all nodes employ an UKF as their LSE and is therefore denoted with DUKF. In the second DSE all nodes employ a KF as their LSE and is therefore denoted with DKF. The third DSE performs the HDSE, where nodes 1, 2, 4 and 5 perform a KF-algorithm as their LSE and node 3 employs a UKF. The three DSEs are compared in Figure 4 and Figure 5 on their resulting squared estimation errors of the individual state-elements at node 2 and 5, respectively.

![Squared estimation error of the first state element, i.e., $([\hat{x}(k)]_1 - [x(k)]_1)^2$, at node 2 and 5.](image)
Figures 4 and 5 show that the estimation-error of the HDSE in node 2 and 5 is reduced compared to the DKF. Notice that these DSEs only differ in node 3, where the HDSE employs a UKF as its LSE rather then a KF. This shows that substituting one KF in the network with a more accurate LSE improves estimation at all other nodes as well. A similar analysis of the other nodes is presented in Table I. Therein, the mean and covariance of the squared estimation-error at nodes 1, 3 and 4. This table indicates that also at these nodes the HDSE has a smaller estimation error than the DKF and has similar results as the DUKF.

It was shown that replacing a KF of a node with the more accurate UKF improves local estimates at all nodes in the network. Next, let us show that adding nodes to an existing network is also beneficial, even when the added nodes perform a LSE-algorithm that is less accurate than the existing LSEs in the network. To that extent, consider a stretch of a one-lane road that is divided into 20 segments of each L = 500 meter. A total of 5 nodes are used to monitor shockwaves on that particular road. Every node takes measurements of the average speed and density within its own segment. Node 1 is located at road segment 1, node 2 at segment 5, node 3 at segment 10, node 4 at segment 15 and node 5 at road segment 20. The communication topology of the nodes is similar to Figure 3.

A shockwave, including measurements, are simulated using the discrete-time METANET-model of [14]. Therein, \( s^n(t) \in \mathbb{R} \) and \( \rho^n(t) \in \mathbb{R} \) denote the average speed and density within road segment \( n \) at time \( t \). The METANET-model defines a relation of this average speed and density between neighboring segments, for some \( \tau, \eta, \kappa, \rho_{\text{free}}, \alpha, \nu_{\text{free}} \in \mathbb{R} \) and sampling-time \( \delta \), i.e.,

\[
\begin{align*}
\rho^n(t + \delta) &= \rho^n(t) + \frac{\delta}{L} \left( \rho^{n-1}(t)s^{n-1}(t) - \rho^n(t)s^n(t) \right), \\
\nu^n(t + \delta) &= \nu^n(t) + \frac{\delta}{\tau} \left( \nu_{\text{free}}e^{-\frac{\tau}{\nu_{\text{free}}}} - \nu^n(t) \right) + \frac{\delta}{L} \left( s^n(t) - s^n(t) \right) - \frac{\eta\delta}{\tau L} \rho^{n+1}(t) - \rho^n(t) + \kappa.
\end{align*}
\]

Three configurations of DSEs are employed. All aim at recovering the average speed and density at each segment, based on corresponding measurements at each predefined segment. The first two configurations are the previously described DUKF and the DEKF, in which DEKF employs a EKF as LSE at each node. The third configuration implements the HDSE, which is defined with the following LSEs: nodes 1, 3 and 5 employ an UKF, while nodes 2 and 4 perform an EKF-algorithm. All nodes of all three DSEs

<table>
<thead>
<tr>
<th></th>
<th>( \mu_1 )</th>
<th>( \Sigma_1 )</th>
<th>( \mu_3 )</th>
<th>( \Sigma_3 )</th>
<th>( \mu_4 )</th>
<th>( \Sigma_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DKF</td>
<td>0.40</td>
<td>0.14</td>
<td>0.33</td>
<td>0.10</td>
<td>0.51</td>
<td>0.31</td>
</tr>
<tr>
<td>DUKF</td>
<td>0.12</td>
<td>0.02</td>
<td>0.12</td>
<td>0.03</td>
<td>0.13</td>
<td>0.03</td>
</tr>
<tr>
<td>HDSE</td>
<td>0.15</td>
<td>0.04</td>
<td>0.12</td>
<td>0.03</td>
<td>0.12</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**TABLE I**

The mean \( \mu_i \) and the covariance \( \Sigma_i \) of the estimation error \( (\hat{x}(k) - x_i(k))^\top(\hat{x}(k) - x_i(k)) \), for nodes 1, 3 and 4.

VII. BENCHMARK APPLICATION: TRAFFIC SHOCKWAVES

The traffic shockwave is a spatio-temporal dynamical phenomenon typically emerging from high density highway traffic. It is characterized by an increase in vehicle density and a decrease in vehicle speed. Shockwaves “travel” along the highway upstream (i.e. opposite direction to the traffic). This benchmark consists of initiating a shockwave, after which the goal is to track this (simulated) shockwave using aggregated measurements of speed and density within certain road segments. To that extent, consider a stretch of a one-lane road that is divided into 20 segments of each \( L = 500 \) meter. A total of 5 nodes are used to monitor shockwaves on that particular road. Every node takes measurements of the average speed and density within its own segment. Node 1 is located at road segment 1, node 2 at segment 5, node 3 at segment 10, node 4 at segment 15 and node 5 at road segment 20. The communication topology of the nodes is similar to Figure 3.

A shockwave, including measurements, are simulated using the discrete-time METANET-model of [14]. Therein, \( s^n(t) \in \mathbb{R} \) and \( \rho^n(t) \in \mathbb{R} \) denote the average speed and density within road segment \( n \) at time \( t \). The METANET-model defines a relation of this average speed and density between neighboring segments, for some \( \tau, \eta, \kappa, \rho_{\text{free}}, \alpha, \nu_{\text{free}} \in \mathbb{R} \) and sampling-time \( \delta \), i.e.,

\[
\begin{align*}
\rho^n(t + \delta) &= \rho^n(t) + \frac{\delta}{L} \left( \rho^{n-1}(t)s^{n-1}(t) - \rho^n(t)s^n(t) \right), \\
\nu^n(t + \delta) &= \nu^n(t) + \frac{\delta}{\tau} \left( \nu_{\text{free}}e^{-\frac{\tau}{\nu_{\text{free}}}} - \nu^n(t) \right) + \frac{\delta}{L} \left( s^n(t) - s^n(t) \right) - \frac{\eta\delta}{\tau L} \rho^{n+1}(t) - \rho^n(t) + \kappa.
\end{align*}
\]

Three configurations of DSEs are employed. All aim at recovering the average speed and density at each segment, based on corresponding measurements at each predefined segment. The first two configurations are the previously described DUKF and the DEKF, in which DEKF employs a EKF as LSE at each node. The third configuration implements the HDSE, which is defined with the following LSEs: nodes 1, 3 and 5 employ an UKF, while nodes 2 and 4 perform an EKF-algorithm. All nodes of all three DSEs
start with equivalent initial estimates, i.e., \( s(n)(0) = 85 \) and \( \rho_n(0) = 30 \), for all \( n \in \mathbb{Z}_{[1,20]} \).

Notice, that the METANET-model requires values for \( \rho^0(t) \), \( \rho^{21}(t) \) and \( s(t) \). Since this information is not available to the DSEs, their values are modeled as process noise. Figure 7 shows the real and estimated density at node 3 according to the DEKF, DUKF and HDSE. The following values were used in this simulation, \( \tau = 0.0039 \), \( \eta = 191 \), \( \kappa = 254 \), \( \rho_{crit} = 33.0 \), \( \alpha = 5.61 \), \( v_{free} = 89.9 \) and \( \delta = \frac{10}{3600} \). Estimated values of density at the other nodes are similar to node 3. The results of average speed were omitted to limit the number of pages.

Figure 7 shows that the DEKF suffers from its linearization in the sense that its estimated wave tends to “die out” after it was measured. Figure 8 shows the results of the HDSE show that this can be solved by replacing some EKFs in the network with an UKF. Moreover, the HDSE has similar results as the DUKF and they only differ during their initialization, i.e., the first few minutes. However, in the long run the DUKF has a smaller estimation error then the HDSE. More details of the squared estimation error of these three DSE configurations is found in Figure 8.

Figure 7. The real density of all 20 segments in time and their estimated values at node 3 according to the DEKF, DUKF and HDSE. The black color equals a value of 20, while white represents a density of 80 cars per km.

Figure 8. Summation of the squared estimation-error of the density at node 3, at all the segments and at each sample instant, i.e., \( \sum_{t=0}^{20} (\rho_n^2(t) - \rho^n(t))^2 \).

VIII. CONCLUSIONS

This paper proposed and analyzed a sensor network where different nodes in the network perform different types of local state-estimators. The scheme allows unrestricted combinations of classical Kalman filtering, extended Kalman filtering and unscented Kalman filtering algorithms to calculate the local estimate. The resulting local estimate is then fused with the estimates from neighboring nodes in a local state-fusion method. The proposed distributed estimation set-up could incorporate new nodes (or loose existing ones) on the fly, resulting in a flexible and robust state estimation solution. The benefits of such heterogeneous set-ups were shown in an illustrative example of the Van-der-Pol oscillator and in a benchmark application on shockwaves. These examples showed a decrease in estimation error of nodes that employ the (extended) Kalman filter in case some nodes perform the unscented Kalman filtering algorithm instead. This provides a solid base to further investigate the capabilities of heterogeneous, distributed state-estimation.
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