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Abstract—Trust is an essential ingredient in our daily activities. The fact that these activities are increasingly carried out using the large number of available services on the Internet makes it necessary to understand how users perceive trust in the online environment. A wide body of literature concerning trust perception and ways to model it already exists. A trust perception model generally lists a set of factors influencing a person trusting another person, a computer, or a website. Different models define different set of factors, but a single unifying model, applicable to multiple scenarios in different settings, is still missing. Moreover, there are no conclusions on the importance each factor has on trust perception. In this paper, we review the existing literature and provide a general trust perception model, which is able to measure the trustworthiness of a website. Such a model takes into account a comprehensive set of trust factors, ranking them based on their importance, and can be easily adapted to different application domains. A user study has been used to determine the importance, or weight, of each factor. The results of the study show evidence that such weight differs from one application domain (e.g. e-banking or e-health) to another. We also demonstrate that the weight of certain factors is related to the users knowledge in the IT Security field. This paper constitutes a first step towards the ability to measure the trustworthiness of a website, helping developers to create more trustworthy websites, and users to make their trust decisions when using on-line services.

I. INTRODUCTION

An increasing number of users adopt e-services to manage their daily activities: on-line they can declare taxes (e-government), check their account balance (e-banking), purchase holidays (e-commerce), or renew their periodical prescriptions (e-health). Unfortunately, the use of such services, although of great benefit to the end user, also exposes him to cyber risks like on-line frauds, phishing attacks, or identity theft, resulting in the user’s loss of personal data or money. Because of these threats, there is the need for mechanisms able to protect the user, and to help him to assess the trustworthiness of an e-service.

Trust governs most human-to-human relationships: we trust our family, our friends, the butcher at the corner shop, or our bank. When it comes to the use of e-services, trust is even more critical, because it is more difficult to establish. This is mostly due to the fact that the signals of trust generally used to establish human-to-human relationships, such as physical aspect or body language, are missing in the on-line world. To understand and establish trust on-line, we need to find the analogous signals of trust and learn in which way they influence the users’ perception of trust. In this paper, we refer to the on-line signals of trust as factors of trust, and they represent peculiar characteristics of a website such as its look and feel, its quality, its privacy management, or its security.

Understanding the on-line user’s perception of trust can help us to: i) develop services that better meet user’s requirements for trust; ii) provide tools able to assist the user in assessing the trustworthiness of a given service; and iii) create ad hoc training programs to increase the user’s trust awareness. For example, an outcome of our study indicates that the privacy policies stated by a service provider do not influence the user’s trust perception, mainly because users do not read them; this suggests that one should i) develop tools to show the user how good or bad a privacy policy is; ii) improve the way privacy policies are expressed to make them more user-friendly; and iii) raise the user’s awareness not only concerning the presence of privacy policies, but also on the importance of their contents, explaining that policies can actually state malicious usage of personal data.

To succeed in understanding the on-line user’s perception of trust, we need a deep understanding of what trust means (can trust be formally defined?), of the way it is established (which are the factors of trust?), and whether (and if so how) trust perception changes according to different application domains (does Bob assess the trustworthiness of his e-banking in the same way he does for an e-commerce website?).

Trust has been defined in different ways: as expectation [1]–[3], as vulnerability to the actions of others [4], as probability [5], and as risk [6]. Ermisch observes that “(trust) someone doing X does not necessarily extend to trust in that same person doing Y” [7]. This leads us to consider trust as a multi-dimensional, context-dependent concept. In this paper we investigate the different dimensions (factors) of on-line trust perception, their importance for the end-user, and if and how they change according to the application domain.

Studies on trust perception aim to understand the mechanisms adopted by humans to trust other humans, machines or e-services. Generally, they are based on a theoretical trust perception model (TPM), accounting for several factors of trust. Such a model is usually validated by means of a user study, used to understand which of the factors present in the model, are actually considered by the user. Every trust model generally applies to specific application domains and categories of users. Trust models for human-to-human [4],
human-to-aid systems [8], [9], human-to-computer [10], and human-to-e-services [11] relationships can be found in the literature. In the field of human-to-e-services, specific trust perception models about e-commerce [12]–[18], e-banking [19], [20], and e-health services [21]–[23] can be found.

We observed that existing TPMs share a significant number of factors of trust: these factors can be aggregated to form a generic trust perception model (GTPM), accounting for the shared factors and adaptable to different application domains. No matter what the domain is, such a model should be able to describe the trust perception of an e-service by giving the right importance to each factor: for example, privacy should be much more important in domains where sensitive data is collected (as in e-health systems) than in those where only an e-mail address is requested (as in mailing lists).

The main contributions of this paper are the following:

- A General Trust Perception Model (GTPM), based on literature study, and accounting for a comprehensive list of factors of trust is provided. An importance value (also called weight) is associated with each factor: changing this value allows the model to adapt to different application domains;
- Evidence that factors have different weights, according to the application domain;
- Evidence that the weight of a factor depends on the user and on some of his characteristics, especially on his level of knowledge in Information Technology (IT) Security field. Particularly, we believe that users with little or no knowledge about security or privacy mechanisms and technologies, attach less importance to technical factors (as security), and more importance to aspect-related factors (as Look&Feel). On the other hand, users with expert IT Security knowledge rank security as one of the most important factors of trust.

The afore mentioned evidence is provided using the results of a user study, carried out with a questionnaire. The questionnaire was developed to investigate the user's perception of trust within different application domains: e-banking, e-commerce, e-health and e-portfolio (services for the on-line management of curricula and job opportunities).

To the best of our knowledge, this is the first study to associate a specific numeric weight distribution to the factors of trust, and to analyze the relationship existing between this distribution and the user’s IT Security knowledge. This brings two major benefits to the state of the art: first, assuming that each factor can be objectively measured, a trustworthiness value for an e-service in a given domain can be computed; second, developers in a given domain, where users have a specific IT Security knowledge profile, have guidance on which factors should focus the most to make their website more trustworthy.

Note that trust evolves with time and use of an e-service. In this study, we focus on the factors of trust important at a very early stage, when the user approaches a website for the first time. Also, it is important to mention that trust is not trustworthiness: trust is an action (someone trusting, someone, or something else), while trustworthiness is a property of someone or something [11]. In this paper we focus on trust perception, i.e. the user’s perceived trustworthiness of a website. The remaining part of this paper is organized as follows. In Section II we present the related works, in Section III we show the GTPM and the way we obtained it, while in Section IV we explain the trust perception questionnaire design and validation process. In Section V the results of the questionnaire are presented and discussed, while, finally, in Section VI, conclusions are provided.

II. RELATED WORK & FACTORS OF TRUST

Trust has been studied at different levels: individual, interpersonal, relational and societal [24]. This paper focuses on the interpersonal trust ( [2], [3], [5], [6]) that has been defined as the "generalized expectancy held by an individual that the word, promise, oral or written statement can be relied on" [25].

Despite claims such as “people trust people, not technology” [26], several human-to-computer trust perception models have been proposed over time [8]–[10], [27]. Muir asserted that trusting computer systems is crucial to use them [9], while Mayer et al. [4] started to look at trust as a multi-dimensional concept, where context and risk represented important dimensions. Atoyan et al. [8] demonstrated that usability is a relevant dimension of trust and that, if it is improved, that also improves trust in the system. Madsen and Gregor divided trust dimensions in two categories: cognition-based (as technical competencies, reliability, and understandability), and affect-based (as personal affinity to the system) [10]. According to Hoffman, security, together with privacy and usability, are amongst the most decisive factors of trust; also, he suggested the importance of finding metrics able to measure the trust level of a system [28].

The recent explosion in the provision of e-service moved the interest of researchers towards on-line transactional systems (websites). According to Camp [29] such systems, to be trusted, need to be ‘designed for trust’, i.e. accounting for factors such as privacy, security and reliability from the very beginning. Corritore detected reputation, usability and risk as determinant factors of trust in websites [11], while McKnight, focusing on trust in e-commerce services, affirmed that users go trough two different stages before using an e-commerce service: an introductory stage, where they decide whether risk to explore the website, and an exploratory stage, where they have to decide whether to make any transaction using it [30]. The quality of a website, such as the absence of presentation flaws, also seems to influence the trust and the willingness to buy in the e-commerce setting [17].

Another factor that seems to be related with trust is the user’s knowledge [28]: studies revealed that misconceptions about the technologies used for security and privacy on-line, can lead to a false perception of trust [31]. The influence that such knowledge has on trust is still not clear; some authors assert that having expert knowledge on security mechanisms...
decrease the general trust in e-services [32], while others [33] believe that the higher the knowledge, the higher the trust.

Table I shows the results of our literature review: each row represents a TPM and each column a factor of trust; a cross indicates that the factor has been considered by the model. Authors use different terms to refer to the factors of trust, which we try to unify as follows in Table I. The last row of the table indicates the percentage of analyzed TPMs accounting for each factor. We can observe that some of the listed factors refers to properties of the website (e.g. reputation, privacy, security), while others refers to properties of the user (e.g. user’s knowledge and disposition to trust).

### TABLE I

TRUST PERCEPTION MODELS, LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Reference</th>
<th>Risk</th>
<th>Reliability &amp; Availability</th>
<th>Third Party Seals</th>
<th>Privacy</th>
<th>User’s Knowledge</th>
<th>Security</th>
<th>Disposition to Trust</th>
<th>Quality and Look &amp; Feel</th>
<th>Reputation</th>
<th>Brand Name</th>
<th>Usability</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[4]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[28]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[22]</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[23]</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[35]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[17]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[36]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>[20]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

Let us give a brief explanation of the meaning of each factor. **Risk** is expresses as the probability that damages or loss can happen due to the use of a website; **reputation** represents the others’ experiences with the website; **privacy** regards the safeguards of the user’s personal data; **security** has to do with protection mechanisms such as login or encryption procedures used by the website; and the **usability** assesses how easy is, for the end-user, to accomplish his goals using the website. **Reliability & availability** is a factor representing the probability that the website will perform and maintain its functionalities; **third party seals** refers to the presence of trusted third party logos on the pages of the website; **quality and Look&Feel** is the summation of characteristics such as an overall pleasant aspect of the website, and the absence of spelling and grammatical errors; finally **brand name** says how well the brand behind the website is known. We need to mention that the *brand name* factor has been obtained merging the factors *competence, integrity* and *benevolence*, since these characteristics are often associated to well know brands.

As concerns the factors representing user’s characteristics (light gray in the table), the *disposition to trust* is a subjective factor representing the user’s general predisposition to trust the world [13], while the *user’s knowledge* refers to the expertise the user has about web, risk and security matters (e.g. level of knowledge about internet security, https, digital certificates, reputation system).

### III. THE GENERAL TRUST PERCEPTION MODEL

Observing Table I, we can notice how the analyzed TPMs share several factors of trust: *disposition to trust*, for example, is present in half of the models. The aggregation of these factors in a generic trust perception model (GTPM) is important for several reasons [39], amongst them the fact that it provides a single model adaptable to different situations, and that it unifies the work carried out by different studies in different areas. Our GTPM, able to measure $TP(u)$, the user’s ($u$) perception of the trustworthiness ($TP$) of a website ($WB$), is presented in Figure 1. Measuring $TP(u)$ can help the user to choose a website based on its trustworthiness, seen as a numerical value, and developers to verify whether their website is trustworthy enough (the user in that case would be a profile of the website’s target users). $TP(u)$ can be formalized as follows:

$$TP(u) = \alpha \ast TD(u) + (1 - \alpha) \ast T_{WB}(u) \quad (1)$$

$TP(u)$ is built as a weighted ($\alpha \in [0,1]$) average of two components: the user’s independent disposition to trust $TD(u)$, and the user’s view of the website trustworthiness $T_{WB}(u)$. Several scales are available to measure $TD$ ([3], [40]), while to measure $T_{WB}(u)$ we need to refer to the factors of trust highlighted by our model.

Let $FS$ be the set of factors of trust (the ones above the website block in Figure 1), and $f \in FS$ a specific factor: if
$w_f$ is the weight of the factor $f$ and $v_f$ is its value, then we can define $T_{WB}$ as:

$$T_{WB}(u) = \sum_{f \in FS} w_f(u) \ast v_f$$  \hspace{1cm} (2)

Combining equation (1) and (2) we obtain the following expression to quantify trust perception:

$$TP(u) = \alpha \ast TD(u) + (1 - \alpha) \ast \sum_{f \in FS} w_f(u) \ast v_f$$  \hspace{1cm} (3)

To measure $T_{WB}$ we need to know the value and the weight of each factor of our model. Finding metrics able to give values to such factors is part of emerging research topics. Here, the focus is on understanding the factors’ weight distribution, which we believe depends on the user’s knowledge (hence the notation $w_f(u)$).

Different from others [28, 33] we do not think that knowledge influences trust in a direct (positive or negative) way. We believe, instead, that it determines the higher or lower weight associated to a factor of trust. Essentially, the more the user knows about privacy and security technologies, the more important he will give to such factors. We expect that users with expert knowledge will give higher weight to factors such as privacy, security and reputation than users with limited knowledge, that will be more interested in factors such as quality and Look&Feel, reliability & availability and usability. To validate this expectations, in our study we tested the following hypotheses:

**Hypothesis 1:** The weight of a factor $w_f$ is not the same in every application domain.

**Hypothesis 2:** The weight of a factor $w_f$ is correlated to the user’s knowledge in the IT security field (UK);

### IV. Methods

To empirically verify our hypotheses, an on-line trust perception questionnaire was developed, which addresses the following research questions:

- What level of knowledge in the IT Security field (UK), does a potential user of e-services possess?
- What is the weight the user gives to the different factors of trust? Is it the same for each factor? Is it the same for different application domains (such as e-banking, e-commerce, e-portfolio and e-health)?
- Is the user’s IT Security knowledge correlated to the weight given to the factors of trust?

The questionnaire is composed by a total number of 10 questions, divided in three sections: one to gather demographic information about the respondent, one to measure the weight he associates to each factor of trust, and one to evaluate his IT Security knowledge.

The validity of the questionnaire has been shown applying the content validity method [41]. We asked a panel of experts from the TAS\(^3\) Consortium to review and rate each item (question) of the survey. The items rated as *relevant* remained untouched while the others were deleted or adjusted according to reviewers’ feedback. A pilot study, monitoring five respondents while answering the questionnaire, was also performed. This helped in rephrasing unclear questions, verifying and eliminating the presence of bias, and adding details to terms seen as vague (e.g. quantifying *very often* to mean *at least once a month*).

In the remainder of this section, we discuss the three different parts of the questionnaire, named the sample frame, the factors’ importance, and the users’ knowledge.

#### A. The Sample Frame

The population of our survey is represented by users of e-services such as e-banking, e-commerce, e-portfolio and e-health. The "Digital Report 2009" [42] reveals that 89% of Dutch internet users, aged 25-44, use e-banking services; that the typical on-line shopper is high-educated, aged 25-44; that 19% (aged 12-74) use the Internet to look for a job; and that 30%, aged 55-64, surf the web to look for health-related information. This let us to believe that employees and students of the Eindhoven University Technology (TU/e), chosen as sampling frame for our survey, well represent the population of e-users. Moreover, they cover the spectrum of knowledge since both, people with low and high IT Security expertise, are part of the sample. The TU/e has about 6000 students and 4000 employees (PhD students are considered as employees). To obtain enough responses, statistically significant results, and to account for lost e-mails and uncooperative subjects, 1600 e-mails were sent to addresses randomly selected from the TU/e internal mailing list. During the sample selection the percentage of students (about 60% of the whole) and staff (about 40% of the whole) has been maintained. The first part of the survey contains questions about gender, age, educational level, and job position of the respondents to help us in verifying whether the respondents group reflects the sampling frame of our study.

#### B. Factors’ Importance

Another part of the questionnaire is the one aiming at measuring the weight the users give to each factor of trust. This is done by verifying how much attention users dedicate to each of them. Respondents were presented with a service usage scenario in each of the settings (e-banking, e-commerce, e-portfolio and e-health) and asked to answer questions assuming it was the first time they used the specific service.

Questions were formulated in such a way as to verify the influence each factor has on trust perception. To test the importance of the factor *quality and Look&Feel*, for example, we ask to the user whether the design aspects of the website (e.g. attractive colors), or professional icons, influence his trust in it. Let $Q_f$ be the set of questions used to measure the weight of the factor $f$. For each question $q \in Q_f$, respondents were allowed to choose amongst four optional answers: *never*, *almost never*, *very often*, and *always*; to each option is associated a numerical value: (in the order) 0.00, 0.33, 0.66, 1.00. The value of the answer to the question $q$
is denoted as $v_q$. To compute the weight $w_f$ of each factor $f \in FS$, we first compute its score, as an average of the answers given to each question $q$ in $Q_f$; then, the score is scaled to sum up to 1. In formulas:

$$score_f = \frac{1}{|Q_f|} \sum_{q \in Q_f} v_q \quad (4)$$

$$w_f = \frac{score_f}{\sum_{f \in FS} score_f} \quad (5)$$

C. The User’s Knowledge (UK)

Questions in this part of the questionnaire aim to understand the user’s knowledge in the IT Security field. Users are asked to judge their own knowledge and ability on IT security-related topics, such as computer and internet usage, privacy policies, https, pki, reputation, and digital certificates. A four-item scale is used for the answers (each item has a numerical value associated): no knowledge (0.00), limited knowledge (0.33), good knowledge (0.66), and expert knowledge (1.00). The global UK is computed as average of the values associated to the answers.

V. RESULTS

A web interview methodology was chosen for our survey: respondents, selected by our random procedure, received an e-mail, and a reminder one week later, explaining the scope of our research and inviting them to participate to our online questionnaire. In the e-mail, they were informed of the anonymous nature of the questionnaire.

A total of 335 valid responses were collected. Responses presenting missing values were ignored since their percentage was below the 20% and this, as indicated in [43], does not effect our final results. To check the presence of CMV (Common Method Variance), i.e. the “variance attributable to the measurement method rather than to the constructs the measures represents” [44]), Harmans one-factor test was conducted. No single factor with covariance bigger than 50% emerged from the test, indicating that CMV does not constitute a problem for our study.

A. The Sample

Our respondents group is composed of 76% male and 24% female, which reflects the overall population at TU/e. The age distribution, divided for gender, is the one presented in Figure 2: the graph shows the percentage of the male component (respectively the female) falling in each of the age categories. In each category men and women are more or less equally represented but there is a lack of respondents aged 65 or older: this is mostly due to the fact that retired people were not invited to fill the questionnaire.

Figure 3 shows the education level accomplished by our respondents: assuming that persons who already got a master degree are employees at the TU/e, we can say that 60% of our sample is formed by students and 40% by employees, matching the sample frame.

B. Factors’ Importance

Results of our experiment confirm that the weight of a factor of trust is not the same in different application domains (hyp. 1). The graph in Figure 4 represents the factors ranking in two of the different scenarios we considered: e-banking (Figure 4(a)) and e-commerce (Figure 4(b)). Below we describe notable results, and provide possible explanations.

In the e-banking domain, the factor that influences the perception of trust the most is the brand name: this supports the theory that trust in traditional banking influences trust in the online bank [19]. As expected, another factor of trust is represented by the presence of security mechanisms: 89% of our respondents asserted they verify (always or very often) that the online banking transactions are carried out through the HTTPS protocol. Furthermore, reliability and availability appears to be essential for e-banking environment: frequent error messages and crashes influence the feeling of trust towards the online bank. The presence of trusted seals and the risk associated to the use of the website, have the same importance, exceeded by the Look&Feel of the bank’s website that is considered more important.

Surprisingly, the factors reputation and privacy do not seem to considerably influence user’s perception of trust. It appears that users do not look for third party opinions about their online bank: 59% of our respondents said they never (or almost never) verify the reputation of the e-banking service provider and 45% does not bother to ask their friends about what kind of experience they had with the online bank. This can be explained by the fact that users do not like to manually collect and evaluate feedback on their own, but not necessary that they
would not like to use automatic systems providing them with the reputation of the service (a fact confirmed by the success of reputation systems such as TripAdvisor \(^3\)). Another reason for the low importance given to reputation in e-banking can be that users trust the brand and, then, the on-line version too, so that they do not have to check reputation.

The privacy factor needs special attention: in all the scenarios we analyzed, its weight is never higher than 0.05. This result can be misleading, letting us think that users do not care about privacy. Actually, most of the respondents said they never read the privacy policy stated by a website. This does not necessarily mean users are not interested in their privacy but, most probably, that mechanisms currently used to address the privacy issue (privacy policies above all) are not usable enough. Privacy policies, indeed, are too long, written in a complex language, which is difficult to understand, and for this reason they are just ignored by the users. This result suggests that new mechanisms, easy to use and allowing the user to understand how good or bad a privacy policy is, are necessary.

In the e-commerce settings, the factors’ ranking is different from the one presented in the e-banking scenario, with a slightly more uniform weight distribution. The most important factor is the reliability and availability, followed by brand name. It is interesting to note how users care more about the aspects of a website (Look&Feel) than about its security mechanisms: their trust is influenced by a good-looking web site from a well known firm that works good. The risk factor is a bit more important than in the e-banking, and third party seals is almost as important as in the e-banking environment. Privacy and reputation are still at the bottom of the list.

A comparative graph, showing the factors’ ranking differences amongst the domains we analyzed is presented in Figure 5. The graph is divided into three bands of equal width, defining the importance of a factor as low, medium or high. We can observe that the brand name is especially high in the e-banking scenario, maybe because a strong connection between on-line and off-line organizations mainly exists with banks. Usability gains importance in the e-portfolio and e-health, we think because users expect more usability for this kind of services, that are still not so popular. E-banking and e-commerce, indeed, have almost de facto standard features (e.g. wish-lists or carts) that help users in understanding how a website works even if they never used it before. This is not true with the newborns e-health and e-portfolio services.

The quality and Look&Feel is considered very important in the e-portfolio, at cost of risk and third party seals, slightly lower for the e-portfolio but almost constant elsewhere. The factor reputation, is also almost uniform in all the domains we considered, but in the e-commerce, where it is more important probably because it is the domain with the highest presence of automatic reputation systems (e.g. eBay, TripAdvisor). For the reasons explained before, privacy is the only factor occupying the low band in each scenario, while reliability and availability is always in the high band, suggesting that, to get the user’s trust, it is very important to have an always-available, error-free service.

Although security is one of the most important factors in e-banking and e-commerce, its weight drops in the e-health and e-portfolio domains. This is counterintuitive since both the domains, especially the e-health, manage extremely sensitive data. In these domains, users should require much stronger security mechanisms. The following observations might help in explaining this phenomenon: i) e-health and e-portfolio are still not well known services, and, although our respondents have been provided with an example of use, only a low percentage of them (1.5% for e-health and 15.8% for e-portfolio) had previously used, at least one time, such services (versus the 96.7% of e-banking and 71.9% of e-commerce); ii) since sensitive data are collected in such domains, users may assume that the service providers will be specialist of the sector in which they have a pre-built trust (e.g. hospitals or government institution). However, further analysis are required to clarify why security is not considered as important as expected in these domains.

C. The User’s Knowledge

To measure the user’s knowledge we considered the ten questions on the IT Security topics, as explained in Section IV-C. The Cronbach’s alpha test was conducted to calculate the reliability of the scale. The item-total correlation is above 0.5 for each item (values above 0.3 are acceptable) and the

\(^3\)www.tripadvisor.com/
Cronbach’s alpha value, for all the items we used to build UK, is 0.9, proving the reliability of our scale.

UK has been computed summing the value associated to each answer, and then dividing the sum by the number of items. The minimum registered value for UK (-ranging in [0,1]) was 0.07, and the maximum 0.87. A correlation analysis between the weight of the factors and the user’s class of knowledge, was carried out and the results are presented in Table II. We used the Speraman’s non-parametric correlation test since the normal distribution assumption was not verified by our sample.

Table II shows that a correlation amongst the weight of each factor and UK, does exist for usability, quality and Look&Feel (excluding the e-health context), privacy, reliability & availability, and security, while this has not been confirmed for brand name, reputation, risk (excluding the e-commerce context) and third party seals (excluding the e-banking context). Note that risk, reputation and third party seals, constant over domains, are also constant over knowledge, showing no correlation.

Observing the graphs in Figure 6, obtained using a clustering technique to classify the user according to his knowledge, we can conclude that users with no or limited knowledge tend to put more attention on factors such as reliability & availability, Look&Feel, usability, and brand name. At the increasing of the knowledge level, also the importance associate to factors such as security, risk and privacy increases.

The fact that the weight of privacy increases with knowledge support the idea that current privacy mechanisms are not easy to be understood and therefore require much knowledge. The graph shows the results for the e-commerce domain but the trend is the same for the other domains accordingly to the correlation coefficients shown in Table II.

### VI. CONCLUSIONS

In this paper we analyzed the user’s perception of trust. Based on the existing trust perception models (TPMs) taken from Literature, we developed a general trust perception model (GTPM) that contains a comprehensive set of trust factors. The GTPM can be used to measure the user’s perception of the trustworthiness of a website, in different application domains. Also, we argued that trust perception is influenced by the user’s knowledge in the IT Security field and, specifically, we hypothesized that such knowledge influences the importance users give to the different factors of trust. The results of a user study, aiming at investigating the main hypotheses of our research, have been presented, confirming that the weight of a factor changes according to the application domain (hyp. 1) and to the user’s knowledge (hyp. 2). Particularly, the weight of privacy and security increases with the knowledge, while for reliability & availability, usability, and Look&Feel the weight decreases where the knowledge increases.

To the best of our knowledge this is the first attempt to quantify the user’s perception of trust; while previous studies are limited to identify the set of factors influencing trust, we focused on quantifying the importance associated to each factor in a given application domain. The results of our study can be useful to website developers, to focus on the elements that need to be addressed to make a site trustworthy. Moreover, this work can be considered as a first step towards a trustworthiness evaluation process: once detected the important factors and their weight, researchers can look at ways to find metrics to measure the factors and to quantify the trustworthiness of a website.

Note that in our questionnaire, we did not account for the disposition to trust. This has mainly been done to keep the questionnaire short enough to avoid a big drop in responses. Measuring the user’s disposition to trust, e.g. using Rotter’s scale [3], and investigating its relationships with the ranking
of the trust factors, would represent an interesting future work. A limitation of our work regards the question used to assess the privacy’s weight: we asked the users whether they read the privacy policy stated by a service provider. To get a real view on the privacy one should reformulate this question and ask, for example, whether the way service providers address users privacy influences his trust in the website. Finally, we want to observe that users were provided with a scenario of the e-services they were supposed to use and not with real on-line services; we are considering to compare the results we obtained in this way with those that can be obtained after users experienced a real e-service in each of these domains.
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