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Chapter 1

Introduction

1.1 Atmospheric pressure plasmas

A plasma is a (partially) ionized gas of which the properties are determined by the charged species. The plasma state on itself is not stable, and energy has to be fed to the plasma in order to sustain it. If the energy source is removed, the ions and electrons will recombine and the plasma will quench in a matter of nanoseconds up to milliseconds, depending on the conditions. Usually the energy is provided in the form of an electric field between electrodes. The electric field accelerates the charged particles, and through collisions they form new charged particles. In the cascade that follows a plasma is formed.

In most plasmas only a small fraction of the particles is ionized. Only in extreme cases—for example in fusion reactors—a plasma is fully ionized. The plasmas used in this work have an ionization degree in the order of $10^{-6}$–$10^{-5}$. In these plasmas not only ions and free electrons are created, but also a zoo of neutral species: atoms, molecules, radicals and other dissociation products of molecules, particles in excited state, and photons. Because the ionization degree is low, the densities of the neutral species are much higher than of the charged species, and neutral chemistry will be extremely important.

A way of improving the energy efficiency of sustaining a plasma is to apply a high frequency AC voltage to the electrodes, in contrast to a DC voltage. The used frequencies are usually radio frequencies (RF) in the kHz–MHz range, up to microwave frequencies in the GHz range. The electrons have a low mass and are easily accelerated up and down by the electric field. The ions, having a much higher mass, cannot keep up with the quickly alternating field, and remain effectively motionless. As a result, the energy is transferred primarily to the electrons. The energy is then transferred to the heavy particles mainly by elastic collisions. However, the amount of energy that is transferred in a collision between electrons and heavy particles is small, because of the high mass ratio ($\Delta E \propto 2m_e/m_h$), and the energy transfer is thus very inefficient. As a result, the electron temperature is much higher than the heavy particle temperature, or gas temperature ($T_e \gg T_g$). This means that the plasma is not in thermodynamic equilibrium. Such a non-equilibrium state is typical for plasmas with a low gas temperature.

In plasmas at low pressure (in the order of a mbar) the particle density is low, there
are few collisions between electrons and heavy particles, and the non-equilibrium state is relatively easily maintained. At high pressure (1000 mbar) there are more collisions, and the energy transfer between electrons and heavy particles is much larger. The energy which is needed to sustain the plasma is for a large part lost into heating of the gas. With increasing pressure the plasma has the tendency to become unstable and filamentary; typically a glow-to-arc or a streamer-to-spark transition occurs. It is therefore much more difficult to sustain a plasma at atmospheric pressure than it is at low pressure. Several approaches are used to achieve a stable low temperature plasma at atmospheric pressure, all of which aim towards the inhibition of the glow-to-arc transition [1, 2]. Because when an arc occurs, the current through the plasma increases, which heats the gas and creates a thermal plasma. Such plasmas are used for applications such as welding, cutting and waste processing but for most applications this is a situation which is to be prevented.

- One possible plasma generation scheme is the dielectric barrier discharge (DBD). In this plasma source the electrodes are covered by a dielectric layer, to self-limit the current in the plasma filaments and prevent arcing. Although plasmas with low gas temperatures can be achieved this way, DBDs mostly generate non-uniform plasmas with randomly appearing filaments. A less restrictive variant of the DBD is the resistive barrier discharge (RBD), where a resistive layer covering the electrodes limits the plasma current and prevents the transition to arc.

- Another way of achieving low temperature plasmas at atmospheric pressure is miniaturization, by the creation of micro plasmas. Micro plasmas are discharges with sizes of a few µm up to 1 mm. Due to the small size of the discharge the heat losses to the surrounding are large compared to the volume. Consequently, the power densities can be much higher than in similar plasmas of larger size, without the corresponding high gas temperatures.

- Arcing can also be prevented by nanosecond pulsed plasmas. In these plasma sources the plasma power is modulated with short (ns) pulses. In this way the discharge period is kept short, and the plasma is switched off before a streamer-to-spark or glow-to-arc transition can occur.

- With most of these methods the plasma is created within the confined space between the electrodes. This limits the number of applications, since plasma treatment is also confined to this space. This problem is solved with the use of atmospheric pressure plasma jets (APPJs), which are the subject of investigation in this thesis. In an APPJ the plasma is produced in a tube through which a gas flows, with a rate of usually a few standard liter per minute (slm). The plasma is blown out of the tube, together with the plasma produced reactive species, which can than be used for the treatment of surfaces of various kind. APPJs are operated mostly with RF or microwave frequencies. Arcing is prevented by carefully controlling the combination of gas flow, plasma power and driving frequency.

Note that the above methods are not mutually exclusive, and they are often combined to yield optimum results in terms of gas temperature and species densities [3]. For example,
1.1. Atmospheric pressure plasmas

Plasma jets exist with a DBD configuration, or as small size jets known as µ-APPJs. Also APPJs are often pulsed.

Atmospheric pressure plasmas are most easily sustained in noble gasses (He, Ne or Ar), therefore these gasses are often used as feed gas. In this thesis we investigate plasmas operated in Ar or He with additions of a few percent N₂, O₂ or air.

1.1.1 Applications of atmospheric pressure plasma jets

Non-equilibrium atmospheric pressure plasmas have one thing in common. They are all used for their plasma chemistry [4]. The energetic electrons in the plasma lead to an electron driven chemistry, in which various kinds of reactive species are produced. The plasma produced species are used for the chemical treatment of gasses, liquids and surfaces. Non-equilibrium atmospheric pressure plasmas are applied because they provide an energy efficient way of producing the required reactive species, while keeping the gas temperature low, or simply because sometimes there is no good alternative way of achieving the desired chemistry. An example of this is ozone generation [5].

An easy and often-heard explanation of why atmospheric pressure plasmas are favorable over low pressure plasmas, is that atmospheric pressure plasmas do not need an expensive vacuum system. Indeed, vacuum systems are bulky, expensive and require a lot of maintenance. But on the other hand atmospheric pressure plasmas generally require a higher gas flow compared to low pressure plasmas, which on the long run could be even more expensive than a vacuum system. This has to be considered case by case.

The biggest benefit of an atmospheric pressure plasma is the chemistry. Due to the high density in the plasma, active species are formed in high densities as well. Even though the ion density itself is often very low, up to the point where it has barely an influence on the chemistry. For example a plasma with just a few percent of air produces reactive species like atomic oxygen (O), atomic nitrogen (N), OH, NO and O₃, in densities orders of magnitude higher than the actual electron density (as will be shown in this thesis).

In the treatment of surfaces the reactive species have to be brought in contact with the surface. In some applications the plasma can be generated on the treated surface itself, by using the surface as one of the electrodes or as a dielectric layer. However, in many applications this is not possible and the reactive species have to be transported to the treated surface. In these situations atmospheric pressure plasma jets are used. In the jet, high fluxes of reactive species are generated with a flow of gas, and are made available for use in chemical treatment outside the region between the electrodes.

Some plasma produced species are stable enough to exist outside the active plasma region, for example NO and O₃. If these are the species that perform the treatment, it is not even necessary to bring the treated surface in direct contact with the plasma. Furthermore, because the species have a long lifetime, the treatment time can effectively be much longer than the actual plasma operating time. APPJs are very flexible with a scalable plasma size, in order to treat surfaces in various shapes and sizes. On the one hand, µ-APPJs are used to perform treatment localized to within 0.1 mm. On the other hand, arrays of APPJs are used to treat large surfaces [4].

Examples of applications of APPJs are plasma enhanced chemical vapor deposition [6], the treatment of foils to improve printability, to clean the surface, or to apply a protective
coating [7]. The low gas temperature makes it possible to treat heat sensitive materials, such as polymers [8], paper, or biological material.

The treatment of biological materials by an APPJ has in the last decade led to the emerging of a whole new research field: plasma medicine. Plasmas are found to initiate, promote, control, and catalyze various complex behaviors and responses in biological systems [9, 10], and this has led to a number of promising applications. Plasmas can kill bacteria and can therefore be used for bio-decontamination [11–13]. This is especially useful for heat sensitive materials which are not compatible with the standard heat sterilization treatments. The effects of a plasma on a bio-material are not always destructive in nature. Tests have shown that a treatment with an APPJ can improve the healing of wounds and help curing skin diseases [9, 14, 15]. Laroussi [16] presents a number of promising real-life applications, including improving blood coagulation, reducing infection, activating platelets, and enhancing fibroblast proliferation without damage to living tissue. Even the treatment of cancer has been suggested [17]. The treatment requires no physical contact between the plasma device and the live tissue. Therefore, the treatment causes less pain to the patient and the risk of infection during treatment is greatly reduced. However, the results are of a preliminary nature, and more careful work needs to be done before APPJs can establish itself as a technology used routinely and effectively in wound care.

1.1.2 Research goals

The main benefit of APPJs—the rich chemistry—is at the same time the biggest challenge in research. The amount of involved species and chemical reactions is so vast, that identifying the dominant processes is like looking for a needle in a haystack. Some modeling of the chemistry of APPJs already includes dozens of species and more than 1000 reactions (see for example [18]). These models are complex and always tailored to specific plasma conditions. Often, assumptions are made about temperatures and equilibrium conditions. The used reaction rates are sometimes not accurately known and often different values can be found in literature. No generally applicable descriptive models exist. Experimental verification of these models by measuring the absolute species densities is necessary. The most reliable source of information, currently available, on the plasma chemistry in APPJs comes from experiments. The goal of this thesis is therefore to provide experimental data to help understanding the plasma chemistry in APPJs.

The present status is that plasma are widely used in industrial applications, but surface treatments by APPJs is often based on trial and error, with only rudimentary knowledge of the involved processes. This limits innovation, since the effect of a change in the plasma is largely unpredictable. The same holds for plasmas used for biomedical applications. Very promising results have been achieved in clinical trials, and there is a very basic understanding of the species involved. But the physiologic processes and how they are effected by the plasma, including possible side effects, are still largely unknown.

However, progress is made. As the 2012 Plasma Roadmap [19] puts it:

"Plasma medicine nowadays has the scientific status that plasma etching had around 1980. In the 1980s, the semiconductor industry was already using plasma etching on very large scales in their production processes. That fact has enabled Moore’s law to continue to be valid in that period. Nevertheless,
the plasma physics community had no idea how exactly the etching process worked. (...) Around 1990, the large R&D Review Article effort in both industry and academia enabled a much better understanding of the etching process. (...) This is an example of where R&D first had to catch up with industry, but later on was able to trigger new technologies. I think that this is true for the plasma medicine community now.”

Basically, the requirements of the plasma medicine community are no different from other industrial users of APPJs. They require a plasma jet which is reliable, reproducible and has a low gas temperature. On top of that, a good understanding of the involved chemical processes is needed. In plasma medicine the requirements are even more strict than in other fields of industry. Not only are live tissues the most complex type of surface to be treated by an APPJ. Also, understandably (and fortunately), the medical community is much more reluctant in putting untested methods into practice than, for example, the semiconductor industry. In the area of plasma physics the Roadmap mentions the following research questions:

- Where in the plasma are the reactive species, photons and electrical fields produced and what is the production mechanism?

- What are the fluxes and energies of the various species that the plasma delivers to the cells and tissues?

- What are the gas flow patterns?

These questions are in fact valid for many types of APPJs, whether they be used in industrial or in biomedical applications. These points describe the goals of this thesis in a nutshell.

Specifically this means that we measured the absolute density and temperature of reactive species in APPJs. An insight in the densities and flow patterns, as well as the production mechanisms is given by performing the measurements time and spatially resolved and correlating the results. The reactive species investigated in this thesis are: electrons, nitric oxide (NO), atomic oxygen (O), molecular oxygen (O_2) and molecular nitrogen (N_2). The specific processes involving these species are introduced in the respective chapters.

The species densities as well as gas and electron temperatures are measured using different types of previously reported diagnostics. Since many of these diagnostics were often developed for low pressure plasmas, at high pressure many of these conventional techniques are not possible or need to be modified. Challenges that have to be faced are, for example, interfering signals as a result of air entrainment into the jet, or the heavy quenching by collisional transfer of measured signals due to the large particle density. Several innovations to plasma diagnostics are presented in this thesis.

The obtained results are not only useful in the research on APPJs, but also to atmospheric pressure plasmas in general. Some of the investigated diagnostics are used in other fields of research as well, such as combustion, and the results presented in this thesis can be also of use in these fields.
1.1.3 Types of APPJs used in this research

The plasma sources used in this thesis are APPJs, similar to the ones used for various applications, including treatment of live tissue. The jets operate in an ambient air environment, and are subject to the entrainment of air into the jet. Three different sources are used, which cover a large range of plasma parameters, such as temperatures and electron density. Table 1.1 shows an overview of the different plasma parameters of the three plasma jets.

- **The surfatron microwave jet** (figure 1.1a) is operated in an argon flow. The surfatron launcher consists of a cavity around a ceramic tube, which is tunable such that the electric field amplitude of the microwave is highest at the opening in the cavity, near the tube. The microwave is then propagated as a surface wave along the plasma edge. The power deposition is therefore spread across the length of the plasma jet, and concentrated on the plasma edge [20]. The plasma jet is characterized by a relatively high electron density and relatively low gas temperature compared to typical microwave discharges. The gas temperature is reduced even further through cooling by an additional air flow through the cavity. The jet is operated with pure argon, since it does not allow for significant admixture of molecules in the feed gas without retraction of the plasma column into the launcher. However, oxygen and nitrogen molecules are present in the plasma by entrainment of ambient air when the surfatron is operated in an air environment. (see chapter 2).

- **The coaxial microwave jet** (figure 1.1b) is also operated with a microwave power source, but with the electrodes in a coaxial arrangement. This plasma source has a simple and robust design, which allows it to be used with a wide range of gasses, even pure air [21]. We use helium as a main gas, which generally—compared to argon—produces a plasma with higher gas temperature, lower electron density, and which is less filamentary [22]. The tube diameter in the coaxial microwave jet is much wider than in case of the surfatron, so for the same gas flow rate the gas flow velocity is lower and air entrainment is less important. Therefore the air admixture can be studied without the dominant effect of air entrainment. The power deposition is concentrated at the tip of the central electrode, which produces a diffuse plasma. The gas temperature is higher than for the surfatron, which is caused by the used gas mixture, the longer residence time of the gas in the plasma, and the lack of additional cooling compared to the surfatron (see chapter 4).

- **The RF jet** is operated with a radio frequency (RF) power source, in a glass tube with a pin electrode in the center. For the grounded electrode two configurations are used, a ring (figure 1.1c) or a plate (figure 1.1d). These configurations produce what is known as a cross-field or a linear-field jet [23]. The jet is operated with argon, premixed with a few percent of O$_2$, N$_2$ or dry air. The RF allows the plasma to be run stably with much lower operating powers than in the case of microwave. To reduce the time averaged plasma power even further, the 13.6 MHz RF frequency is modulated with a 20 kHz pulse and 20% duty cycle. The resulting plasma has a low gas temperature. In some conditions the temperature barely exceeds room temperature [24]. The jet resembles the commercially available kINPEN [7], which
1.2 Plasma diagnostics

Table 1.1: Types of atmospheric pressure plasma jets used in this thesis

<table>
<thead>
<tr>
<th>plasma source</th>
<th>surfatron jet</th>
<th>coaxial microwave jet</th>
<th>RF jet</th>
</tr>
</thead>
<tbody>
<tr>
<td>configuration</td>
<td>surfatron launcher</td>
<td>coaxial</td>
<td>pin-ring or pin-plate</td>
</tr>
<tr>
<td>frequency</td>
<td>2.45 GHz</td>
<td>2.45 GHz</td>
<td>13.6 MHz, pulsed</td>
</tr>
<tr>
<td>gas flow</td>
<td>Ar</td>
<td>He + 0–6% air</td>
<td>Ar + 0–4% air, N₂, O₂</td>
</tr>
<tr>
<td>tube diameter</td>
<td>0.8 mm</td>
<td>12 mm</td>
<td>1.5 mm</td>
</tr>
<tr>
<td>flow speed</td>
<td>33 ms⁻¹</td>
<td>0.9 ms⁻¹</td>
<td>9 ms⁻¹</td>
</tr>
<tr>
<td>plasma power</td>
<td>≤ 50 W</td>
<td>18–55 W</td>
<td>0.3–8 W</td>
</tr>
<tr>
<td>gas temperature</td>
<td>400–700 K</td>
<td>700–1700 K</td>
<td>300–550 K</td>
</tr>
<tr>
<td>electron density</td>
<td>10^{20}–10^{21} m⁻³</td>
<td>10^{18}–10^{19} m⁻³</td>
<td>10^{19}, 10^{20} m⁻³</td>
</tr>
</tbody>
</table>

is used for the treatment of biomedical samples. The main advantage of the RF source used in this work compared to the kINPEN is that we are able to accurately measure the plasma dissipated power, which has (as will be shown in chapter 7 and 8) a major effect on reactive species production.

1.2 Plasma diagnostics

To measure spatially resolved species densities with sub-millimeter resolution in an APPJ, and to determine fluxes and flow patterns, puts high demands on the diagnostics. Often the diagnostic methods, such as probes or spectroscopic techniques are developed for low pressure plasmas. In order to apply these methods to APPJs they have to be adapted to the small sizes and high collisional environments, typical for APPJs.

The first requirement is that the diagnostics are non-intrusive. For this reason probes—such as Langmuir probes to measure electron densities, an important tool in low pressure plasmas—cannot be used in APPJs, or at least not inside the active plasma region. Even the smallest probes introduce a surface inside the plasma which completely alters the electric field and gas flow pattern. As an example the effect of a probe is shown in figure 1.2. (The plasma source in this figure is the coaxial microwave source used with argon. The plasma is filamentary and very twitchy in the air flow. This configuration is therefore not used in further experiments.) In the plasma effluent probes can be used, however their value remains limited. An example is a thermocouple probe as demonstrated in chapter 4. Sensors that operate on larger gas volumes can be used on the gas collected from the effluent of the plasma. Examples are electro-chemical sensors (for example for the detection of NO [25]) or multi-pass laser absorption methods (see for example [26]). However, only stable species can be measured this way. Furthermore, the methods only provide spatially averaged densities.

The complex chemistry of APPJs is often different in various regions of the plasma. To study this it is required to measure in situ, with a high—sub-millimeter—spatial resolution. The diagnostics best suited to achieve this are spectroscopic methods. These methods can be divided in two groups: passive spectroscopy or optical emission spectroscopy, and
Figure 1.1: Photographs and schematic drawings of the electrode configuration of the atmospheric pressure plasma jets used in this thesis.

Figure 1.2: Example of the effect of nearby objects such as fingers or (thermocouple) probes on a coaxial microwave jet operated with argon. The images are composed of photographs with different exposure times (1/4000 s for the plasma and 1/125 s for the tube, finger and thermocouple).
active spectroscopy with the use of a laser. In case a laser is used as a diagnostic, a signal can be obtained in two ways. First a plasma induced change of the laser beam can be monitored, by measuring the beam intensity (laser absorption) or polarization. These are line-of-sight measurements, and the signal is proportional to the distance the laser beam travels through the plasma. These techniques are difficult to apply in APPJs due to the small plasma size. In this thesis no laser absorption measurements are presented, although it is worth mentioning the joint work with Shiqiang Zhang [27], in which spatially resolved O$_3$ densities have been measured in an APPJ using UV absorption.

The second type of laser spectroscopy is where the signal is measured perpendicularly to the direction of the laser beam. Depending on the wavelength of the laser and the detection system, several processes can be used to obtain information about various plasma species. These processes include laser scattering and laser induced fluorescence (LIF), which will be discussed in detail below. Both laser scattering and LIF allow highly spatially resolved measurements in one or two dimensions, depending whether a laser line or sheath is used respectively.

### 1.2.1 Optical emission spectroscopy

Because of the presence of many excited species, a plasma emits light. Simply 'looking' at this light is a powerful diagnostic. With a spectrometer one can obtain wavelength information, hence the name Optical Emission Spectroscopy or OES. Emission lines of atomic species and vibrational bands of molecular species are separated in wavelength by typically several nanometers. They can be easily measured using a grating spectrometer smaller than the page size of this book. The spatial resolution of OES is in principle only limited by the diffraction limit, provided there is a carefully designed imaging system. Nanosecond time resolution is possible with the use of a gated camera, or a photomultiplier.

Because OES is a passive technique—the signal is generated by the plasma itself—it is only applicable in the active plasma region that emits light. OES is an experimentally relatively simple technique to obtain qualitative information about the ions, atoms or molecules in the plasma. A quantitative analysis based on line intensities, however, is very tricky. The observed species are the excited states, and line intensities depend on a combination of the species’ ground state densities and the excitation processes. To obtain quantitative information about ground state densities requires prior knowledge of the excitation processes, and vice versa. Furthermore, OES is a line-of-sight method, thus the spectrum typically contains superimposed signals from different regions of the plasma. An Abel inversion of the line-of-sight measurements can be rather inaccurate, due to the small plasma size and the often small fluctuations occurring in these plasmas (see for example chapter 2).

Temperature information can be obtained from OES measurements by measuring the relative line intensity from different states, and determining the state distribution. If these states are in equilibrium, they are distributed according to a Boltzmann distribution, and it is possible to extract a temperature. With a low resolution spectrometer the vibrational distribution of a molecule can be obtained. But the energy difference of the vibrational states of a molecule is relatively large, and as a result the vibrational states are often not in
equilibrium and have typically a temperature in between the gas and electron temperature. Rotational states of a molecule have much smaller energy differences, and the rotational temperature is often assumed to be a good approximation of the gas temperature at atmospheric pressure. Although, this assumption is not always true, as will be shown in chapters 4 and 5. To resolve rotational lines a high resolution spectrometer is needed, with a wavelength resolution of typically tens of picometers or better.

With an even higher resolution, in the order of a picometer, the line broadening can be measured. Different broadening mechanisms, such as Doppler broadening and Van der Waals broadening, are measurable by analyzing the shape of an emission line. This makes it possible to obtain information, such as the temperature, from atomic species. At atmospheric pressure, however, the contribution of Van der Waals broadening (which is a type of pressure broadening) is relatively high compared to low pressure. Separating the contributions of the different broadening mechanisms is necessary and Van der Waals broadening coefficients are not always accurately known for all molecules and atoms. For this reason line broadening measurements are not included in this thesis.

1.2.2 Laser scattering

Laser scattering is a form of active spectroscopy, where the plasma is illuminated by a laser beam, and the perpendicularly scattered light is measured. The intensity of the scattered signal $S_i$ of the investigated particle $i$ is proportional to

$$S_i \propto n_i \sigma_i,$$  \hspace{1cm} (1.1)

where $n_i$ is the investigated particle density and $\sigma_i$ is the cross section. Several types of laser scattering exist, depending on the type of particle:

- **Rayleigh scattering** is elastic scattering on heavy particles (on bound electrons to be precise). The scattered signal has the same wavelength as the laser. Although in principle the signal is Doppler broadened, the broadening due to the heavy particle temperature is often smaller than the instrumental broadening and thus negligible (as in the case presented in this work). Due to the high density of heavy particles in APPJs, the Rayleigh signal is by far the strongest laser scattering signal. The Rayleigh cross section has a strong wavelength dependence ($\sigma \propto \lambda^{-4}$, which in fact is the reason the sky is blue). The signal intensity for a green laser at 532 nm proved to be sufficient, so there was no need to use lower (UV) wavelengths. The most common heavy particles in APPJs are N$_2$, O$_2$, He and Ar. Of these N$_2$, O$_2$ and Ar have very similar Rayleigh cross sections. The Rayleigh signal is thus independent of the mixing ratio of Ar and air, and the air entrainment into the jet. This makes the Rayleigh signal useful for measuring the heavy particle temperature, or gas temperature. Because in an APPJ the pressure is constant, the Rayleigh signal is—through the ideal gas law—inversely proportional to the gas temperature. The Rayleigh cross section for He is about a factor 70 smaller than for Ar, so temperature measurements by Rayleigh scattering in a He jet are not possible, unless the mixing ratio of He and air is precisely known (which is generally not the case).
1.2. Plasma diagnostics

- **Thomson scattering** is elastic scattering on free electrons. Even though the cross section for Thomson scattering is larger than for Rayleigh scattering, the electron density in APPJs is an order $10^3$ smaller than the heavy particle density. The Thomson scattering signal is therefore typically approximately a factor $10^3$ weaker than the Rayleigh scattering signal in the APPJs studied in this work. The signal has the same wavelength as the laser and is broadened due to Doppler broadening. Because of the low electron mass, and the high electron temperature, the broadening of the Thomson signal is significant. In case the electrons are distributed according to a Maxwellian velocity distribution, the shape of the Doppler broadening is Gaussian. The width of the Gaussian curve is determined by the electron temperature, while the surface is proportional to the electron density.

- **Raman scattering** is inelastic scattering on molecules. During the scattering the molecules undergo a rotational or vibrational transition to states with a higher energy (Stokes) or lower energy (anti-Stokes). The wavelength of the scattered signal is shifted with respect to the laser wavelength by the energy of the transition, which means that the Stokes lines appear towards higher wavelengths, and the anti-Stokes lines towards lower wavelengths. The wavelengths of the Raman lines are specific for each molecule, and the intensity of the lines reflects the rovibrational distribution. In this thesis we consider rotational Raman spectra of $\text{N}_2$ and $\text{O}_2$ (see chapter 2). From these spectra molecular densities and rotational temperatures can be obtained. The Raman signal has low cross sections, and in APPJs the intensity is of the same order of magnitude as the Thomson signal.

The contributions to the scattering signal from Rayleigh, Thomson and Raman scattering overlap and, depending on the use, need to be disentangled. In case where the Rayleigh signal is investigated, no special care has to be taken to separate the signals, since the Thomson and Raman contributions are negligible. In case Thomson or Raman scattering are investigated, the Rayleigh signal has to be filtered out by blocking the central laser wavelength. With the typical electron temperatures of an APPJ, the Thomson signal has a FWHM of typically a few nanometers. This, and the fact that the Rayleigh signal is very strong due to the high particle density at atmospheric pressure, puts high demands on the filtering system. For this purpose an optical system was designed by Van de Sande [28] consisting of three gratings. This triple grating spectrometer blocks the Rayleigh signal, while the Thomson and Raman signals are transmitted.

In an APPJ, both electrons and molecules exist, and also the Thomson and Raman signals overlap. The difference between these signals is the shape of the spectrum, a broad Gaussian shape versus a spectrum with narrow lines, with a similar wavelength range. This difference in shape is utilized to disentangle the Thomson and Raman signal in a newly developed fitting technique, which is described in chapter 2.

1.2.3 Laser induced fluorescence

Laser induced fluorescence, or LIF, is a form of active spectroscopy, where the laser wavelength is precisely tuned to match a transition of the molecular or atomic species. The particle is excited by the laser. When it falls back to a lower energy state, it emits a photon,
which is detected as a fluorescence signal. Usually the excitation wavelength is chosen such that the fluorescence wavelength is distinctly different from the laser wavelength to avoid interference of the laser light with the detection system. This way the density of the investigated particle can be measured with a low detection limit, in the order of ppm, down to ppb or even lower, depending on the species and the measurement conditions.

The intensity of the fluorescence signal $S_i$ of the investigated species $i$ is given by

$$S_i \propto n_i \sigma_i \Gamma(\lambda) a,$$

where $n_i$ is the investigated species density; $\sigma_i$ is the cross section of the laser absorption (related to the Einstein absorption coefficient); $\Gamma(\lambda)$ is the overlap integral as function of the laser wavelength $\lambda$, which is the convolution of the laser line profile and the absorption line, normalized such that $\int \Gamma(\lambda) \, d\lambda = 1$. Typically $\Gamma$ is a very narrow function, the non-zero part is only a few pm wide. This means that to obtain a measurable signal the laser has to be accurately tuned. On the other hand the laser excitation is very specific to one species, which is one of the main advantages of LIF. Often the LIF signal is measured integrated over the laser wavelength, in which case $\Gamma$ vanishes, being 1.

$a$ is the branching ratio of the fluorescence transition, which is the ratio of the amount of particles that emit light at the observed transition, and the total amount of laser excited particles. $a$ depends on the quenching of the excited state by collisional transfer by other species. The quenching rate (and from this $a$) can be determined from the exponential decay of the time resolved LIF signal.

One of the complications of LIF at atmospheric pressure compared to low pressure conditions is the high species density, which result in a high quenching rate and consequently a low branching ratio. The LIF signal at atmospheric pressure is low compared to low pressure. If the quenching rate is too high, the decay of the LIF signal is too fast, and the quenching rate (and therefore $a$) cannot be determined from the time resolved LIF signal.

In this thesis the following types of LIF are used:

- **LIF on NO**  
  NO is a molecule with many electronic, vibrational and rotational transitions. The ground state of NO is the $X$ state, with the lowest vibrational state having vibrational number $v = 0$. The first electronically excited state is the $A$ state. The laser is used to excite a rotational transition of the NO $X(v = 0) \rightarrow A(v = 0)$ vibrational band around 226 nm. The narrow bandwidth of the laser allows to excite individual rotational transitions within this vibrational band by fine tuning the laser wavelength. The detection system measures the fluorescence emitted by the transition to a vibrationally excited state of the electronic ground state with $v = 2$. The NO $A(v = 0) \rightarrow X(v = 2)$ band has a wavelength around 247 nm. By scanning over the laser wavelength a spectrum can be made, which represents the rotational distribution of the NO $X(v = 0)$ ground state. By fitting this spectrum the NO density and the rotational temperature can be obtained.

  By setting the laser to a fixed wavelength and scanning the detection wavelength, the rotational spectrum of the NO $A(v = 0)$ excited state is measured (although the used spectrometer can only partially resolve the rotational lines). The rotational distribution of the NO $A$ state is determined by the rotational energy transfer. This
process can be followed by measuring the NO $A$ fluorescence spectrum time resolved.

- **TALIF on O** The transitions from the ground state of atomic oxygen ($O$) have a high energy, and direct excitation would require wavelengths in the vacuum UV. Using vacuum UV lasers is experimentally very difficult, especially for APPJs operating in an air environment. Therefore, a more practical solution is to excite the transition using two-photon absorption. This technique is called Two-photon Absorption Laser Induced Fluorescence, or TALIF. In the case of $O$ the laser excites the $O \, 2p^4 \, ^3P_2 \rightarrow 3p \, ^3P_J$ transition at $2 \times 225.586$ nm. The fluorescence is measured of the $O \, 3p \, ^3P_J \rightarrow 3s \, ^3S$ transition at 845 nm. Using TALIF introduces a number of complications compared to normal LIF. First the two-photon absorption cross section is much smaller than the one-photon absorption cross section, so the signal is relatively weak. Second, the fluorescence signal $S$ is not linear with respect to the laser intensity as in the case of LIF, but quadratic. This means that for LIF the focusing of the laser does not matter, as long as the laser beam is within the detection area. For TALIF, however, due to the quadratic dependence, $S$ depends on the waist of the laser beam in the detection area. The result is that the TALIF setup is much more sensitive to small changes in the alignment of the optics. The quadratic laser dependence also makes that it is no longer sufficient to measure the average laser pulse energy to correct the signal for energy fluctuations. Since fluctuations of the laser energy no longer average out, the energy of every individual pulse must be recorded, and the average of the squared pulse energy must be used to correct the signal.

For TALIF on $O$ the absolute calibration of the signal is not straightforward, since a well calibrated source for $O$ does not exist. Instead the noble gas $Xe$ is used, because it has a comparable scheme for excitation and fluorescence.

### 1.3 Thesis outline

The chapters 2–8 each treat a separate topic within the subject of this thesis, and are organized according to the layout of a scientific journal paper. In the last chapter (9) the results of the individual chapters are briefly summarized and conclusions are drawn. The chapters contain the following topics:

- In **chapter 2** the results are presented of laser scattering measurements (Raman, Thomson and Rayleigh scattering) on the surfatron microwave jet. A novel technique is introduced to separate the contributions of Raman and Thomson scattering by fitting the spectrum. This method is also used in chapter 6.

- In **chapter 3** a method is introduced to fit rotational spectra and to obtain rotational temperatures, even if the spectrum is only partially resolved. This method is compared to the traditional Boltzmann plot. The presented fitting method is used in chapters 4, 5 and 7.
• In chapter 4 the results are presented of LIF measurements on NO in the coaxial microwave jet. Rotational temperatures of NO are determined, and compared to measurements obtained by OES. Inconsistencies in the obtained rotational temperatures of different molecules are discussed. NO densities are presented for different plasma conditions.

• The inconsistencies found in the rotational temperatures in chapter 4 lead to the hypothesis that the rotational distribution of the NO A excited state is not in equilibrium. To test this hypothesis in chapter 5, the rotational energy transfer (RET) of the NO A \((v = 0)\) state is investigated using time resolved LIF on the coaxial microwave jet. The thermalization time is measured for different gas temperatures. A link to the RET quenching rates is made by a LIF-RET model, which simulates the RET following the laser excitation.

• In chapter 6 TALIF on O is performed on the coaxial microwave jet in similar conditions as the NO measurements in chapter 4. A novel calibration method is presented for the calibration of the TALIF signal using Xe at atmospheric pressure. Also Raman and Thomson scattering measurements are performed on the jet. The results of the densities of O, O\(_2\), N\(_2\) and electrons are presented, and compared to the NO density results obtained in chapter 4.

• In chapter 7 results of LIF on NO in the RF plasma jet are presented, OES is performed on NO and N\(_2\), and the gas temperatures in the plasma are measured using Rayleigh scattering. NO densities and gas temperatures are presented for different plasma conditions, and the NO production mechanisms in the jet are discussed.

• In chapter 8 the RF plasma jet is investigated using Thomson scattering to measure the electron densities and temperatures time and spatially resolved for different plasma conditions. Raman scattering is performed to study the air entrainment into the jet, in addition O TALIF is applied spatially resolved.
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Chapter 2
Disentangling Rayleigh, Raman and Thomson scattering

Abstract

Laser scattering provides a very direct method for measuring the local electron and gas densities, and temperatures inside a plasma. We present new experimental results of laser scattering on an argon atmospheric pressure microwave surfatron plasma jet operating in an air environment. The plasma is small (approximately 1 mm in diameter) so a high spatial resolution is required to study the effect of the penetration of air molecules into the plasma. The recorded scattering signal has three overlapping contributions: Rayleigh scattering from heavy particles, Thomson scattering from free electrons, and Raman scattering from molecules. The Rayleigh scattering signal is filtered out optically with a triple grating spectrometer. The disentanglement of the Thomson and Raman signals is done with a newly designed fitting method. With one single measurement we determine profiles of the electron temperature, electron density, gas temperature, partial air pressure and the N₂/O₂ ratio, with a spatial resolution of 50 µm and including absolute calibration.

2.1 Introduction

Non-thermal atmospheric pressure plasmas have a wide range of applications, including surface modification [2], chemical conversion and synthesis [3], sterilization and wound healing [4, 5]. They do not require a complicated vacuum system, which makes them more practical. However, this inevitably means that the plasma is in contact with air. Even when the plasma is created inside a jet of a controlled gas (usually argon), there will always be a finite amount of air entrainment into the plasma. This significantly increases the complexity of the plasma physics and chemistry. The focus of this paper is the air entrainment into an atmospheric pressure plasma jet.

Besides the increased complexity another problem in the diagnostics of atmospheric pressure plasmas is their size. Many plasma jets have typical radial sizes of less than 1 mm, and these microplasmas consequently have steep gradients. This requires a very high spatial resolution in the measurements.

We use laser scattering, as this diagnostic is a good candidate for obtaining these high spatial resolutions. The laser can be focused to a small spot, and one does not have to worry about line-of-sight problems, as in optical emission spectroscopy. The different species in the plasma, like electrons and heavy particles, are probed directly by the laser, providing a reliable method for measuring densities and temperatures. This was shown recently for these non-thermal plasmas by Palomares et al [6].

Three types of laser scattering can be distinguished. First, Rayleigh scattering, the elastic scattering of photons on electrons bound to heavy particles, is used to measure the gas temperature $T_g$ [7–9]. Secondly, Thomson scattering, the elastic scattering on free electrons, is employed to measure the electron density $n_e$ and electron temperature $T_e$ [6, 8–11]. And thirdly, Raman scattering, inelastic scattering on molecules like O$_2$ and N$_2$, which gives the molecular densities $n_{O_2}$ and $n_{N_2}$, and the rotational temperature $T_{rot}$ [12, 13]. Moreover, Raman scattering will also be used for calibration [6].

In order to measure the Thomson signal, care must be taken to filter out the much stronger Rayleigh signal. An established method is to do this optically with a Triple Grating Spectrometer (TGS), which acts as a notch filter to remove the Rayleigh signal.

The Raman signal and the Thomson signal cannot be separated with a TGS, because their spectra cover the same spectral range. Consequently, laser scattering is mostly applied in situations where there is either scattering on electrons (Thomson scattering), or on molecules (Raman scattering), not both. The problem of measuring a Thomson signal in Raman active plasma's has been recognized by Narishige et al [14]. Their spectral resolution was not sufficient to resolve the rotational lines of the Raman spectrum. Therefore, they could not distinguish between the Raman and the Thomson signal directly. Instead they isolated the Thomson signal from the Raman signal by using the differences in the scattering characteristics depending on the scattering wavelength and scattering geometry. This method requires a flexible setup to measure at different laser wavelengths and scattering angles. When using a TGS this is experimentally difficult because a TGS is generally designed for one particular laser wavelength, and is also not easily movable. Furthermore, the information about the plasma in the Raman signal is not utilized.

We present a new method for disentangling the contributions of Thomson and Raman scattering to the measured signal with a newly designed fitting procedure. From one single
measurement we can obtain spatially resolved $n_e$ and $T_e$ from the Thomson signal, and $n_{O_2}$, $n_{N_2}$ and $T_{rot}$ from the Raman signal. Using this method we show new measurements of Rayleigh, Thomson and Raman scattering of an atmospheric pressure microwave plasma jet, with a spatial resolution of 50 µm.

In the next section we describe in detail the different types of laser scattering. In section 2.3 the experimental setup and the fitting method are discussed, followed by results in section 2.4. The applicability and limitations of the technique are discussed in section 2.5. The last section provides a small summary.

### 2.2 Laser scattering

When a laser beam is guided through a plasma and the scattered light is detected, the measured scattered power per unit of wavelength $S_\lambda$ can in general be given by

$$S_\lambda = f l l I I \Delta \Omega \cdot n \cdot \frac{d\sigma}{d\Omega} \cdot G_\lambda(\lambda), \quad (2.1)$$

where $f$ is a constant factor that takes into account the efficiency of the optics and camera; $l$ the length of the detection volume along the laser path; $I_l$ the incident laser power; $\Delta \Omega$ the solid angle of detection; $n$ the density of the scattering particle; and $d\sigma/d\Omega$ the differential cross section. The factor $G_\lambda(\lambda)$ includes the spectral distribution as a function of wavelength, which consists of the instrumental profile (in the case of Rayleigh and Raman scattering), or a broadened line profile (in the case of Thomson scattering). It is normalized such that $\int G_\lambda(\lambda)d\lambda = 1$.

#### 2.2.1 Rayleigh scattering

The Rayleigh scattering signal is proportional to the density of heavy particles $n_h$, which, by applying the ideal gas law $p = n_h k_B T_g$, is inversely proportional to the gas temperature $T_g$ at constant given pressure $p$. To find an absolute $T_g$, the measurement must be calibrated with a reference measurement at known temperature $T_{ref}$, so

$$T_g = \frac{S_{\text{ref}}}{S_{\text{plas}}} T_{\text{ref}}, \quad (2.2)$$

where $S_{\text{plas}}$ and $S_{\text{ref}}$ are the wavelength integrated scattered intensities of the Rayleigh signal of the plasma and the reference measurement respectively.

The differential cross section $d\sigma_{\text{ray}}/d\Omega$ for Rayleigh scattering depends on the species [17], which means that the reference measurement should in principle be done with the same gas composition. In our experiments we made reference measurements with the gas flow on, and the plasma off, assuming room temperature. The cross sections of argon and air are very similar: $5.4 \cdot 10^{-32}$ m$^2$ for argon versus $6.2 \cdot 10^{-32}$ and $5.3 \cdot 10^{-32}$ m$^2$ for $N_2$ and $O_2$ respectively [18]. A small change in the gas composition is therefore not critical.

Rayleigh scattering has a negligible broadening compared to the instrumental profile of the spectrometer, thus $G_\lambda(\lambda)$ is equal to the instrumental profile.

---

1The subscript $\lambda$ denotes that the quantity is per unit of wavelength. The wavelength integrated value is written without subscript, so $S = \int S_\lambda d\lambda$. 

---
2.2.2 Thomson scattering

The Thomson signal is Doppler broadened due to the velocity of the electrons. Thomson scattering is incoherent if the scattering parameter $\alpha \ll 1$ [16]. In our case with $T_e \approx 2$ eV and $n_e \approx 10^{20}$ m$^{-3}$ as typical conditions, $\alpha \approx 0.06$, which means that the scattering can be considered incoherent. With incoherent Thomson scattering and a Maxwellian velocity distribution, this leads to a Gaussian profile centered at the laser wavelength $\lambda_i$ [16],

$$G_\lambda(\lambda) = \frac{1}{\Delta\lambda\sqrt{\pi}} e^{-\left(\frac{\lambda - \lambda_i}{\Delta\lambda}\right)^2},$$ (2.3)

where $\Delta\lambda$ is the $1/e$ width of the Gaussian profile, which can be related to $T_e$ with [8, 16]

$$T_e = \frac{m_e c^2}{4 k_B} \cdot \left(\frac{\Delta\lambda}{\lambda_i}\right)^2,$$ (2.4)

for a perpendicular scattering angle. In this equation $m_e$ is the electron mass, $c$ the speed of light and $k_B$ the Boltzmann constant.

For perpendicular Thomson scattering the differential cross section is [16]

$$\frac{d\sigma_{th}}{d\Omega} = r_e^2$$ (2.5)

with $r_e = 2.818 \cdot 10^{-15}$ m the classical electron radius. To determine the electron density $n_e$ with equation 2.1, the measurement must be absolutely calibrated (i.e. $f \Pi I \Delta\Omega$ must be determined). This is done by means of Raman scattering on ambient air at atmospheric pressure and room temperature.

2.2.3 Rotational Raman scattering

In Raman scattering the scattered wavelength changes due to an associated transition in the rotational or vibrational state of a molecule. Because of the range of our spectrometer we consider only rotational Raman scattering. The following is described in detail by Penney et al [19] and Van de Sande [16].

The transitions from rotational quantum number $J$ to $J'$ lead to peaks in the spectrum at different wavelengths:

$$\lambda_{J \rightarrow J'} = \lambda_i + \frac{\hbar}{c} \cdot B_r \left( (J'^2 + J') - (J^2 + J) \right),$$ (2.6)

where $\hbar$ is Planck's constant and $B_r$ the rotational constant which is species dependent (table 2.1). The allowed transitions are those given by $J' = J + 2$ (Stokes) and $J' = J - 2$ (anti-Stokes). The (wavelength integrated) scattered power of each peak is proportional to the product of density and the corresponding differential cross section, that is

$$S_{J \rightarrow J'} \propto n_J \cdot \frac{d\sigma_{J \rightarrow J'}}{d\Omega}.$$ (2.7)
2.3 Experimental setup

We used a microwave surfatron operating at a frequency of 2.45 GHz to create a plasma in a ceramic tube (Al₂O₃) with an inner diameter of 0.8 mm, ending in air (see figure 2.1).

---

**Table 2.1:** Molecular constants, after Penney et al [19], except $E_{10}$, which is after Herzberg [20].

<table>
<thead>
<tr>
<th></th>
<th>N₂</th>
<th>O₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_v$</td>
<td>$2.467 \cdot 10^{-4}$</td>
<td>$1.783 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\gamma^2$</td>
<td>$3.95 \cdot 10^{-83}$</td>
<td>$1.02 \cdot 10^{-82}$</td>
</tr>
<tr>
<td>$g_I$</td>
<td>3 / 6</td>
<td>1 / 0</td>
</tr>
<tr>
<td>$I$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$E_{10}$</td>
<td>$0.289$</td>
<td>$0.193$</td>
</tr>
</tbody>
</table>

The differential cross section for perpendicular scattering can be written as

$$ \frac{d\sigma_{J \rightarrow J'}}{d\Omega} = \frac{64 \pi^4}{45 \varepsilon_0^4} \cdot b_{J \rightarrow J'} \cdot \frac{\gamma^2}{\lambda_{J \rightarrow J'}^4}, \quad (2.8) $$

with $\varepsilon_0$ the vacuum permittivity, $\gamma^2$ the anisotropy of the molecular-polarizability tensor (see table 2.1) and $b_{J \rightarrow J'}$ the Placzek-Teller coefficients, given by

$$ b_{J \rightarrow J'} = \frac{3 (J + J') (J + J' + 2)}{8 (2J + 1) (J + J' + 1)}. \quad (2.9) $$

We assume that the density of states $J$ follows a Boltzmann distribution depending on the rotational temperature $T_{\text{rot}}$, such that

$$ n_J = \frac{n_{\text{mol}}}{Z} \cdot g_I (2J + 1) e^{-\frac{B_v (J + 1)}{k_B T_{\text{rot}}}}, \quad (2.10) $$

with $n_{\text{mol}}$ the total density of the molecule, $g_I$, the statistical weight factor (table 2.1), and $Z$ the partition sum that can be approximated by

$$ Z \approx (2I + 1)^2 \frac{k_B T_{\text{rot}}}{2B_v}. \quad (2.11) $$

Here $I$ is the nuclear spin quantum number (table 2.1).

Following equation 2.1 the total measured Raman spectrum is than given by,

$$ S_\lambda (\lambda) = f \Pi_1 \Delta \Omega \cdot \sum_{J' = J \pm 2} n_J \frac{d\sigma_{J \rightarrow J'}}{d\Omega} G_\lambda (\lambda - \lambda_{J \rightarrow J'}). \quad (2.12) $$

In our experimental conditions the broadening of the rotational lines is negligible compared to the instrumental broadening. Therefore in this case $G_\lambda (\lambda - \lambda_{J \rightarrow J'})$ can be taken equal to the instrumental profile, centered at $\lambda_{J \rightarrow J'}$.

2.3 Experimental setup

We used a microwave surfatron operating at a frequency of 2.45 GHz to create a plasma in a ceramic tube (Al₂O₃) with an inner diameter of 0.8 mm, ending in air (see figure 2.1).
Through the tube argon is flushed with a flow rate of 1.0 slm, which results in a flow speed of 33 m/s. The flow can be characterized by a Reynolds number with value of about 2000. This means that inside the tube the flow is expected to be laminar, but in the jet turbulent structures appear as a result of Kelvin-Helmholtz instabilities [21].

The same setup was used by Palomares et al [6], with the difference that in our case the surfatron launcher is cooled with a flow of 20 slm of air around the tube (figure 2.1).

The microwave generator produces a forward power of 50 W. However, the actual power absorbed by the plasma is less, which can be deduced from the fact that the surfatron launcher needs cooling. A considerable fraction of the power is dissipated in the launcher, and not in the plasma.

The laser scattering is performed by focusing a pulsed laser inside the plasma. The laser (Edgewave IS6II-E) is a Nd:YAG laser operating at 532 nm. It has a pulse energy of 4 mJ and a repetition rate of 4 kHz. The scattered light is collected perpendicularly by two lenses, that image the laser beam onto the entrance slit of a *Triple Grating Spectrometer* (TGS). See also figure 2.1.

The entrance slit of the TGS is mounted horizontally, followed by a rotator to rotate the image to the vertical plane. The TGS essentially consists of two parts: the first part, consisting of the first and second grating (1800 grooves/mm) together with a mask, forms a *notch filter* to remove the central laser wavelength from the spectrum. An intermediate slit removes stray light caused by diffraction of the mask. At the same time this slit forms the entrance slit of the second part of the TGS, the *spectrometer*. The third grating (identical to the other two gratings) forms a spectrum that is focused onto an Andor DH534 iCCD camera. The optics in the TGS are designed such that the light onto the iCCD is a 1:1 image of the laser beam.

The mask is needed for Raman and Thomson measurements, to eliminate the much stronger Rayleigh signal and false stray light. To remove the false stray light even more a blackened box is built around the TGS, and black screens are placed between the light paths.

When the mask is removed, the TGS acts as a normal spectrometer. This setting is used to measure the Rayleigh signal.

The spatial resolution along the laser beam is limited by the optics inside the TGS and is about 50 µm. Perpendicular to the laser beam the spatial resolution is determined by the beam waist, and is about 100 µm. The spectral resolution of the detection system is about 0.12 nm FWHM. The linewidth of the laser is 24 pm, which is much smaller.

### 2.3.1 Fitting procedure

Rayleigh scattering measurements (TGS without mask) are performed separately, and since the signal has negligible broadening, there is no information about the plasma in the wavelength distribution. To find $S_{\text{plas}}$ and $S_{\text{ref}}$, first the signal background is subtracted, then the spectrum is simply integrated. Since $T_{\text{ref}}$ is known (room temperature), $T_g$ can be calculated using equation 2.2.

In combined Thomson and Raman measurements (TGS with mask) we distinguish three contributions: due to Thomson scattering, Raman scattering on N$_2$, and Raman scattering on O$_2$. In our experimental conditions, these contributions have similar inten-
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**Figure 2.1:** Experimental setup with the microwave surfatron launcher and the Triple Grating Spectrometer. For clarity the surfatron jet is drawn horizontally, but in reality the jet was mounted vertically, perpendicular to the laser beam and the scattering direction.

Densities, and their spectra overlap. With specially designed software, written in Matlab, we are able to fit these overlapping signals, and separate them.

To do the fitting we calculate the theoretical spectra as explained in section 2.2. The Rayleigh signal provides a suitable instrumental profile. The Raman spectra are thus calculated using equation 2.12 with $\lambda_{J \rightarrow J'}$ the normalized measured Rayleigh signal. The instrumental broadening is assumed to have a negligible effect on the Thomson signal, so no convolution is applied to the Thomson spectrum. The three contributions—Thomson, N₂-Raman and O₂-Raman—are calculated separately and summed. Also a constant background $C$ is added. So for the total signal

$$S_{\lambda, \text{total}} = S_{\lambda, \text{thom}}(n_e, T_e) + S_{\lambda, \text{N}_2}(p_{\text{N}_2}, T_{\text{rot}}) + S_{\lambda, \text{O}_2}(p_{\text{O}_2}, T_{\text{rot}}) + C.$$  

The experimental data is corrected for imaging errors of the TGS. The fitting of $S_{\lambda, \text{total}}$ is done by calculating the least square difference using the Matlab function `fminsearch`, which makes use of a multivariable search method by Lagarias *et al* [22].

Instead of using the parameters $p_{\text{N}_2}$ and $p_{\text{O}_2}$, it is more convenient to use the partial air pressure $p_{\text{N}_2} + p_{\text{O}_2}$, and the mixing ratio $p_{\text{N}_2}/p_{\text{O}_2}$ as fit parameters. The total number of fit parameters is 6: $n_e$, $T_e$, $T_{\text{rot}}$, $p_{\text{N}_2} + p_{\text{O}_2}$, $p_{\text{N}_2}/p_{\text{O}_2}$ and $C$.

To obtain absolute values of the pressure and densities, the signal must be absolutely calibrated. This is done by fitting a Raman spectrum of ambient air without plasma. In this case the temperature is fitted and the air pressure is known ($10^5$ Pa), and the experimental factors $f\Pi/\Delta\Omega$ can be calculated.
2.4 Results

The Rayleigh measurement of the plasma and the reference measurement without plasma are shown in figure 2.2. The images are accumulated over 8000 laser shots (2 s) and show spectral information along the horizontal axis, and spatial information along the vertical axis. The spectrum is peaked at the laser wavelength. In the radial direction (along the laser beam) the reference measurement shows almost no variation. This is due to the fact that the differential cross sections of argon and air are similar. In the measurement with plasma the signal decreases in the center due to higher temperatures.

Figure 2.2 shows the iCCD image of the Rayleigh reference measurement without plasma (left) and the Rayleigh scattering measurement in the plasma jet (right) at 4.75 mm from the tube end.

The fitted temperature of 308 K corresponds well with the room temperature (295 K), and the fitted N₂/O₂ value accurately matches the standard air conditions. The fit is used for absolute calibration.

Another iCCD image, taken further downstream at an axial position of 4.75 mm from the tube end, is shown in figure 2.5. In this image the air has penetrated into the argon flow,
2.4. Results

Figure 2.3: iCCD image of Thomson and Raman scattering in a microwave plasma jet, 1 mm from the tube end.

Figure 2.4: Fitting of spectra corresponding to the dashed lines in figure 2.3. The Raman spectrum of ambient air (left) is used for absolute calibration. For the fitted $p_{N_2+O_2}$ is fixed to $10^5$ Pa. The fitted values are $T_{rot} = 308$ K and the ratio $N_2/O_2 = 79.8/20.2\%$. Thomson spectrum in the plasma center (right) has the fitted values $n_e = 4.6 \cdot 10^{20}$ m$^{-3}$ and $T_e = 1.5$ eV.
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Figure 2.5: iCCD image of Thomson and Raman scattering in a microwave plasma jet, 4.75 mm from the tube end.

Figure 2.6: Overlapping Raman and Thomson scattering in the center of the plasma jet at position C in figure 2.5. The fitted values are $n_e = 1.8 \cdot 10^{20}$ m$^{-3}$, $T_e = 1.7$ eV, $T_{rot} = 386$ K, $p_{N_2+O_2} = 9.7 \cdot 10^3$ Pa and $N_2/O_2 = 80.2/19.8\%$. 
2.4. Results

Figure 2.7: Electron temperature and density obtained at 4.75 mm from the tube end.

Figure 2.8: 2D profile of $n_e$ of the plasma jet. Axial position 0 is defined at the tube end. An indication of the error bars is shown in figure 2.7.

caus[ing an overlapping Raman and Thomson signal in the center of the plasma. Cross section C corresponding to the center of the plasma is shown in figure 2.6, with a fit of the Raman and Thomson signal.

Similar fits are made at different cross sections of figure 2.5, at 4 pixels distance and each with 4 pixels binning. This corresponds to the maximum spatial resolution of the system of about 50 µm. The electron densities and temperatures obtained by these fits are shown in figure 2.7. According to the Thomson signal the plasma has a width of about 0.4 mm.

Towards the edge $n_e$ decreases, while $T_e$ increases (this is discussed further in section 2.5.2). Figures 2.8 and 2.9 show 2D plots of radial profiles at different axial positions. Figure 2.8 suggests that $n_e$ has a maximum axially at about 2 mm from the tube end. However this is an artifact which most likely can be explained by random movement of the plasma
that can be seen by eye. The plasma width is about half the tube size, and close to the tube
the plasma moves around in a flow. Further downstream however, the plasma is more
stabilized in the center of the argon flow. This makes that close to the tube the plasma
appears wider with lower \( n_e \), but in fact it is an average of the moving plasma.

The partial pressure \( p_{N_2 + O_2} \) and the N\(_2\)/O\(_2\) ratio are shown in figure 2.10. In the center
it equals \( 9.7 \cdot 10^3 \) Pa, which corresponds to 9.7\% vol. The N\(_2\)/O\(_2\) ratio fits very constantly
to \( (79.9/20.1 \pm 0.6)\% \) for each radial position. This means that the mixing ratio N\(_2\)/O\(_2\)
seems not to be influenced by the plasma. Figure 2.11 shows a 2D profile of the partial air
pressure.

The temperatures determined by Rayleigh and Raman scattering are shown in figure
2.12, and 2D profiles in figure 2.13. Although in principle these represent two dif-
ferent temperatures—translational temperature of heavy particles (gas temperature) and
rotational temperature of N\(_2\) and O\(_2\)—they are often assumed to be equal at atmospheric
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**Figure 2.9**: 2D profile of \( T_e \) of the plasma jet. An indication of the error bars is shown in
figure 2.7.

**Figure 2.10**: Partial pressures of N\(_2\) + O\(_2\) at 4.75 mm from the tube end.
2.4. Results

Figure 2.11: 2D profile of the partial air pressure (N$_2$ + O$_2$) in the plasma jet. An indication of the error bars is shown in figure 2.10.

Figure 2.12: Radial profile of the gas temperature measured by Rayleigh scattering, and the rotational temperature of air measured by Raman scattering at 4.75 mm from the tube end.
pressure. Outside the plasma $T_{\text{rot}}$ and $T_g$ indeed match, but as the air concentration decreases towards the plasma center, $T_{\text{rot}}$ is lower than $T_g$. It must be noted that the fitting method for Raman scattering yields a poor accuracy of $T_{\text{rot}}$ in the cases with only a few percent of air. Nevertheless the measured difference between $T_g$ and $T_{\text{rot}}$ seems to be in some cases larger than the error of the fitting (figure 2.12).

A number of cases where $T_{\text{rot}} < T_g$ have been observed earlier. In CO it has been reported by Zikratov et al. [23], where ro-vibrational coupling of excited states of CO can lead to distortions of the rotational distributions. Another example is the ro-vibrational distribution of H$_2$ in cascaded arc plasmas as investigated by Gabriel et al. [24]. Low $T_{\text{rot}}$ has been found for ground state H$_2$, HD and D$_2$, probably due to association processes. Similar effects could be present in our case.

### 2.5 Discussion

#### 2.5.1 Losses of vibrational ground state molecules

In the above treatment of Raman scattering the assumption has been made that all molecules are in the lowest vibrational state, and that there is no temperature dependence of the vibrational state distribution. In the case this assumption is not met, this would lead to a loss of molecules towards higher vibrational states, and thus to an underestimation of the molecular density. The ratio of the number of molecules $n$ in the vibrational level $\nu = 1$ and $\nu = 0$ is given by [20]

$$
\frac{n_1}{n_0} = e^{-\frac{E_{10}}{kT_{\text{vib}}}},
$$

(2.14)

where $E_{10}$ is the energy of the first vibrational band (1-0) (see table 2.1). For $T_{\text{vib}} = 1200$ K (about twice the maximum gas temperature) this results in an underestimation of the N$_2$ and O$_2$ density of 6% and 15% respectively. Due to the difference between N$_2$ and O$_2$ the
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Raman + Thomson

Figure 2.14: Parameter space in which Thomson and Raman scattering measurements can be applied.

$N_2/O_2$ mixing ratio (normally 80/20%) would change to 81.6/18.4%. We do not observe such a change, which leads to the assumption that the vibrational temperature is lower and the vibrational loss is less. Indeed this is likely in our continuous discharge, as Filimonov et al [25] showed that exchange of rotational and vibrational energy happens on timescales of 10 µs for the ground state of $N_2$ at a pressure of 7 mbar. In our case the rate will be even faster, since the plasma operates at atmospheric pressure, and with higher $n_e$. The underestimation of the partial pressure then falls within the error margin (of about 10%, see figure 2.10). The effect has also been observed for a coaxial microwave jet, as will be discussed in detail in chapter 6.

2.5.2 $T_e$ increase at the edge

Radially at the edge of the plasma and axially at the end of the plasma $n_e$ decreases and $T_e$ increases. This has been observed previously by Palomares et al in a similar atmospheric pressure jet [6], as well as in a low pressure microwave plasma [26]. Jonkers et al [27] have studied the effects of air entrainment on $n_e$ and $T_e$ in an atmospheric pressure plasma torch of argon. It was found that when operating the plasma torch in an air environment the size is smaller ($n_e$ decreases more rapidly at the edges) and $T_e$ is higher than when the plasma operates in a pure argon environment. Indeed the 2D profiles in figures 2.8, 2.9 and 2.11 show that $n_e$ decreases and $T_e$ increases where $p_{N_2+O_2}$ increases.

2.5.3 Experimental detection limits

The lowest electron density at which pure Thomson scattering can be applied in these types of atmospheric plasmas is about $5 \cdot 10^{18} \text{ m}^{-3}$, mostly limited by the background signal caused by plasma emission and false stray light. This limit is higher than in the case of low pressure due to the fact that the plasma is smaller and the gradients in $n_e$ and
$T_e$ are higher, so that only a small part of the iCCD is used for the actual plasma signal. At the same time the plasma emission and the Rayleigh signal are stronger, causing more background noise.

The lower limit for Raman scattering in atmospheric pressure plasmas is determined by the noise level due to the plasma background, which was found to correspond to an air percentage of about 1% vol.

To determine the limit of the described fitting method we compare the maximum intensities of the Thomson and the Raman signals. To have reliable values for the fitting parameters from both signals, the weakest signal of the two must be at least 10% of the strongest. This means that in a plasma with 10% air the lower limit for Thomson scattering is at about $n_e = 3 \cdot 10^{19}$ m$^{-3}$. For $n_e = 10^{21}$ m$^{-3}$ the lower limit for measuring Raman scattering is about 3%. The range in which Raman and Thomson scattering can be applied is illustrated in figure 2.14. Note that this figure only gives an indication, since these limits depend on other plasma parameters like $T_{rot}$ and $T_e$. Also the limits depend on experimental values like the noise level and instrumental profile, which are specific for the setup.

### 2.6 Conclusion

The method presented in this paper makes it possible to acquire temperatures and densities of electrons and molecules from Thomson and Raman scattering experiments in Raman active gasses. This greatly increases the parameter space in which these methods can be applied. It is shown that it is possible to measure profiles with a high spatial resolution of 50 µm of $n_e$, $T_e$, $n_{N_2}$, $n_{O_2}$ and $T_{rot}$ simultaneously and including absolute calibration in one single measurement.

Electron densities in the range $10^{19}$-10$^{21}$ m$^{-3}$ are measured for air concentrations of 1-10% in argon in an atmospheric non-thermal microwave plasma jet.
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Chapter 3

Temperature fitting of partially resolved rotational spectra

Abstract

In this paper we present a method to automatically fit the temperature of a rotational spectrum. It is shown that this fitting method yields similar results as the traditional Boltzmann plot, but is applicable in situations where lines of the spectrum overlap. The method is demonstrated on rotational spectra of nitric oxide from an atmospheric pressure microwave plasma jet operated with a flow of helium and air, obtained with two different methods: laser induced fluorescence and optical emission spectroscopy. Axial profiles of the rotational temperatures are presented for the ground NO \textit{X} state and the excited NO \textit{A} state.

---

Chapter 3. Temperature fitting of partially resolved rotational spectra

3.1 Introduction

The rotational spectrum of a species is a valuable data source for determining gas temperatures inside a plasma. The most common method is a Boltzmann plot, where the peak intensities of the rotational lines are plotted logarithmically against the energy of the rotational transition. Since the line intensities follow a Boltzmann distribution, the slope of the points is equal to \( \frac{1}{k_B T} \), where \( k_B \) is Boltzmann's constant, and \( T \) the temperature \([2]\). Several methods exist based on Boltzmann plots to determine temperatures with the intensities of one, two or more rotational lines \([3–5]\).

A Boltzmann plot is insightful, because deviations from the Boltzmann distribution are easily observed if points deviate from the linear fit \([6]\). Furthermore, the method does not require a lot of computational power. The difficulty arises in the determination of the peak intensities. Since this is usually done by hand, or by taking the local maxima of a spectrum, this requires that the width of the instrumental profile of the measurement device is much smaller than the spectral distance between the rotational lines. Furthermore, when the number of data points per peak is small, a fitting procedure needs to be applied to obtain the peak maxima. This can also induce additional uncertainties.

Overlapping spectra can lead to inaccuracies in Boltzmann plots. Especially for diatomic molecules with relatively high mass, such as NO and N\(_2\), the rotational lines are close together—typically in the order of a few pm—as the energy difference between the levels increases with decreasing reduced mass of the rotator. This puts high demands on the used spectrometer. Partially overlapping spectra can even occur in LIF measurements as the FWHM of dye lasers is typically of the order of 2 pm.

In cases where Boltzmann plots are not applicable, temperature determination is often done using software packages that calculate rotational spectra. Examples of such software are Lifbase from Luque \textit{et al} \([7]\), Specair from Laux \([8]\), and Lifsim from Bessler \textit{et al} \([9]\). These programs perform calculations of spectra in a similar way as shown in this paper. However, the temperature is always an input parameter, and these programs do not yield automatically the best fit to a measured spectrum. In literature several examples exist of temperatures that are determined by fitting. For example for NO a method is derived from Lifsim by Bessler \textit{et al} \([10]\), for N\(_2^+\) a fitting method is presented by Linss \textit{et al} \([11]\), and for N\(_2\), O\(_2\), OH and NO by Andre \textit{et al} \([12]\). However, finding a temperature is still often done manually by fitting the spectrum by eye. This is a subjective method and, as often found in scientific papers, this can lead to serious inconsistencies on the accuracy of the gas temperature, which is often overestimated.

In the next section we propose a method to determine the rotational temperature automatically by fitting a spectrum directly to the measured spectrum with a least-square method. The instrumental profile is incorporated into the fitting method, making it possible to fit spectra with overlapping lines, lines from different rotational branches, and to implement a background correction. In section 3.4 we apply our method to rotational spectra of nitric oxide (NO), obtained with optical emission spectroscopy (OES) and laser induced fluorescence (LIF).
3.2 Fitting method

Temperature determination is most often accomplished by rotational spectra obtained from OES and LIF. We briefly describe the procedure below.

3.2.1 Optical emission spectroscopy

In the case of OES, the light emitted by the plasma is measured with a spectrometer. For temperature determination we only need the relative intensities, and we consider rotational states from a single vibrational band. This means that we only have to consider factors which depend on the rotational state. The intensity \( I_i \) of a line of transition \( i \) is reduced to

\[
I_i \propto A_i \cdot (2J_i + 1)e^{-\frac{E_i}{kBT}} \quad \text{[OES]},
\]

where \( A_i \) is the Einstein emission coefficient for transition \( i \). \( J_i \) and \( E_i \) represent the rotational number and energy of the emitting (upper) state of the transition \( i \). The \( 2J_i + 1 \) factor accounts for the degeneracy of the rotational states, where \( J_i \) is the rotational quantum number of emitting (upper) state of the transition \( i \). The temperature dependence is included in a Boltzmann exponent, which means that this method is physically equivalent to a Boltzmann plot. \( E_i \) is the energy of the rotational state given by

\[
E_i = B_v \cdot J_i(J_i + 1),
\]

where \( B_v \) is the rotational constant. Higher order terms represent a fraction less then 1% for \( J_i < 40 \) for most species [13], and can thus be neglected in many cases.

3.2.2 Laser induced fluorescence

In the case of LIF the spectrum is measured by scanning with the wavelength of a dye laser along rotational transitions. The fluorescence signal is often a broadband signal, since a spectrometer with open slit or an interference filter (with a bandwidth of typically 10 nm) is used, such that all rotational transitions from one vibrational band are detected.

LIF is a two-step process: first a photon is absorbed, followed by emission of the populated level. After Uddi et al [14] the intensity \( I_i \) of a line of transition \( i \) can be written as\(^1\)

\[
I_i \propto \frac{A_{\text{det}}}{Q + \sum_v A_v} \cdot B_i \cdot (2J_i + 1)e^{-\frac{E_i}{kBT}},
\]

where \( B_i \) is the Einstein absorption coefficient for transition \( i \), induced by the laser. \( A_{\text{det}} \) is the Einstein emission coefficient for the detected vibrational transition, divided by the sum of \( A \) over all vibrational states \( v \), plus the quenching coefficient \( Q \). In some cases equation 3.3 can be reduced to

\[
I_i \propto B_i \cdot (2J_i + 1)e^{-\frac{E_i}{kBT}} \quad \text{[LIF].}
\]

\(^1\)In this chapter a simplified equation is used for the LIF intensity. LIF on NO is described in more detail in chapter 4.
This equation is valid if the following conditions are satisfied\(^2\):

1. the laser intensity is low and there is no saturation, i.e. stimulated emission can be neglected; 
2. vibrational energy transfer is negligible, or at least independent of the rotational state; 
3. rotational energy transfer is faster than the lifetime of the excited state, such that there is a redistribution of the rotational levels of the excited state; 
4. quenching is independent of the rotational state; 
5. the plasma is optically thin, i.e. the absorbed laser energy is negligible compared to the total laser energy.

To calculate the total spectrum \( S_\lambda(\lambda) \), the line intensities have to be multiplied with a line profile \( g_\lambda(\lambda) \) and summarized. We also add a constant background \( C \),

\[
S_\lambda(\lambda) = C + \sum_i I_i \cdot g_\lambda(\lambda - \lambda_i).
\] (3.5)

The line profile is an arbitrary function, composed of the spectral distribution function of the transition, and the laser profile (in case of LIF) or the instrumental profile of the spectrometer (in case of OES). In most cases the line profile can be adequately approximated by a Voigt profile,

\[
g_\lambda(\lambda) = G(\lambda, \Delta_G) \otimes L(\lambda, \Delta_L),
\] (3.6)

where \( G \) is a Gaussian curve with FWHM \( \Delta_G \) and \( L \) is a Lorentzian curve with FWHM \( \Delta_L \).

Of the above quantities \( A_i, B_i, \lambda_i, I_i \) and \( B_v \) are species properties, which are published for many species. Assuming these quantities are known, the resulting spectrum function is \( S_\lambda(\lambda; I_0, T, C, \Delta_G, \Delta_L) \). This function can be programmed into a computer and fitted to a measured spectrum, with \( \lambda \) as independent parameter and \( I_0, T, C, \Delta_G \) and \( \Delta_L \) as fitting parameters. We used MATLAB to perform the fitting, in particular the function \textsc{fit}, which is part of the \textsc{curve fitting toolbox}. This function performs a least-square fit, and has the ability to calculate confidence intervals of the fitting parameters. It is possible to determine \( C, \Delta_G \) and \( \Delta_L \) with other experimental methods, which reduces the number of fitting parameters to two.

### 3.3 Experimental setup

The fitting method described in the previous section is applied to rotational spectra of nitric oxide (NO), obtained with OES and LIF.

The NO source is an atmospheric pressure microwave plasma jet. The plasma source has a coaxial arrangement, with a central pin electrode and a grounded metal tube, as

\(^2\)These assumptions are checked in detail in chapter 4.
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Figure 3.1: Picture of the atmospheric pressure microwave helium jet, with the collecting fiber for OES on the foreground, and the LIF detection system in the background.

described by Hrycak et al [15] (see figure 3.1 and also the introduction in section 1.1.3). The input microwave power is 30 W. The plasma is operated with a flow of 6.0 slm helium mixed with 0.2 slm of air, resulting in a flow speed of approximately 1 ms\(^{-1}\). The tube ends in ambient air.

The OES measurements are performed using a 1 m Jobin Yvon spectrometer with a SBIG CCD camera, with an instrumental profile width of approximately 25 pm and a spectral distance of 6 pm between pixels. The light is collected using a lens and a fiber, providing a spot size in the plasma of 2 mm diameter. The measured spectrum is around 247 nm, which corresponds to the transition NO \(A^2\Sigma^+ (v = 0) \rightarrow X^2\Pi (v = 2)\).

The LIF measurements are performed with a Sirah dye laser, pumped with an Edge-wave Nd:YAG laser at 355 nm and a repetition rate of 4 kHz. The dye laser beam is frequency doubled, resulting in a UV beam around 226 nm, a maximum of 10 µJ per pulse, with a line width of 1.4 pm. The laser excites the NO \(X^2\Pi (v = 0) \rightarrow A^2\Sigma^+ (v = 0)\) transition. The detection system consists of a McPherson EUV monochromator and a Hamamatsu R8486 photomultiplier connected to a counting system. The monochromator is set at 247 nm with a wide exit slit of 1 mm and a FWHM of 10 nm, such that all rotational transitions from the NO \(A^2\Sigma^+ (v = 0) \rightarrow X^2\Pi (v = 2)\) vibrational transition are detected. The laser beam is not focused, in order to avoid saturation. The size of the laser beam and the optics that focus the LIF signal onto the entrance slit of the monochromator make that the measurements have a detection volume of approximately 1 mm\(^3\).
3.4 Applying the fitting method

Figure 3.2a shows an example of a LIF spectrum of NO. To determine the rotational temperature we applied the fitting method described in section 3.2. The rotational energy transfer rate for the NO A state is in the order $10^{16}$ m$^3$s$^{-1}$ for helium [16] and air [17]. At atmospheric pressure rotational energy transfer happens on time scales in the order of 1 ns, while the measured decay time of the excited state is 48 ns. The equilibrium condition of the rotational states of NO A is discussed in detail in chapter 5. Vibrational transfer is much slower [18] and can be neglected.

From Lifbase [7, 19] we obtained the parameters $B_i$ (for the NO $X (v = 0) \rightarrow A (v = 0)$ transitions), $\lambda_i$ and $J_i$ (for the NO $X (v = 0)$ state) for each line in the spectrum. Furthermore $B_v = 1.6961$ cm$^{-1}$ [13]. The fitted spectrum is shown in figure 3.2a, with a fitted temperature of $T_{\text{rot}} = 860 \pm 43$ K. The error margin is a 95% confidence interval as provided by the MATLAB FIT function.

From the same LIF measurement lines from the P$_2$ branch and the overlapping Q$_{12}$ branch are used to make a Boltzmann plot (see figure 3.3). The corresponding temperature is calculated to be $T_{\text{rot}} = 846 \pm 106$ K (95% confidence interval).

Results from the OES measurement are shown in figure 3.2b. In this case the resolution of the spectrum is insufficient to completely resolve the rotational lines. Consequently, making a Boltzmann plot is not possible. The temperature fitting, however, is
3.5 Conclusions

We have presented a method to automatically fit a rotational temperature to a measured spectrum. Because the line positions and Einstein coefficients are taken from literature, the method is relatively straightforward. The temperature fitting works well in situations where a Boltzmann plot is not applicable due to overlapping lines. We applied the method to rotational spectra of NO in an atmospheric pressure plasma jet. The fitted temperatures are $T_{\text{rot}} = 860 \pm 43$ K for NO in the $X^2\Pi$ ground state (measured with LIF), and $T_{\text{rot}} = 1829 \pm 11$ K for NO in the $A^2\Sigma^+$ excited state (measured with OES).
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Chapter 4

Temperature and NO density measurements by LIF and OES on a coaxial microwave jet

Abstract

Laser induced fluorescence (LIF) is used to determine the density and rotational temperature of the nitric oxide (NO X) ground state in a microwave plasma jet. The jet is operated in ambient air with a flow of helium mixed with 0–6% air. The applied microwave power is 18–56 W. The obtained temperatures are compared with rotational temperatures of the NO A excited state and the N₂ C state, obtained with optical emission spectroscopy (OES). The temperatures obtained with OES are found to be approximately 30% higher than those obtained with LIF. This suggests that the common assumption that the rotational distribution of the excited state is thermalized within the effective lifetime, is not correct for the presented experimental conditions. The absolute density of NO X is measured in situ with 1 mm spatial resolution, and is found to have a maximum of about 1.4 × 10²¹ m⁻³.

4.1 Introduction

Nitric oxide (NO) is a chemically active species, that plays a vital role in many physiological processes inside living organisms [2–4]. Consequently, the generation of NO in atmospheric plasmas is an important topic in biomedical plasma applications, as for example in the upcoming field of wound treatment [5].

The NO production rate in an atmospheric pressure plasma jet has been measured by Pipa et al using absorption spectroscopy [6] and optical emission spectroscopy [7]. In this case the plasma effluent is collected in a multi-pass cell to measure NO. Even NO detectors are on the market (see Kühn et al [8]). However, all these techniques do not allow in situ spatially resolved NO measurements, which are possible by laser induced fluorescence (LIF). Using LIF, NO is investigated to determine the density, additionally NO is utilized to probe the gas temperature [9]. Diagnostics of NO using LIF are well established in the field of combustion [10, 11] and in low pressure air plasmas [12, 13]. However LIF measurements of NO in atmospheric pressure non-equilibrium plasma jets are surprisingly scarce.

Studies of the NO production methods in combustion systems (see for example [14]) have shown that the most important mechanism produces so-called thermal NO, through the Zel’довich reactions given by

\[ \text{N}_2 + \text{O} \rightarrow \text{NO} + \text{N}, \quad (4.1) \]
\[ \text{N} + \text{O}_2 \rightarrow \text{NO} + \text{O}. \quad (4.2) \]

These reactions have strong temperature dependencies. Other mechanisms require the presence of hydrocarbons and other fuel related species, which are usually not present in an atmospheric pressure plasma jet, and are thus not applicable in our case. In low pressure plasmas it has been shown that reaction (4.1) is dominant, especially where the N\textsubscript{2} is in an excited state, either electronically (N\textsubscript{2} A \textsuperscript{3}\Sigma) or vibrationally (N\textsubscript{2} X, \textit{v} \geq 12) [12, 13]. In atmospheric pressure corona and DBD discharges it has been argued that the reaction (4.2) is more dominant [12].

In this paper we present measurements of NO in an atmospheric pressure plasma microwave jet operated with a mixture of helium and a few percent of air. NO is normally more abundantly produced at elevated temperatures. For this reason a microwave jet is used for the \textit{in situ} NO measurements. Note that microwave jets are also used for this specific reason in the plasma medicine field [8]. The absolute density of NO is measured using LIF. The absolute calibration is performed with a predefined mixture with a known concentration of NO. Since the calibration measurements are performed without a plasma, it is imperative to correct the results in the plasma for variations of gas temperature and collisional quenching, which is important at atmospheric pressure. The temperature is determined using different methods: LIF, optical emission spectroscopy (OES) of NO and N\textsubscript{2}, and with a thermocouple. To obtain the quenching rates of the NO A state we measured the time resolved LIF signal.

The NO is excited from the NO X \textsuperscript{2}\Pi ground state with vibrational number \textit{v} = 0, to the NO A \textsuperscript{2}\Sigma\textsuperscript{+} (\textit{v} = 0) excited state. The excitation is done with a UV laser beam with a wavelength of around 226 nm. We detect the fluorescence signal from the de-excitation
of the NO $A^2\Sigma^+(v = 0)$ excited state to the NO $X^2\Pi(v = 2)$ ground state around 247 nm. The same vibrational transition is measured in the OES measurements of NO.

The experimental setup is explained in the following section. The NO rotational distribution is treated in section 4.3. The LIF and OES methods are discussed in sections 4.4 and 4.5 respectively, including the fitting method used to determine the rotational temperature. The results of the temperature measurements are presented in section 4.6, followed by the results of absolute density measurements in section 4.7, and the conclusion in section 4.8.

4.2 Experimental setup

4.2.1 Plasma source

The plasma source is a microwave jet operated in open air. A gas flow of 6 slm He plus dry air ranging from 0–0.4 slm (0–6%) is flown through a metal tube with a 12 mm inner diameter. This results in a flow speed of 0.9 m s$^{-1}$. The tube is grounded, while in the center of the tube there is a tungsten pin electrode, connected to a microwave generator (2.45 GHz). The forward and reflected microwave power is measured with two thermal head detectors connected to a directional coupler (see figure 4.1. The power to the plasma (forward minus reflected) ranges from 18–55 W. More details on the source can be found in [15].

The plasma is mounted on a movable table in order to perform diagnostics at different positions in the plasma.

4.2.2 LIF setup

The NO is excited with a high repetition rate UV laser system tunable between 221–227 nm. A Sirah Cobra dye laser with a Coumarin 2 dye is used, pumped by a YAG-laser at 355 nm (Edgewave IS6III-E). The light from the dye laser is frequency doubled with a BBO crystal. The schematic of the system is shown in figure 4.2. The laser beam is not focused in order
to avoid saturation (see section 4.4.5), but is narrowed with a pinhole to a size of about 1 mm in diameter. The system operates at 4 kHz, with a typical pulse energy of the narrowed beam of 1 µJ (maximum around 10 µJ) and a pulse width of 6 ns. The bandwidth of the laser light is 1.4 pm, according to the laser specifications. The laser energy is measured with an Ophir PD10 photodiode energy sensor, that measures the pulse energy of each laser pulse individually at 4 kHz repetition rate.

The fluorescence is collected perpendicularly to the laser beam by two quartz lenses and focused onto the entrance slit of a UV monochromator. The monochromator is a McPherson 234/302 with 0.2 m focal length and a grating with 1200 grooves/mm and a blaze of 140 nm, with a range of 50–500 nm. The maximum wavelength resolution is 0.2 nm FWHM, the bandwidth can be controlled by setting the slit widths. The entrance slit is perpendicular to the direction of the laser beam in order to minimize the detection volume for maximum spatial resolution. The size of the laser beam and the focusing optics lead to a detection volume of about 1 mm³.

The signal transmitted through the monochromator is detected by a photomultiplier (Hamamatsu R8486), which is optimized for UV wavelengths. The photomultiplier signal is amplified by an Ortec 1 GHz pre-amplifier and led to a computer with a Fast Comtec P7888 time digitizer card, which counts the pulses with a time resolution of 1 ns. Because the photomultiplier is used in photon counting mode, the detection system is easily saturated. This is prevented by controlling the amount of light by adjusting the entrance slit of the monochromator. The bandwidth of the measured signal is controlled by the combination of entrance and exit slit.

To synchronize the laser and the detection system an external trigger pulse is used, generated by a BNC 575 pulse/delay generator. The laser energy sensor is also connected
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**Figure 4.2:** Experimental setup with the plasma jet, a LIF system consisting of a dye laser system and a detection system with monochromator and photomultiplier (PMT), and an OES system consisting of a spectrometer with a CCD camera.
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Figure 4.3: Time and wavelength resolved LIF signal of the microwave jet plasma with a gas mixture of He + 3% air, 30 W microwave power, measured at 5.0 mm above the tube end.

to the computer, to match the data of the pulse counting with the corresponding laser pulse energy data.

Most measurements are performed by scanning the wavelength of the dye laser to measure a rotational spectrum. The bandwidth of the laser is small enough to excite a single rotational transition. The detection bandwidth is set to 5 nm, enough to collect a full vibrational band of the fluorescence signal. For each point of the spectrum a time resolved histogram of counts is accumulated over a number of laser shots, usually 500–2000. This way we are able to measure time and wavelength resolved simultaneously. The measured spectra are corrected for variations in laser energy due to random fluctuations, and changes in dye efficiency with wavelength. An example of an acquired LIF measurement is shown in figure 4.3.

4.2.3 Calibration

To obtain absolute densities the LIF signal has to be calibrated. This calibration is performed by measuring the LIF signal of a known concentration of NO. We used a gas mixture of He with 20.0 ppm NO, obtained from a He-NO mixture supplied by Linde. The mixture is flown through the tube with 6 slm, and the microwave power turned off. Since the jet is in open air, air will diffuse into the jet and dilute the gas.

To be able to quantify the mixing with air we measured the air concentration in a pure He flow by Raman scattering on N$_2$ and O$_2$. The Raman signal was generated with a 532 nm YAG laser system, and detected with a triple grating spectrometer and an iCCD camera. Details of the setup and measurement can be found in chapter 2. The radial profile of the Raman signal intensity of N$_2$ and O$_2$ in the jet at 4 mm from the tube end is thus a direct measurement of the air entrainment. The signal from the jet was compared to the Raman signal of ambient air to calculate the air concentration in the jet. The result is shown in figure 4.4. The air concentration in the center of the tube is below 0.1%, which
is close to the detection limit of the system used. At this air concentration an NO density decrease due to dilution is negligible, and the oxidation reaction $2\text{NO} + \text{O}_2 \rightarrow 2\text{NO}_2$ is too slow to significantly change the NO density.

The LIF calibration measurements are performed at 1 mm axially from the tube end, radially in the center. At this position the width of the flow is equal to the tube diameter (12 mm), and we may safely assume that the gas composition of the calibration measurement is equal to that of the pre-mixed gas.

### 4.2.4 OES setup

Optical emission spectroscopy is performed by collecting light from the plasma with a lens connected to a fiber. The spot size of the collected light is approximately 2 mm in diameter. The light is transported to the entrance slit of a 1 m spectrometer (Jobin Yvon HR1000, with a grating with 1200 grooves/mm, blazed at 200 nm, and a range of 190–1500 nm). The spectrum is measured with an SBIG CCD camera. One CCD image of a spectrum covers a range of approximately 10 nm. The slit function, obtained with a low pressure mercury lamp, has a FWHM of 25 pm.

### 4.2.5 Thermocouple

As complimentary measurement we used a type K thermocouple to measure the gas temperature outside the plasma zone. The thermocouple can handle a maximum temperature of 700 K. Inside the plasma thermocouples cannot be used, so the measurements are performed downstream of the plasma.
4.3 NO rotational distribution

The structure of NO is well known [16]. In this work we study transitions from the electronic ground state NO $X^2\Pi$ to the electronic excited state NO $A^2\Sigma^+$ and vice versa. These states are subdivided in vibrational states with vibrational quantum number $v$ and rotational states with rotational quantum number $J$. $J$ is the total angular momentum. NO has an odd number of electrons, so $J$ is half-integer with values $J = 1/2, 3/2, 5/2, ...$.

4.3.1 NO $X^2\Pi$ ground state

The energy levels of the $^2\Pi$ ground state are best described by Hund’s case (a). This results in two multiplet components of the $X$ state, $^2\Pi_{1/2}$ and $^2\Pi_{3/2}$, each with their own set of $J$ values, separated with a relatively large spin-orbit splitting energy. The multiplet states are indicated with $F_1$ and $F_2$, for $^2\Pi_{1/2}$ and $^2\Pi_{3/2}$ respectively. The energy of the rotational states in the NO $X^2\Pi$ ground state is given by (see also figure 4.5a)

$$E_J = B_v J (J + 1) + K_e,$$

where $B_v$ is the rotational constant$^1$, with value $B_v = 1.705 \text{ cm}^{-1}$ for the vibrational state $v = 0$. $K_e$ is the electronic energy of the multiplet term that accounts for the spin-orbit splitting, with $K_e = 0$ for $^2\Pi_{1/2}$ and $K_e = 119.9 \text{ cm}^{-1}$ for $^2\Pi_{3/2}$. Effects on $E_J$ of higher order terms of $J$, and so-called $\Lambda$-splitting are neglected.

---

$^1$The rotational constant $B_v$ must not be confused with the Einstein absorption coefficient $B$, to be introduced below.
4.3.2 NO $^2\Sigma^+$ excited state

The excited state $^2\Sigma^+$ has a different structure, which is described best by Hund’s case (b). Instead of the usual $J$ the energy of the rotational states can better be described using the nuclear angular momentum $N$, which is related to $J$ by $J = N \pm \frac{1}{2}$ for spin-up and spin-down respectively. Similarly as in the case of NO X, these fine structure states are indicated with $F_i$ for $J = N - \frac{1}{2}$, and $F_2$ for $J = N + \frac{1}{2}$. The energy of the rotational states in the NO $A^2\Sigma^+$ excited state is given by (see figure 4.5b)

$$E_J = B_v N (N + 1),$$

(4.4)

with $B_v = 1.996 \text{ cm}^{-1}$ for the vibrational state $v = 0$. $N$ can take the integer values $N = 0, 1, 2, \ldots$. Again, higher order terms of $N$ and $\Lambda$-splitting are neglected.

4.3.3 Transitions

We write the quantum numbers of the NO $X$ lower level as $J_l$ and $v_l$, and in the NO $A$ upper level as $J_u$ and $v_u$. During a transitions NO $X \leftrightarrow A$ the rotational number $J$ is bound to selection rules, stating that $\Delta J = 0, \pm 1$. This results in three series of branches of rotational lines: the $P$-branch with the transitions following $J_u = J_l - 1$, the $Q$-branch with $J_u = J_l$, and the $R$-branch with $J_u = J_l + 1$. Due to the multiplet components of the states these branches are subdivided. This subdivision is denoted as $P_{ij}$, where $i$ is given by the $F_i$ of the upper state, and $j$ is given by $F_j$ of the lower state. The same goes for the $Q$- and $R$-branch.\(^{2}\)

Transitions are identified by their branch name and initial rotational number ($J_l$ in case of absorption, and $J_u$ in case of emission). See for example $R_{22}(4.5)$ as indicated in figure 4.5.\(^{3}\)

Each transition has an associated wavelength $\lambda$, and Einstein coefficients for emission $A$ and absorption $B$. These coefficients are imported from a database, which is part of the LIFBASE software written by Luque et al [17]. The line wavelength could be calculated from the energy difference using equations 4.3 and 4.4. But in order to avoid having to include higher order terms and converting wavelengths from vacuum to air, necessary to obtain the sub-picometer accuracy, we chose to use the values from the LIFBASE database.

4.3.4 Rotational distribution

If the rotational states of NO are in equilibrium, they are distributed according to the Boltzmann distribution $f_B$, given by

$$f_B(J, T_{\text{rot}}) = \frac{2J + 1}{Z_{\text{rot}}} e^{- \frac{E_J}{k_BT_{\text{rot}}}},$$

(4.5)

where $T_{\text{rot}}$ is the rotational temperature, $k_B$ the Boltzmann constant and $E_J$ the rotational energy given by equation (4.3) or (4.4). $Z$ is the rotational partition function, given by

\(^{2}\)In Hund’s case (b) $\Delta N$ is generally used instead of $\Delta J$ for the nomenclature of the branches, but for clarity in this chapter we use $\Delta J$ to name the branches.

\(^{3}\)In the case that $i = j$ the branch name is sometimes written as $P_i$ instead of $P_{ii}$.
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\[ Z_{\text{rot}} = \sum_J (2J + 1) e^{-\frac{E_J}{k_B T_{\text{rot}}}} \approx \frac{k_B T_{\text{rot}}}{B_v}. \]  

(4.6)

Depending on the spectrum, emission of different vibrational bands can overlap. In that case we take into account the vibrational distribution in the Boltzmann factor with vibrational temperature \(T_{\text{vib}}\),

\[ f_B(J, \nu, T_{\text{rot}}, T_{\text{vib}}) = \frac{2J + 1}{Z_{\text{rot}} Z_{\text{vib}}} e^{-\frac{E_J}{k_B T_{\text{rot}}}} e^{-\frac{E_{\nu}}{k_B T_{\text{vib}}}}, \]

with \(E_{\nu}\) the vibrational energy, given by

\[ E_{\nu} = \omega \left( \nu + \frac{1}{2} \right). \]

(4.7)

(4.8)

The vibrational constant \(\omega = 1904 \text{ cm}^{-1}\) for NO X and \(\omega = 2374 \text{ cm}^{-1}\) for NO A [17]. The vibrational distribution is only used in relative measurements, which means that \(Z_{\text{vib}}\) cancels out in the results.

4.4 Laser induced fluorescence

4.4.1 Two-level model

During a LIF measurement the dye laser is scanned across the transitions of the NO X (\(\nu = 0\)) \(\rightarrow\) A (\(\nu = 0\)) band. The single ro-vibronic states that are coupled by the laser are denoted as \(l\) and \(u\), for the rotational state in the lower NO X (\(\nu = 0\)) vibrational band and in the upper NO A (\(\nu = 0\)) vibrational band respectively. \(n_l\) and \(n_u\) are the densities (in \(\text{m}^{-3}\)) of the states \(l\) and \(u\).

The total density of all the rotational states in the NO X (\(\nu = 0\)) ground state is denoted by \(n_{\text{gnd}}\) and for NO A (\(\nu = 0\)) by \(n_{\text{exc}}\). If the rotational states are in equilibrium, these states are related to the laser-coupled states with

\[ n_l = f_B(J_l, T_{\text{rot}}) n_{\text{gnd}}, \]

\[ n_u = f_B(J_u, T_{\text{rot}}) n_{\text{exc}}. \]

(4.9)

(4.10)

The process that populates the upper state is absorption, which depends on the Einstein absorption coefficient \(B_{lu}\). Processes that depopulate the upper state are spontaneous emission with the Einstein emission coefficient \(A_{ul}\), stimulated emission with the Einstein coefficient \(B_{ul}\), and quenching \(Q\).

The quenching rate \(Q\) is the total rate of all collisional processes that depopulate the states from which the fluorescence signal is monitored. These processes include electronic energy transfer (EET, also known as electronic quenching), vibrational energy transfer (VET) and ionization. \(Q\) is given by the sum over the species \(i\) in the plasma with density \(n_i\) (\(\text{m}^{-3}\)) and quenching coefficient \(q_i\) (\(\text{m}^3\text{s}^{-1}\)).
Table 4.1: Rate coefficients of electronic energy transfer (EET) and rotational energy transfer (RET) for the NO $A(v = 0)$ state, and vibrational energy transfer (VET) for the NO $X(v = 1)$ state.

<table>
<thead>
<tr>
<th>Species</th>
<th>EET $10^{-16}$ m$^3$s$^{-1}$</th>
<th>RET $10^{-16}$ m$^3$s$^{-1}$</th>
<th>VET $10^{-18}$ m$^3$s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>0.0020$^a$</td>
<td>2.3$^c$</td>
<td>0.013$^e$</td>
</tr>
<tr>
<td>O$_2$</td>
<td>1.51$^a$</td>
<td>1.7$^d$</td>
<td>0.024$^c$</td>
</tr>
<tr>
<td>N$_2$</td>
<td>0.0037$^a$</td>
<td>2.9$^d$</td>
<td>0.20$^e$</td>
</tr>
<tr>
<td>air</td>
<td>0.30</td>
<td>2.5$^d$</td>
<td>0.16</td>
</tr>
<tr>
<td>NO</td>
<td>2.49$^b$</td>
<td>4.4$^d$</td>
<td>8.8$^e$</td>
</tr>
</tbody>
</table>

$^a$ Nee et al [18]  
$^b$ Settersten et al [20]  
$^c$ Imajo et al [19]  
$^d$ Lee et al [21]  
$^e$ Calculated from Wysong et al [22] with $T = 295$ K

\[ Q = \sum_i n_i q_i. \]  

Values of the coefficients for EET and VET can be found in table 4.1. No data seems to exist on VET rates in the excited NO $A$ state. As an indication relaxation rates of the NO $X$ ($v = 1$) state are given. The electronic quenching is dominant and determines the overall quenching rate (pure N$_2$ being an exception where the VET rate is of the same order). Note that we can determine the value of $Q$ directly from the time resolved measurements (see section 4.4.4) so that VET is automatically included.

Rotational energy transfer (RET) is much faster than VET, with a rate of about $6.0 \cdot 10^9$ s$^{-1}$ in air (and similar for He). This means that RET takes place on timescales smaller than the laser pulse time. However, since the fluorescence of the full vibrational band is monitored, RET does not cause a loss of signal. Therefore it is not included in quenching rates.

The absorption coefficient $B_{lu}$ (in m$^{-2}$J$^{-1}$s$^{-1}$) and emission coefficient $A_{ul}$ (in s$^{-1}$) are taken from the LIFBASE database [17]. Here $A_u$ is the sum over all transitions to lower states $l$ originating from the upper state $u$,

\[ A_u = \sum_l A_{ul} = \frac{1}{\tau_0}, \]  

where $\tau_0$ is the natural lifetime, which is available from [17].

The coefficient for stimulated emission is given by

\[ B_{ul} = \frac{g_l}{g_u} B_{lu}, \]  

where $g$ is the electronic degeneracy ($g_u = 2$ for the NO $A$ state, and $g_l = 4$ for the NO $X$ state).
4.4.2 Rate equation

The rate coefficients form a rate equation for the upper state,

\[ \frac{dn_u}{dt} = B_{lu} In_l - (B_{ul} I + A_u + Q) n_u. \]  

(4.14)

where \( I \) is the arbitrarily shaped laser intensity in J m\(^{-2}\), defined as,

\[ I(t) = \frac{E_I \Gamma}{a} i(t), \]  

(4.15)

with total energy \( E_I \) in J; \( \Gamma \) the overlap integral in s; the laser beam cross-sectional area \( a \) in m\(^2\); and \( i(t) \) the arbitrary shape of the pulse in time in \( s^{-1} \), normalized such that \( \int_{-\infty}^{\infty} i(t) dt = 1 \).

To simplify the rate equation we make the following assumptions:

1. The laser intensity is low, and only a small fraction of the NO is excited by the laser. This means that at all times \( n_u \ll n_l \), and \( n_l \) can be considered constant (this assumption is verified in section 4.4.5).

2. The quenching and emission coefficient are independent of the rotational state, i.e. \( Q, A_u \) and \( A_{exc} \) (see below) are the same for all rotational states in the NO \( A(v = 0) \) band (this is discussed in section 4.4.4).

3. The ground state distribution is in equilibrium, i.e. equation (4.9) is valid.

Assumption 1 means that stimulated emission can be neglected. Since the ground state density is considered constant, no rate equation is needed for this state. With \( n_l \) constant, RET in the ground state can be neglected. In fact, the refilling of the lower state by RET during the laser pulse even contributes to the assumption 1.

From assumption 2 we can conclude that the decay rate of the excited state is independent of the rotational state. Since the detection system measures the whole NO \( A(v = 0) \rightarrow X(v = 2) \) vibrational band, any change in the rotational distribution does not affect the LIF signal. This means that we only have to regard the total density \( n_{exc} \) of the excited state NO \( A(v = 0) \), and RET in the excited state can be ignored.

Note that assumption 3 also means that the vibrational states of NO \( X \) are in equilibrium. If the higher vibrational states are populated, this means that the \( n_{gnd} \) is not necessarily equal to the total NO \( X \) density (see the discussion in section 4.7.1).

With the above assumptions, equation (4.14) can be written as,

\[ \frac{dn_{exc}(t)}{dt} = B_{lu} n_{gnd} I(t) - (A_u + Q) n_{exc}(t) \]  

(4.16)

The solution of this equation is the convolution of the laser pulse shape \( I(t) \) and an exponential decay,

\[ n_{exc}(t) = B_{lu} n_{gnd} \int_0^t I(t') e^{-(A_u + Q)(t-t')} dt'. \]  

(4.17)
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The excited state decays to the fluorescence level with emission coefficient $A_{\text{det}}$, which includes the transitions measured by the detection system. The measured time dependent fluorescence signal $S_t(t)$ is given by,

$$S_t(t) = C V A_{\text{det}} n_{\text{exc}}(t),$$  \hspace{1cm} (4.18)

where $V$ is the detection volume ($m^3$); and $C$ is a constant factor to take the efficiency of the HönL-London factors, and thus on the pumped rotational level $u$. The detector measures the full NO $A$ ($v = 0$) $\rightarrow$ $X$ ($v = 2$) band, which means that $A_{\text{det}}$ is the sum over all branches of rotational transitions. As a result we consider $A_{\text{det}}$ to be independent of the pumped level $u$ (as stated in assumption 2). Note that RET in the NO $A$ ($v = 0$) state contributes to this assumption.

By using equation (4.15) and integrating $S_t(t)$ in time we can obtain the time integrated LIF signal $S$,

$$S = \int_{-\infty}^{\infty} C V A_{\text{det}} n_{\text{exc}} dt = C l E n_{\text{gnd}} \frac{A_{\text{det}}}{A_u + Q} \cdot \Gamma B_{\text{u}} f_{\text{B}}, \hspace{1cm} (4.19)$$

where $l = \frac{V}{a}$ is the detection length along the laser beam. A similar expression is used by Uddi et al [12]. Of these factors only $f_{\text{B}}, B_{\text{u}}$ and $\Gamma$ depend on the rotational state. The overlap integral $\Gamma(\lambda)$ is a function of the laser wavelength $\lambda$. It contains the spectral line profile, which is composed of the spectral distribution function of the transition and the laser profile. The factors which are independent of the rotational state can be combined into an intensity factor $F = C l E n_{\text{gnd}} A_{\text{det}} \tau$, with the decay time $\tau = \frac{1}{A_u + Q}$, thereby reducing equation (4.19) to,

$$S(\lambda) = F B_{\text{u}} f_{\text{B}} \Gamma(\lambda).$$  \hspace{1cm} (4.20)

The line profile is approximated by a normalized Voigt profile.

$$\Gamma(\lambda) = G(\lambda, \Delta_G) \otimes L(\lambda, \Delta_L),$$  \hspace{1cm} (4.21)

where $G$ is a Gaussian profile with width $\Delta_G$ and $L$ is a Lorentzian profile with width $\Delta_L$. To calculate a complete absorption spectrum $S_{\text{tot}}(\lambda)$ consisting of many lines, the individual rotational line intensities $S$ have to be added up over all transitions $u \rightarrow l$ denoted as $i$,

$$S_{\text{tot}}(\lambda) = F \sum_i B_{\text{ui}} f_{\text{B}}(J_i, T_{\text{rot}}) \Gamma(\lambda - \lambda_i).$$  \hspace{1cm} (4.22)

where $\lambda_i$ is the wavelength of the transition $i$. The calculated spectrum $S_{\text{tot}}$ can be fitted to a measured spectrum using Matlab to obtain $T_{\text{rot}}, \Delta_G, \Delta_L$ and the intensity factor $F$ as explained chapter 3.

4.4.3 Absolute calibration

The absolute density is obtained by calibrating the LIF intensity in a gas mixture with a known NO concentration $n_{\text{cal}}$ at room temperature. In this paper we use helium contain-
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**Figure 4.6:** Time evolution of the LIF signal, with exponential fit. The fitted decay time \( \tau = 51.0 \pm 0.1 \) ns.

ing 20 ppm NO. The absolute ground state density \( n_{\text{gnd}} \) in the plasma is then calculated as follows,

\[
\begin{align*}
    n_{\text{gnd}} &= n_{\text{cal}} E_{\text{cal}} \tau_{\text{cal}} \cdot \frac{F}{E_I \tau} \quad (4.23)
\end{align*}
\]

\( E_I \) and \( E_{\text{cal}} \) are measured during the experiment with a laser energy meter to account for fluctuations in the laser intensity between the measurement and the calibration. The difference in quenching is accounted for by measuring the decay time of the LIF signal \( \tau \) and \( \tau_{\text{cal}} \). \( F \) and \( F_{\text{cal}} \) are fit parameters, obtained by fitting the LIF spectra. Note that \( n_{\text{cal}} \) is equal to the total NO density of the calibration gas, since at room temperature all NO is in the ground state (see also section 4.7.1).

### 4.4.4 Quenching

After the laser pulse, the density \( n_{\text{exc}} \) decays exponentially with decay time \( \tau \). \( Q \) can be calculated using equation (4.11) and the rate coefficients listed in table 4.1, while \( A_u \) is given by the natural lifetime \( \tau_0 \) of the NO A state (equation (4.12)). The calculated natural lifetime for the \( \nu = 0 \) band is \( \tau_0 = 205.0 \) ns [17], while experimentally a value of \( \tau_0 = 192.6 \pm 0.2 \) ns has been measured (see [23], also for an overview of other measurements of \( \tau_0 \)).

The decay time can be measured directly by making an exponential fit of the time resolved LIF signal. See for an example figure 4.6. This time resolved signal is available for each wavelength point in the spectrum, which provides a way to measure the quenching rates for each rotational line. The result is shown in figure 4.7, showing that the decay times are distributed around an average value of \( \tau = 53.4 \pm 2.4 \) ns. A very small decreasing trend towards higher \( J \) might be observed, but this difference falls within the error margin, and can be safely ignored. We may conclude that \( \tau \) is constant for the LIF signal of different
rotational lines. This conclusion is confirmed by the fact that the exact pattern of figure 4.7 is not reproducible in subsequent measurements (not shown). Note that some of the lines overlap with lines of a different branch. In that case we are unable to distinguish between the lines.

From the observation that \( \tau \) does not depend on the initial rotational state we cannot conclude that the quenching is the same for each rotational level of the excited NO \( A \) state. Most likely RET causes a redistribution of the rotational states of the NO \( A \) state before the states decay. With the present measurements we cannot determine the RET in the NO \( A \) state, but for the LIF signal it does not matter. The decay time is independent of the rotational state, and equation (4.19) remains valid.\(^4\)

The decay time corresponding to a gas mixture of He plus 3.2% air at atmospheric pressure and 1000 K is \( \tau = 73 \) ns, calculated using the quenching rate coefficients from table 4.1. Note that we do not take into account temperature dependence of the rate coefficients. Assuming the rate coefficients at 1000 K are slightly higher than those given in table 4.1, the measured decay times are consistent with the calculation.

### 4.4.5 Linearity

In order to measure NO densities, the LIF signal must not be saturated. This means that \( n_u \ll n_l \) so that stimulated emission can be neglected. This can be checked by measuring if the fluorescence signal is proportional to the energy of the laser pulse. This measurement has been performed on a gas flow of He at atmospheric pressure, with 20 ppm NO. The results are shown in figure 4.8. The measurements in this work are performed with laser energies around 1 \( \mu J \), which is in the linear regime. The LIF signal therefore is considered not saturated.

\(^4\)A detailed discussion of RET in the NO \( A \) state is presented in chapter 5.
4.5 Emission spectroscopy

In the calculation of the emission spectrum of NO $A$, we make the assumptions that the rotational distribution of the excited state is in equilibrium, i.e. $n_u = f_B n_{exc}$, with $f_B$ including the vibrational distribution as given equation (4.7).

The measured signal is given by

$$S = C V A_{det} f_B n_{exc}.$$  \tag{4.24}

For OES measurements the spectrometer has a much higher wavelength resolution than for the LIF measurements. As a result, the emission coefficient $A_{det}$ is dependent on the rotational state. The emission spectrum $S_{rot}(\lambda)$ can be obtained using equation (4.22). The temperature of the excited state can be obtained by fitting the spectrum with the fit parameters $T_{rot}$ and $T_{vib}$ (see chapter 3).

The fitting method can only be used to fit spectra of NO, so for obtaining $T_{rot}$ from an emission spectrum of $N_2 C$ a different method was used. The $N_2 C$ spectrum was calculated using the Specair software, designed by Laux et al [24]. The best fitting $T_{rot}$ was found by manually fitting the calculated spectrum to the measured spectrum.

4.6 Temperatures

The temperature of the plasma is determined in a number of ways. The rotational temperature of NO $X$ is measured with LIF, and of NO $A$ with OES. Furthermore we measured the rotational temperature of $N_2$ with OES, and placed a thermocouple in the afterglow of the plasma.
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Figure 4.9: LIF spectrum of NO in a plasma jet of 30 W, measured on axis at 5 mm axial position. The fitted temperature $T_{\text{rot}} = 1007 \pm 50$ K.

Figure 4.10: Rotational temperatures of the NO $X$ ground state measured by LIF, on axis, at different axial positions and different values of microwave power. See figure 4.9 for an example fit.
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Figure 4.11: OES spectra measured in a plasma with 30 W power and 3.2% admixed air. The spectrum of NO \( A (\nu = 0) \rightarrow X (\nu = 2) \) (left) is measured at 1 mm axial position, with fitted temperatures \( T_{rot} = 1823 \pm 37 \) K and \( T_{vib} = 2791 \pm 258 \) K. The spectrum of the of N\(_2\) second positive system (right) is measured at 2 mm axial position, with the temperature \( T_{rot} = 1730 \) K obtained by manually fitting the measured spectrum to a spectrum calculated by the Specair software.

4.6.1 NO \( X \) rotational temperature

Figure 4.9 shows an example of a LIF excitation spectrum of NO, measured by scanning the dye laser over the rotational states of the NO \( X \) complex. The spectrum is recorded in the afterglow of the plasma, where there is almost no plasma emission. LIF measurements inside the plasma are corrected for background plasma emission. The rotational temperature is determined by the fitting procedure as described in section 4.4.2 and chapter 3. The fit includes all rotational lines in the wavelength range (118 in total) with \( J \) ranging from 1.5–31.5. Similar spectra are measured at different axial positions, and different values of microwave power. The results are shown in figure 4.10. The error margins on the temperature are the 95% intervals (2\( \sigma \)) of the fit parameter as given by the Matlab fit function.

4.6.2 NO \( A \) and N\(_2\) C rotational temperatures

The rotational temperature of the NO \( A \) excited state is determined with an emission spectrum measured with OES. An example of an NO spectrum in the range 240–248 nm is shown in figure 4.11a, with temperature fit (section 4.5). The measured vibrational transition NO \( A (\nu = 0) \rightarrow X (\nu = 2) \) is equal to the detected fluorescence of the LIF measurements. There is an overlapping contribution of the NO \( A (\nu = 1) \rightarrow X (\nu = 3) \) band—best visible as a bump in the spectrum around 243–244 nm—which is not present in the LIF spectrum. Therefore the Boltzmann factor of equation (4.7) has been used and the spectrum has been fitted with the vibrational temperature as extra fit parameter. The fitted \( T_{vib} \) is considerably higher than \( T_{rot} \). The temperature profiles of different microwave powers
Figure 4.12: Axial profiles of the rotational temperature of NO \( A \) (left) and \( N_2 \) \( C \) (right) from the plasma jet emission, at different values of microwave power. The pre-mixed air concentration is 3.2%. See figure 4.11 for typical examples of the fitted experimental spectra.

The NO is chemically produced in the plasma, and depending on the production method the NO could be produced in an excited state. This could lead to deviations of the measured rotational temperature from the gas temperature. Therefore the rotational temperature is also determined using a spectrum of \( N_2 \), a species that is already present in the gas mixture and is known to be reliable for gas temperature measurements at atmospheric pressure [25]. Figure 4.11b shows an example of the \( N_2 \) \( C \rightarrow B \) band, the second positive system around 337 nm. Axial temperature profiles are given in figure 4.12b. The temperatures are slightly lower than the NO \( A \) temperatures.

### 4.6.3 Thermocouple

As a complimentary measurement to validate the other measurements we used a thermocouple to measure the temperature in the afterglow of the plasma. The results are shown in figure 4.13.

### 4.6.4 Interpretation of the rotational temperature

Rotational energy transfer is mainly caused by collisions with heavy particles and it is often assumed to be fast enough such that the rotational distribution is in equilibrium with the
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Figure 4.13: Axial temperature profile of the plasma jet obtained with a thermocouple at different microwave powers.

translational energy distribution of the heavy particles. This assumption is confirmed by the NO RET rates (table 4.1). However, these rates are known at low temperature, but to the authors knowledge no experimental data exists for temperatures above 1000 K. Furthermore, these are state-to-state rates, and little information is available on the time it takes to completely thermalize the rotational distribution. Lee et al [21] mentions a thermalization time of ‘less than 0.5 ns’ for NO in ambient air, at atmospheric pressure and room temperature.

A thermalization time of 0.5 ns would be much faster than the effective lifetime of the state (about 50 ns). This suggests that the NO A rotational states (as well as the NO X states) have a Boltzmann distribution, and can be used to measure the gas temperature. Figure 4.14 shows an overview of the temperature measurements at a microwave power of 30 W. The OES measurements show a good agreement with each other, but are higher compared to the LIF measurements. This difference suggests that the excited state is not fully thermalized, although the shape of the OES spectrum resembles a Boltzmann distribution.

OES is a line-of-sight technique, while LIF is a localized measurement. The obtained temperatures thus do not result from the same plasma region. However, all measurements agree that the plasma is the hottest in the core. The OES measurements—which include the cooler outer regions—should underestimate the core temperature. The difference between the OES and LIF measurements therefore cannot be explained by the difference in spatial information.

A possible explanation can be found in the excitation mechanism in the plasma. It was found that $N_2A + NO X \rightarrow NOA + N_2$ is the dominant excitation mechanism for NO A in a $N_2$–$O_2$ pulsed RF discharge at low pressure [26]. The NO A ($v = 0$) band is excited with relatively large excitation of high rotational levels ($J > 20$), which leads to large deviations of the rotational temperature from the gas temperature. It is thus highly likely that the nascent distribution of NO A is overpopulated for high rotational levels or can be described by a Boltzmann-like distribution with a larger temperature compared to
Excitation through electron collision from the ground state is also known to cause higher rotational temperatures in the excited state. The ground state distribution is mapped to the excited state, but due to the different energy spacing of the rotational states, the rotational temperatures changes. This effect has been described for H$_2$ by Gritsinin et al [27] and for hetero-nuclear molecules like NO by Drachev et al [28].

The overpopulation of higher rotational states has also been observed for OH $A$ in an atmospheric pressure RF plasma in He in the presence of water [29] for which the effective lifetime (which is significantly reduced compared to the radiative lifetime by collisional quenching) is too small to allow a full thermalization of the rotational population distribution. However in the case of NO $A$ in this work the lifetime is longer (53 versus 28 ns), while the RET is expected to be faster (0.5 versus 6 ns). A thermalized distribution is to be expected, although most likely the RET of the higher rotational states is significant smaller than the 0.5 ns which could account for the small increase in the rotational temperature compared to the gas temperature. More detailed analysis of the RET as a function of the rotational number is presented in the next chapter.

These effects could partly explain the difference found between the temperatures of the NO OES and LIF measurement. However, one would expect that the excited NO which is responsible for producing the OES has an effective lifetime that is comparable to the lifetimes found in the LIF experiments. In that case the lifetime is long enough such that RET does not play an important role. Furthermore, the effects do not explain the high temperatures found in the N$_2$ OES measurements.

Note also that the error bars for the laser scan measurements are relatively large. This is due to the fact that individual rotational peaks in the spectrum do not fit perfectly to the theoretical Boltzmann distribution (see figure 4.9), but show deviations in intensity of up to 10%. Part of these deviations can be contributed to fluctuations in the plasma during the measurements.

The vibrational temperatures from the OES measurements are much higher than the
4.7 Absolute NO density

We measured the absolute density of the NO \( X (v = 0) \) ground state employing equation (4.23). The absolute calibration was performed by flushing 6.0 slm helium with 20.0 ppm NO through the tube. Figure 4.15 gives an examples of the LIF signals corresponding to

rotational temperatures. This is mostly due to vibrational energy transfer by electron collisions. The electrons have a much higher temperature, typically in the order of 1 or 2 eV \[30\]. Consequently, \( T_{\text{vib}} \) can be much higher than the heavy particle temperature.

So which rotational temperature is the best approximation of the gas temperature? Most likely the NO \( X \) rotational distribution is the best choice, due to the longest effective lifetime. There is no reason to assume a non-Boltzmann distribution in the ground state. The NO \( X \) temperatures measured by LIF are confirmed in the afterglow by the thermocouple. However, the NO \( A \) temperatures measured by OES are confirmed by the \( N_2 \) OES. Although the \( N_2 \) rotational spectrum is known to be used for determining the gas temperature, the exact excitation mechanisms of the \( N_2 C \) state in our plasma conditions are not known. Further research is needed.

A simple estimate of the gas temperature based on the flow rate (6.0 slm He and 0.2 slm air), the applied power (30 W) and the specific heat of He \( (c_p = 20.79 \text{ J mol}^{-1}\text{K}^{-1}) \) and air \( (c_p = 29.1 \text{ J mol}^{-1}\text{K}^{-1}) \) results in a gas temperature rise \( \Delta T = 344 \text{ K} \). This is much lower than the measured temperatures in the plasma core, which means that the gas is not uniformly heated.

Figure 4.15: Examples of LIF spectra used to measure the NO density, with fit. (a) shows the spectrum of the calibration measurement, with fitted temperature \( T_{\text{rot}} = 336 \pm 12 \text{ K} \). (b) shows the (background corrected) spectrum inside the plasma at 30 W with 3% air, with fitted temperature \( T_{\text{rot}} = 1377 \pm 122 \text{ K} \).
Figure 4.16: Axial and radial NO $X (v = 0)$ density in a 30 W He plasma with 3% air, measured with LIF.

A calibration measurement and a measurement inside the plasma. The spectra include 26 absorption lines—some of which overlap—with $J$ in the range 1.5–35.5.

Figure 4.16 shows a contour plot of the axially and radially resolved density of NO $X (v = 0)$. The NO density has a dip in the plasma core, and a maximum of $1.3 \cdot 10^{21}$ m$^{-3}$ at the edge of the optical emission zone of the plasma. The decreased density in the core can largely be explained by the gas expansion due to higher temperatures.

Measurements under the same condition, performed on separate days, show a repeatability better than 20% variation in density. This variation is largely due to the plasma stability and accuracy of the plasma power measurements.

Figure 4.17 shows axial profiles measured on axis at different values of the microwave power and different values of air concentration mixed into the helium. The NO density increases with power, but saturates at about 30 W. The axial position of the maximum shifts to a higher position with increasing power. This is due to the fact that the size of the plasma increases. The edge of the optical emission zone shifts from 3 to 6 mm as the power increases from 18 to 55 W, as can be seen from the emission (figure 4.12a). The maximum NO density scales approximately linearly with the premixed air concentration. At higher air concentration the plasma size decreases, and it becomes more difficult to sustain the discharge.

The decay time $\tau$ calculated from the same measurement data is shown in figure 4.18. Inside the plasma the quenching rate is high (low $\tau$) and decreases in the plasma afterglow. At even higher axial positions, the quenching rate increases again, because of the mixing with ambient air (oxygen is a much stronger quencher than helium, see table 4.1). The increase of quenching due to the increase of air is also visible in figure 4.18b and is especially pronounced in the case of a pure He flow, as expected.
4.7. Absolute NO density

Figure 4.17: NO $X (v = 0)$ ground state density with (left) different microwave powers (air concentration 3.2%), and (right) different air concentrations (power 30 W).

Figure 4.18: Decay times of the NO $A$ excited state with (left) different microwave powers (air concentration 3.2%), and (right) different air concentrations (power 30 W).
4.7.1 Temperature effects on density

In principle the density is corrected for temperature variations through the Boltzmann factor, which is included in the fitting procedure. However, as shown in section 4.6, there is a large uncertainty in the temperature, depending on the used method. The temperatures used for the density calculations are the ones obtained from the NO LIF measurements itself. Calculations of the combined Boltzmann factor of the absorption lines in the measured spectral range show that a temperature error of 250 K results in about 10% uncertainty in the obtained density.

The obtained densities are those corresponding to the lowest vibrational state $v = 0$. The population of the higher vibrational states is not measured. Unlike the NO A excited state, the lifetime of the NO X ground state is most likely long enough such that the vibrational states are in equilibrium. According to equation (4.7) the fraction $\frac{n_{X,v=1}}{n_{X,v=0}} = 9.2 \cdot 10^{-5}$ for $T_{\text{vib}} = 295$ K, meaning that at room temperature the $v = 1$ population is negligible. But in the plasma with $T_{\text{vib}} = 1500$ K the fraction becomes $\frac{n_{X,v=1}}{n_{X,v=0}} = 0.16$. Interpreting the NO X ($v = 0$) density as the total NO X ground state density could lead to an underestimation up to 16%. Furthermore, due to collisions with electrons with an electron temperature typically in the order of 1 or 2 eV (see chapter 2), $T_{\text{vib}}$ can have values much higher than the heavy particle temperature. This leads to even higher populations of the NO X ($v = 1$) state, up to 33% for $T_{\text{vib}} = 2500$ K.

4.8 Conclusion

We have shown a comparison of temperature measurements between LIF and OES measurements, which translates as a comparison of the rotational temperatures of the NO X versus the NO A state. The OES temperatures are found to be approximately 30% higher than the LIF temperatures. This suggests that the common assumption that RET is fast enough to thermalize the rotational states in the excited states might not be true for all plasma conditions. OES measurements of NO and N$_2$ are well in agreement. The longer effective lifetime of the NO X compared to the NO A state suggests that the temperatures obtained by LIF are more reliable than the OES temperatures of NO. However, it is not fully understood why the OES temperatures of N$_2$ have the same high values as for NO. Note that the LIF temperature measurements have been performed with a fit of 118 rotational lines, much more than in other multi-line methods (for example as described by Bessler et al [9, 10]).

The density of NO has been measured with LIF at different positions in the plasma and with varying microwave power from 18–56 W and air concentration from 0.0–6.3%. The maximum NO X density is in the afterglow, above the brightest part of the plasma. The change in density corresponds to the expansion of the gas due to higher temperatures in the plasma core. With higher power the plasma size increases, and so does the position of the maximum density. The density increases with the plasma power, but seems to saturate above 30 W at about $1.4 \cdot 10^{21}$ m$^{-3}$. The density increases linearly with the air concentration in the investigated concentration range.

Close to the plasma the temperature is too high to be used for the treatment of tissue
or other heat sensitive materials. However, we must note that significant NO densities remain present of the far afterglow at gas temperatures below 500 K. This would allow the jet to be used for treatment of heat sensitive materials.
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Chapter 5

Thermalization of rotational states of NO A

Abstract

Laser induced fluorescence measurements (LIF) of NO are performed in an atmospheric pressure microwave plasma jet, operated with a mixture of He and 3% air. The fluorescence signal of NO $A^2\Sigma^+ (v = 0)$ is measured time and fluorescence wavelength resolved. Based on the evolution of the rotational spectrum at different positions in the plasma we determined the thermalization time of the rotational distribution of NO A after pumping a single transition, at temperatures in the range 300–1500 K. Also a LIF-RET model is developed to simulate the rotational energy transfer (RET) and to calculate the thermalization time. The RET rate coefficients are calculated using the energy corrected sudden–exponential power (ECS-EP) scaling law. It is found that it is necessary to take the fine structure of the rotational states into account. At room temperature the results of the measurement and the simulation are consistent, and the thermalization occurs during the laser pulse (11 ± 1 ns). At elevated temperatures the measurements show a large increase in thermalization time, up to 35 ± 4 ns at 1474 ± 38 K. This time is much longer than the laser pulse, and of the order of the NO A lifetime. This means that for spectroscopy measurements of the rotational states of NO A, the RET has to be taken into account to derive gas temperatures from the rotational distribution of NO A.
5.1 Introduction

Nitric oxide (NO) is an important species in many fields, such as combustion, (micro)-biology and atmospheric chemistry. Its destruction and oxidation is studied in environmental remediation studies such as air purification. Also in medicine it is an interesting species which is believed to be a key ingredient in plasma induced wound healing [1]. In combustion NO has been extensively studied by laser induced fluorescence (LIF) [2]. The density and production mechanisms of NO are studied, but NO is also used as a molecule to probe the temperature by LIF in flames [3].

NO is a relatively heavy molecule, compared to other common diatomic species like OH and CH. The rotational constant $B_v = 2.00 \text{ cm}^{-1}$ for the NO $A$ excited state is low compared to $17.39 \text{ cm}^{-1}$ for OH $A$ and $14.90 \text{ cm}^{-1}$ for CH $A$ [4]. As a consequence the energy separation between neighboring rotational states is smaller and the rotational states of NO are believed to thermalize very fast. The rotational distribution is close to equilibrium and is often assumed to obey a Boltzmann distribution. The rotational energy transfer (RET) within a vibrational band happens mainly through collisions with heavy particles in the buffer gas. Therefore the rotational temperature of NO $A$ is thought to be a good approximation of the gas temperature (the translational temperature of the heavy particles). While the rotational relaxation of OH $A$ has been studied in considerable detail [5–7], not much data exists on the thermalization time of the rotational states of NO. Lee et al [8] mentions a thermalization time ‘less than 0.5 ns’ for the NO $A$ state at 300 K and atmospheric pressure.

In this work we study the thermalization of rotational states of the NO $A$ ($v = 0$) excited state by LIF. We excite a rotational transition from the NO $X$ ($v = 0$) $\rightarrow$ $A$ ($v = 0$) band, and with a spectrometer we measure the fluorescence signal from the NO $A$ ($v = 0$) $\rightarrow$ $X$ ($v = 0$) band time and wavelength resolved. This way we are able to follow the evolution of the rotational emission spectrum of the NO $A$ state, and we can determine the thermalization time of the rotational distribution of NO $A$ ($v = 0$).

The thermalization time of the rotational states depends on the RET rates. For NO the RET is well studied. Rate coefficients for the NO $A$ excited state have been measured by several groups for different molecular and atomic gasses: NO [9], N$_2$ and O$_2$ [8], He and Ar [10, 11]. These measurements include total rate coefficients from the excitation of one rotational level, and state-to-state rate coefficients. However, not all rotational levels have been investigated, and also the temperature dependence is still largely unknown, especially at higher temperatures. To fill in the gaps in the measurements several empirical scaling laws have been described to determine the rate coefficients [8, 9, 12]. These scaling laws contain fit parameters, which have to be fitted to the experimental values.

Furthermore, in these scaling laws the fine structure of the NO $A$ state has not been taken into account. NO $A$ is a $^2\Sigma^+$ state, which is described by Hund’s case (b). It has a fine structure with states $F_1$ and $F_2$ (see figure 4.5 on page 51). OH has a structure comparable to NO, and for OH $A$ $^2\Sigma^+$ the rate coefficients have been measured and calculated with the fine structure taken into account (see Kienle et al [6]). It was found that for OH the fine structure conserving transitions ($F_1 \rightarrow F_1$ and $F_2 \rightarrow F_2$) have much higher rate coefficients than transitions where the fine structure changes ($F_1 \leftrightarrow F_2$).

These slow fine structure changing transitions are relatively unimportant while mea-
suring the state-to-state rate coefficients of NO \( A \), but in determining the thermalization time they could very well be the time determining process. Indeed in LIF measurements the pumping of the excited states is generally not equally distributed between the \( F_1 \) and \( F_2 \) states. So to thermalize the population a transfer between \( F_1 \) and \( F_2 \) is needed, and if this process is slow, so will the thermalization time be.

In section 5.2 we describe a rotational level model to simulate the RET of NO \( A \). The RET rate coefficients of the NO \( A \) state are calculated using the energy corrected sudden–exponential power (ECS-EP) law that has previously been used for OH \( A \) \([6]\), with the fine structure taken into account. In section 5.3 we present experimental results of the wavelength resolved LIF. Results are given of the thermalization time of NO \( A (v = 0) \) in a plasma at atmospheric pressure with temperatures in the range 300–1500 K. In the conclusion (section 5.4) the unexpected effects of thermalization of the rotational levels on LIF of NO are discussed in the context of LIF as a gas temperature diagnostic.

### 5.2 LIF-RET model

To discuss the effects of different processes that populate and depopulate the rotational states, we introduce a LIF-RET model, as schematically depicted in figure 5.1. We consider two vibrational bands, the ground state NO \( X (v = 0) \), where \( v \) is the vibrational number, and the excited state NO \( A (v = 0) \). In this work we identify the rotational states by the nuclear angular momentum \( N = 0, 1, 2... \), because in the NO \( A \) state the rotational state energy depends on \( N \), rather than the rotational number \( J \) (see the explanation in section 4.3 and figure 4.5 on page 51). \( N \) is related to \( J \) by \( J = N + \frac{1}{2} \) for \( F_1(N) \), and \( J = N - \frac{1}{2} \) for \( F_2(N) \). The rotational states in the NO \( X (v = 0) \) band are denoted with \( p \) ranging from 1 to \( m \). Similarly the NO \( A (v = 0) \) band consists of rotational states \( q \). Finally there is a reservoir state \( r \) that acts as a reservoir of all other NO states. The total number of levels considered in the model is thus \( 2m + 1 \). We took into account all rotational levels up to \( N = 80 \), so \( m = 160 \).
5.2.1 Rate coefficients

The processes that populate and depopulate the levels in the model are: laser absorption $B_{pq}I$ and stimulated emission $B_{qp}I$; spontaneous emission from the upper to the lower state $A_{qp}$ and from the upper state to the reservoir state $A_{qr}$; quenching from the upper state $Q_{qd}$; rotational energy transfer between the levels of the lower state $R_{pp'}$, and the upper state $R_{qq'}$; and de-excitation from the reservoir state to the ground state $D_{rp}$. We will discuss these processes one by one.

Absorption and stimulated emission

The laser wavelength is tuned to one specific transition. The absorption rate $B_{pq}I$ is given by the Einstein absorption coefficient $B_{pq}$ in m$^2$J$^{-1}$s$^{-1}$ and the laser intensity $I$ in J$s^{-2}$m$^{-2}$. The absorption coefficients of the levels $p$ and $q$ that are coupled by the laser are taken from the LIFBASE database [4]. $I$ is time dependent, $I(t) = E_{las}\Gamma a_i(t)$; (5.1)

where $E_{las}$ is the laser pulse energy in J; $\Gamma$ is the overlap integral in s$^{-1}$; $a$ is the laser beam cross-sectional area in m$^2$; and $i(t)$ is an arbitrary shape of the pulse in time in s$^{-1}$, normalized such that $\int_{-\infty}^{\infty} i(t) dt = 1$.

The stimulated emission rate $B_{qp}I$ can be calculated with

$$B_{qp} = \frac{g_p}{g_q} B_{pq},$$

where $g$ is the electronic degeneracy ($g_q = 2$ for NO A, and $g_p = 4$ for NO X).

Spontaneous emission

The state-to-state emission coefficients $A_{qp}$ in s$^{-1}$ from initial level $q$ in the NO A ($v = 0$) band to final level $p$ in the NO X ($v = 0$) band are taken from the LIFBASE database [4]. The emission to all other levels is modeled as the emission from the upper state to the reservoir state $A_{qr}$. This is calculated by subtracting the state-to-state coefficients in the model from the total emission rate, given by the upper state natural lifetime $\tau_0$,

$$A_{qr} = \frac{1}{\tau_0} - \sum_p A_{qp}. $$

The calculated natural lifetime for the NO A ($v = 0$) band is $\tau_0 = 205.000$ ns [4], while experimentally a value of $\tau_0 = 192.6 \pm 0.2$ ns has been measured [13]. The latter is used in this work.
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Table 5.1: Rate coefficients for NO A. The RET rates are the total rates from all transitions originating from one rotational state $N_q$, indicated between brackets.

<table>
<thead>
<tr>
<th>Species</th>
<th>Quenching $10^{-16}$ m$^3$s$^{-1}$</th>
<th>RET $10^{-16}$ m$^3$s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>0.0020$^a$</td>
<td>5.23$^c$ (7)</td>
</tr>
<tr>
<td>O$_2$</td>
<td>1.51$^a$</td>
<td>2.24$^d$ (5)</td>
</tr>
<tr>
<td>N$_2$</td>
<td>0.0037$^a$</td>
<td>3.37$^d$ (5)</td>
</tr>
<tr>
<td>air</td>
<td>1.22</td>
<td>3.14 (5)</td>
</tr>
<tr>
<td>NO</td>
<td>2.49$^b$</td>
<td>4.4$^d$ (mean)</td>
</tr>
</tbody>
</table>

$^a$ Nee et al. [14]  $^b$ Settersten et al. [15]  $^c$ Imajo et al. [10]  $^d$ Lee et al. [8]

Quenching

The quenching $Q_{qr}$ from the NO A ($v = 0$) state is given by a sum over the species $k$ in the plasma with density $n_k$ (m$^{-3}$) and quenching coefficient $q_k$ (m$^{-3}$s$^{-1}$),

$$Q_{qr} = \sum_k n_k q_k.$$  \hspace{1cm} (5.4)

The $q_k$ coefficients are known from literature, see table 5.1. To the authors’ knowledge no data exists on rotational state dependent quenching rates. We therefore assume that all rotational states have identical quenching.

Rotational energy transfer

The state-to-state rotational energy transfer rates $R_{qq'}$ from initial state $q$ to final state $q'$ are given by

$$R_{qq'} = n_k k_{qq'},$$  \hspace{1cm} (5.5)

where $n_k$ is the density of species $k$ in the buffer gas. $k_{qq'}$ are the state-to-state rate coefficients. Several scaling laws exist to calculate $k_{qq'}$, we use the Energy Corrected Sudden (ECS) approximation, as employed for OH A $^2\Sigma^+$ by Kienle et al [6], see this reference for details. The scaling law has been used previously for NO A by Imajo et al [10], but without including the fine structure. The ECS scaling law requires a set of rate coefficients $k_L$ as input, which is provided by the exponential power (EP) scaling law, hence the name ECS-EP.

With the ECS law we calculate the rate coefficients $k_{q \ge q'}$ for the exothermic rotational transitions $q \rightarrow q'$ where $E_q \ge E_{q'}$. State $q$ is characterized by $N$ and $J$, and state $q'$ by $N'$ and $J'$. For NO A the energy $E_q$ of state $q$ is given by

$$E_q = B_v N (N + 1),$$  \hspace{1cm} (5.6)

with $B_v = 1.996$ cm$^{-1}$ the rotational constant of the NO A ($v = 0$) state. The ECS scaling
relation for \( k_{q \geq q'} \) is then

\[
k_{q \geq q'} = (2J' + 1) \sum_{L=N-N'}^{N+N'} M_{L}^{qq'} |A_{L}^{NN'}|^2 k_{L}.
\]

\( M_{L}^{qq'} \) is the angular momentum coupling coefficient,

\[
M_{L}^{qq'} = (2L + 1) \left( \begin{array}{c} J' \frac{1}{2} \\ L \frac{1}{2} \\ 0 \frac{1}{2} \end{array} \right)^2 \left( 1 - \varepsilon \varepsilon' (-1)^{J' + J + L} \right).
\]

where \( \varepsilon = 1 \) for \( F_1 \) and \( \varepsilon = -1 \) for \( F_2 \), and \( \cdot \cdot \cdot \) is the Wigner 3-j symbol. The adiabaticity factor \( A_{L}^{NN'} \) is given by

\[
A_{L}^{NN'} = \frac{6 + \left( \frac{\Delta E_{L}}{2v_{th}} \right)^2}{6 + \left( \frac{\Delta E_{N}}{2v_{th}} \right)^2},
\]

where \( \Delta E_{L} = 0 \) for \( L = 0 \), and \( \Delta E_{L} = E_{L} - E_{L-1} \) otherwise (and similar for \( \Delta E_{N} \)); \( l_c \) is a fitting parameter, the so-called interaction length; and \( v_{th} = \sqrt{8kB/T/\mu} \) is the thermal velocity, with \( \mu \) the reduced mass of the NO molecule and He as main background gas (at room temperature \( v_{th} = 1337 \) ms\(^{-1} \) [10]). Note that indeed the RET is dominated by He induced RET as can be derived from table 5.1.

This scaling law uses \( k_{L} \) as input, with \( L = 1, 2, \ldots, N + N' \). \( k_{L} \) is defined as the rate coefficient for the transition \( F_{L}(L) \rightarrow F_{L}(0) \). These rate coefficients are calculated using the EP scaling law, which is a combination of the Exponential Gap Law (EGL) and the Statistical Power Gap (SPG) scaling laws. \( k_{L} \) is given by

\[
k_{L} \equiv k_{F_{L}(L) \rightarrow F_{L}(0)} = C \left( \frac{E_{L}}{B_{q}} \right)^{-\alpha} e^{-\frac{E_{L}}{B_{q} \beta}},
\]

where \( C, \alpha \) and \( \beta \) are fitting parameters. \( E_{L} \) is the energy of the state (equation 5.6) with \( N = L \).

For the rate coefficients \( k_{q > q'} \) of the endothermic transitions \( q \rightarrow q' \) where \( E_{q} < E_{q'} \) we apply the principle of detailed balancing,

\[
k_{q < q'} = \frac{2J' + 1}{2J + 1} e^{-\frac{E_{N} - E_{q}}{kBT}} k_{q \geq q'}.
\]

The equations (5.6)–(5.11) provide a complete set of rate coefficients \( k_{qq'} \) for the NO \( A \) band. We used the same scaling law to calculate the rate coefficients \( k_{pp'} \) for the NO \( X \) band, although strictly speaking this is not correct. NO \( X \) is a \( ^2 \Pi \) state, while the ECS-EP law is only valid for \( ^2 \Sigma^+ \) states. Since we are mostly interested in the RET of the NO \( A \) state, and RET of the NO \( X \) state is only included to refill the laser depleted state, this will have no significant effect on the calculated rotational population distributions of the NO \( A \) state.
De-excitation

In order to prevent the state density from accumulating in the reservoir state, we include a de-excitation process $D_{rp}$ from the reservoir state to the ground state. The distribution of the species in the NO $X$ state, originating from the reservoir state, is assumed not to disturb the equilibrium (they refill the $X$ state assuming a Boltzmann distribution with rotational temperature equal to the gas temperature). The rate $D_{rp}$ is given by

$$D_{rp} = d \cdot f_p(T),$$

(5.12)

where $d$ is a constant fit parameter. The exact value of $d$ is not of significant influence on the model results, as long as it is chosen large enough such that no high density accumulates in the reservoir state. $f_p$ is the population of state $p$ according to the Boltzmann distribution,

$$f_p(T) = \frac{B_v}{k_BT} (2J_p + 1) e^{-\frac{E_p}{k_BT}}.$$

5.2.2 Simulation

To simulate the model we calculate the total rate $K_{if}$ for the transition from initial state $i$ to final state $f$ (where $i$ and $f$ can be any state $p$, $q$ or $r$),

$$K_{if}(t) = B_{if} \delta(t) + A_{if} + Q_{if} + R_{if}.$$  

(5.13)

All possible rates $K_{if}$ for the transitions $i \rightarrow f$ form a matrix $K$, as depicted in figure 5.2. From this we can calculate a probability matrix $P(t)$ with the probabilities of a transition happening within a time step $dt$. The components $P_{if}$ are calculated assuming an exponential decay,

$$P_{if}(t) = 1 - e^{-K_{if}(t)dt},$$

(5.14)
Figure 5.3: State-to-state RET rate coefficients at room temperature as calculated by the ECS-EP scaling law, in comparison with rate coefficients as measured by Lee et al [8] at 300 K with N₂ as buffer gas at 1 mbar pressure.

and the diagonals, representing no transition, are filled such that the total probability of any transition happening is 1,

\[ P_{ii}(t) = 1 - \sum_{f \neq i} P_{if}(t). \]  

(5.15)

The time step \( dt \) is chosen small such that \( P_{ii}(t) \) is close to 1 for each \( i \), and the probability of a second transition within one time step is negligible.

The density \( n_i \) of all the levels is represented by a row vector \( \mathbf{n}(t) \). The calculation of one time step can be performed by simply calculating the matrix product,

\[ \mathbf{n}(t + dt) = \mathbf{n}(t) \mathbf{P}(t). \]  

(5.16)

5.2.3 Simulation results

RET rate coefficients

For the calculation of the RET rate coefficients we used the following values for the fitting parameters: \( C = 1.6 \cdot 10^{-17} \text{ m}^3 \text{ s}^{-1} \), \( \alpha = 0.2 \), \( \beta = 2.5 \) and \( l_c = 0.2 \text{ nm} \). These values are chosen such that the rate coefficients correspond to experimental data by Lee et al [8], a comparison is shown in figure 5.3. The coefficients are measured at 300 K with N₂ as buffer gas at 1 mbar pressure. For the calculation of the coefficients in figure 5.3 we used the fine structure conserving transitions \( F_1 \rightarrow F_1 \) and \( F_2 \rightarrow F_2 \) in the ratio \( F_1 : F_2 = 5 : 1 \) as stated in [8]. An indication for how the rate coefficients change for different species is given in table 5.1, which shows that the rate coefficient for O₂ is slightly lower, and for He slightly higher. The mixture in our experiments is He with 3% air. Although in principle
5.2. LIF-RET model

**Figure 5.4:** State-to-state RET rate coefficients at room temperature as calculated with the ECS-EP scaling law, for the transitions where the fine structure is conserved (left) or changed (right).

**Figure 5.5:** Simulated evolution of the population of the rotational states of NO A (\(v = 0\)) after the excitation of the \(Q_{22} + Q_{22}(14)\) transition for the \(F_1\) (left) and \(F_2\) (right) fine structure. The black line is the Boltzmann distribution for 300 K.
Chapter 5. Thermalization of rotational states of NO A

The fitting parameters depend on temperature and the species in the buffer gas, we assume them to be constant.

Figure 5.4 shows the state-to-state RET rate coefficients of all $F_1$ transitions. The transitions $F_2 \rightarrow F_2$ and $F_2 \rightarrow F_1$ are not shown, but they are similar to $F_1 \rightarrow F_1$ and $F_1 \rightarrow F_2$ respectively. As to be expected the RET rate decreases with increasing $N$. Note that especially at the higher states the transitions that change the fine structure are much slower than the transitions where the fine structure is conserved.

**Thermalization at 300 K**

We simulated the condition where all molecules are in the NO $X$ ground state when a very short (1 ps) laser pulse excites the $Q_{22} + Q_{12}$ ($N = 14$)\(^1\) transition at time $t = 0$. This means that the $F_1(14)$ and the $F_2(14)$ states are pumped instantly to a higher population, in a ratio $F_1 : F_2 = 1 : 5$ (following the ratio of absorption coefficients). The gas temperature is set to $T = 300$ K. The time evolution of the rotational states is shown in figure 5.5, and the population decay of the pumped states is shown in figure 5.6.

The thermalization time is the time it takes for a distribution to become thermalized. In case of an extended pumping beam, we take $t = 0$ at the maximum laser intensity. Due to the asymptotic behavior of the thermalization process, the exact value of the thermalization time depends on the criterion of equilibrium. As threshold we take—somewhat arbitrarily—1% of the population of the state which has the highest population. We assume a distribution to be thermalized if the difference between the population $n_q$ and the Boltzmann distribution $f_q$ is less than this threshold for each rotational state $q$.

For 300 K the thermalization time is calculated to be 2.9 ns, as indicated in figures 5.5 and 5.6. This is longer than the 0.5 ns mentioned by Lee et al [8], and can be attributed

---

\(^1\)Note that $\Delta N$ is used for the nomenclature of the branches, instead of $\Delta J$.  

Figure 5.6: Simulated population decay of the full vibrational band NO $A$ ($v = 0$), and the pumped states scaled with the Boltzmann factor. After 2.9 ns all states follow the same exponential decay.
to fine structure changing transitions. Indeed from figure 5.6 it can be seen that the combined population of the $F_1(14) + F_2(14)$ rotational state converges faster towards the Boltzmann distribution than the individual $F_1(14)$ and $F_2(14)$ states. This shows that in order to predict an accurate thermalization time, the fine structure splitting has to be taken into account.

More calculations of the thermalization time have been performed for different temperatures, each for a very short (1 ps) square laser profile, and for a measured laser profile (FWHM 3.8 ns) as shown in figure 5.8. These simulation results are shown in table 5.2.

5.3 Measurements of thermalization time

5.3.1 Experimental setup

We measured the thermalization time of the rotational states of NO by laser induced fluorescence (LIF). The setup is described in detail in chapter 4. As plasma source a coaxial microwave jet is used (see Hrycak et al [16]), with a gas flow of 6.0 slm He with 3% of dry air. The microwave power (forward minus reflected power) is 30 W.

The NO is excited from the NO $X(v = 0)$ to the NO $A(v = 0)$ band with a laser pulse around 224–227 nm. The laser beam is generated with a Sirah Cobra dye laser and an Edgewave IS6III-E pump laser and then frequency doubled, with a repetition rate of 4000 Hz. The laser wavelength is tunable such that we can excite individual rotational transitions. The fluorescence is detected from the NO $A(v = 0)$ to the NO $X(v = 2)$ band with a UV spectrometer around 242–248 nm. The spectrometer is a McPherson 234/302, attached to a Hamamatsu R8486 photomultiplier which is connected via an amplifier to a pc with a Fast Comtec P7888 time digitizer card. The LIF setup is schematically drawn in figure 4.2 on page 48. The detection system has a maximum wavelength resolution of 0.1 nm, and a time resolution of 1 ns. This wavelength resolution means that we can measure the spectral shape of the vibrational emission band, but are unable to distinguish between individual rotational lines.

The high sensitivity of the system and the high repetition rate of the laser allows us to measure time and fluorescence wavelength resolved simultaneously. The measurements in this work are performed by setting the laser to a fixed wavelength while scanning the spectrometer along the vibrational band and measuring the time resolved spectrum. An example of such a measurement is shown in figure 5.7. The image shows a constant spectrum due to plasma emission, with superimposed a spectrum due to the LIF signal as a result of a laser pulse with a wavelength of 224.877 nm. This wavelength excites the $Q_{21} + Q_{11}(N = 31)$ rotational transition. Time $t = 0$ is defined at the maximum of the laser intensity.

5.3.2 Time evolution of fluorescence spectrum

Figure 5.8 shows the decay of the LIF signal. It is obtained by integrating the measurement in figure 5.7 over wavelength, and subtracting the constant plasma emission signal. The shape of the laser beam has been measured by setting the spectrometer to the laser wavelength and measure the Rayleigh signal of ambient air. The laser beam has a FWHM of...
Figure 5.7: Time and wavelength resolved fluorescence and emission signal of the NO $A(v = 0) \rightarrow X(v = 2)$ transition inside the plasma at 2.0 mm axial position. At $t = 0$ a laser pulse excites the $Q_{11} + Q_{21}(N = 31)$ transition.

Figure 5.8: Wavelength integrated LIF signal of the measurement shown in figure 5.7, corrected for emission background. Note the difference in intensity (due to RET) during the first 30 ns.
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Figure 5.9: Time integrated LIF spectra. The spectra are time integrated during different time periods, and corrected for plasma emission. For excitation at a high rotational number (left) the spectrum integrated between 40 and 50 ns is fitted, resulting in the fitted temperature parameters of 1479 ± 20 K. For excitation at low rotational number (right) the spectra are fitted, resulting in the following fitted temperature parameters: for 0–5 ns 429 ± 96 K, for 5–10 ns 775 ± 27 K, and for 40–50 ns 1442 ± 39 K (see the text for details).

3.8 ± 0.2 ns, but the shape is slightly asymmetric and the time at which the laser intensity has dropped to zero is 12 ± 1 ns, taken from the laser maximum.

For the integration of the full vibrational band, the signal increases during the laser pulse until the maximum intensity at \( t = 9 \) ns, and decays exponentially after that. This indicates that the laser pumping is effective until \( t = 9 \) ns and after that the laser is too weak to have an effect. For the integration of only a small wavelength band (which includes some lines of states directly pumped by the laser) the signal shows an initial decay which is faster than exponentially. This is because of depopulation of the laser pumped states due to RET. After a few nanoseconds the decay follows the exponential decay of the full band. Note that this time is significantly longer than the duration of the laser pulse. The decay is fitted to obtain an exponential decay time \( \tau = 48.4 ± 0.4 \) ns.

Figure 5.9a shows the fluorescence spectrum, obtained by integrating the measurement in figure 5.7 for different time ranges, and subtracting the plasma emission signal. The spectra reflect the rotational distribution, which evolves towards a Boltzmann distribution. After approximately 40 ns, the rotational states are in equilibrium. The spectrum is fitted to obtain the rotational temperature \( T_{\text{rot}} \), as described in chapter 3. The fitted temperature \( T_{\text{rot}} = 1479 ± 20 \) K. The error is the 95% confidence interval as obtained from the fitting routine.

We define \( N_{\text{max}} \) as the most populated rotational state of the Boltzmann distribution. At \( T_{\text{rot}} = 1479 \) K, \( N_{\text{max}} = 17 \). The initial excitation by the laser is higher at \( N_{\text{pump}} = 31 \). The RET is on average downward, which can be observed in the spectrum as a shifting towards higher wavelength.

The LIF spectra in figure 5.9b are similar the ones in figure 5.9a, except the laser is
Table 5.2: Results of measurements and simulation of the thermalization time at different temperatures. The circled numbers refer to figure 5.10, the position is the axial position in the plasma jet, the thermalization time is calculated starting from the maximum laser intensity.

<table>
<thead>
<tr>
<th>#</th>
<th>wavelength (nm)</th>
<th>branch</th>
<th>( N_{\text{pump}} )</th>
<th>( N_{\text{max}} )</th>
<th>position (mm)</th>
<th>( T_{\text{rot}} ) (K)</th>
<th>a (ns)</th>
<th>b (ns)</th>
<th>c (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>224.877</td>
<td>( Q_{11} + Q_{21} )</td>
<td>31</td>
<td>14</td>
<td>2.0</td>
<td>1474 ± 38</td>
<td>35</td>
<td>4.2</td>
<td>10.7</td>
</tr>
<tr>
<td>2</td>
<td>226.374</td>
<td>( Q_{22} + Q_{12} )</td>
<td>22</td>
<td>6</td>
<td>5.0</td>
<td>908 ± 19</td>
<td>19</td>
<td>3.6</td>
<td>10.4</td>
</tr>
<tr>
<td>3</td>
<td>225.897</td>
<td>( Q_{12} + Q_{12} )</td>
<td>17</td>
<td>11</td>
<td>20.0</td>
<td>626 ± 20</td>
<td>15</td>
<td>3.1</td>
<td>9.7</td>
</tr>
<tr>
<td>4</td>
<td>226.216</td>
<td>( Q_{12} + Q_{12} )</td>
<td>6</td>
<td>0</td>
<td>no plasma</td>
<td>316 ± 10</td>
<td>11</td>
<td>2.9</td>
<td>10.2</td>
</tr>
<tr>
<td>5</td>
<td>226.374</td>
<td>( Q_{22} + Q_{12} )</td>
<td>3</td>
<td>0</td>
<td>no plasma</td>
<td>316 ± 10</td>
<td>11</td>
<td>2.9</td>
<td>9.6</td>
</tr>
</tbody>
</table>

a measured thermalization time, with \( t = 0 \) at the maximum of the laser intensity
b simulated thermalization time with excitation by a 1 ps square laser pulse
c simulated thermalization time with excitation by a measured ns laser pulse

tuned at 226.374 nm to pump the \( Q_{22} + Q_{21} (N = 14) \) transition. The pumped state is lower than \( N_{\text{max}} \), which means that on average the RET is upward, and the spectrum shifts towards lower wavelengths.

5.3.3 Fitted temperature parameter

To obtain a rotational temperature from a rotational spectrum, a common method is a Boltzmann plot. If the rotational lines are only partially resolved, one has to use a fitting method such as the one described in chapter 3. This method calculates the spectrum assuming a Boltzmann distribution of the rotational states, and finds the best fitting temperature parameter. If the rotational states are in equilibrium, this method works well and the temperature parameter can be interpreted as a kinetic temperature (see chapter 3).

If the fitted spectrum is not in equilibrium, this is merely a fitting parameter which cannot be interpreted as a temperature. The fitting parameter is in fact the temperature parameter of the fitted Boltzmann distribution that can represent the actual rotational distribution the best.

Unfortunately it is not trivial to judge from a fit result whether the fitted temperature parameter is a real temperature or not. For example in figure 5.9a it is clear that the shapes of the spectra at 0–5 ns and 5–10 ns are not Boltzmann-like, and an attempted fit would not converge properly. But in figure 5.9b the fitting of the spectra at 0–5 ns and 5–10 ns is reasonable, although the spectra are far from equilibrium. As is shown in the figure, the fitted parameter can deviate from the equilibrium gas temperature as much as 1000 K.
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Figure 5.10: Time evolution of the fitted temperature parameter for different plasma conditions, and for laser excitation at $N < N_{\text{max}}$ and $N > N_{\text{max}}$.

5.3.4 Thermalization time

We determined the time evolution of the fitted temperature parameter by fitting the fluorescence spectra at different times. The result is shown in figure 5.10. The measurements of the figures 5.9a and 5.9b correspond to the lines ① and ②. Similar time and wavelength resolved LIF measurements have been performed at different axial positions above the plasma (lines ③–⑥) and in a gas mixture with a premixed amount of NO at room temperature (lines ⑦ and ⑧). For each condition the laser was tuned to pump a high rotational state ($N_{\text{pump}} > N_{\text{max}}$) and a low rotational state ($N_{\text{pump}} < N_{\text{max}}$) compared to the rotational state which has the highest population at the given temperature, see table 5.2.

The results show that for each condition the high pumping state leads to an overestimation of the gas temperature in the first few nanoseconds, and the low pumping state leads to an underestimation of the gas temperature. After a certain thermalization time the fitted temperature parameter converges to a constant rotational temperature $T_{\text{rot}}$, for which the actual rotational distribution is a Boltzmann distribution, independent of the pumped state. The thermalization time and $T_{\text{rot}}$ are shown in table 5.2. Note that the measurements which have the same $N_{\text{pump}}$, for example ② and ⑦ ($N_{\text{pump}} = 14$), or ④ and ⑥ ($N_{\text{pump}} = 6$), have similar initial values of the temperature parameter.
5.4 Discussion and conclusion

We have measured the thermalization time of rotational states of the NO $A (\nu = 0)$ band by following the evolution of the emission spectrum in time after excitation by a nanosecond laser pulse. The thermalization time was also simulated with a LIF-RET model. At room temperature the simulation and the experiments are consistent, the thermalization time is about the same ($11 \pm 1$ ns) as the duration of the laser pulse. Note that we cannot measure thermalization times shorter than the laser pulse duration. For room temperature the measured thermalization time must therefore be considered as an upper limit.

At higher temperatures the thermalization time increases, up to $35 \pm 4$ ns for $T = 1474$ K. This is significantly longer than the laser pulse duration, and of the same order as the state lifetime ($48.4 \pm 0.4$ ns). This means that in the measurement of the NO $A$ emission, at these temperatures, the effect of RET cannot be disregarded, and the time averaged rotational fluorescence spectrum of NO $A$ cannot be used as an indication of the gas temperature in plasma conditions as presented in this work.

The increasing thermalization times at higher temperatures are not predicted in the simulation. The temperature influences the simulation of the thermalization time in a number of ways. With increasing temperature the density of collisional species decreases, causing a lower RET rate (equation (5.5)). Also, at higher temperatures the rotational population has to distribute over more states to achieve the Boltzmann equilibrium. On top of that the states have a larger $N$, which have smaller RET rates. These effects increase thermalization time, but are counteracted by the temperature dependence of the RET rate coefficients. The rate coefficients increase with temperature (equations (5.9)–(5.11)), and therefore decrease the thermalization time. The simulations show that in total the thermalization time increases with temperature, but only slightly. Any temperature dependence of the fit parameters of the ECS-EP scaling law ($C, \alpha, \beta$ and $l_c$) is not taken into account. Most likely this unknown temperature dependence is the cause of the mismatch at higher temperatures between the thermalization times obtained from the simulation and the experiments. A temperature effect on the fitting parameters has indeed been found in the case of OH in He between 300–3000 K [6]. RET rate coefficients of NO at elevated temperatures and low pressure should be measured to be able to determine the temperature dependence of the ECS-EP scaling law. This is, however, outside the scope of this work.

In our simulation we included the $F_1$ and $F_2$ fine structure. It is found that transitions where the fine structure is changed are much slower than the transitions where the fine structure is conserved. If the fine structure is not taken into account, measurements of state-to-state rate coefficients are mainly based on the fastest transitions ($F_1 \rightarrow F_1$ and $F_2 \rightarrow F_2$), while the thermalization time is mainly determined by the slowest transitions ($F_1 \leftrightarrow F_2$). This will lead to an underestimation of the thermalization time. It is therefore necessary to include the fine structure in calculations.

The results presented in this work explain why even at atmospheric pressure the NO $A$ rotational population distribution obtained by OES can be in non-equilibrium with the gas temperature and still reflect partially the nascent rotational population distribution. As NO $A$ is mainly important in plasmas at elevated temperatures, it shows the limitation of this band in the use of gas temperature determination.
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Chapter 6

Atomic oxygen TALIF measurements in a coaxial microwave plasma jet with in situ xenon calibration

Abstract

Two-photon Absorption Laser Induced Fluorescence (TALIF) is used to measure the absolute density of atomic oxygen (O) in a coaxial microwave jet in ambient air at atmospheric pressure, operated with a mixture of He and a few percent of air. The TALIF signal is calibrated using a gas mixture containing Xe. A novel method to perform in situ calibration, at atmospheric pressure, is introduced. The branching ratios of several Xe mixtures are reported, to enable to perform the Xe calibration without the need of a vacuum vessel. The O densities are measured spatially resolved, and as function of admixed air to the He, and microwave power. The electron density and temperature are measured using Thomson scattering, and the N$_2$ and O$_2$ densities are measured using Raman scattering. O densities are found to have a maximum of 4 to 6 $\cdot$ 10$^{22}$ m$^{-3}$, which indicate that O$_2$ is close to being fully dissociated in the plasma. This is confirmed by the Raman scattering measurements. O is found to recombine mainly into species other than O$_2$ in the afterglow, which is suggested to consist of O$_3$ and oxidized components of NO.

A modified version of this chapter is submitted for publication as: A. F. H. van Gessel, S. C. van Grootel and P. J. Bruggeman, “Atomic oxygen TALIF measurements in an atmospheric pressure microwave plasma jet with in situ xenon calibration” (2013)
Chapter 6. O TALIF measurements in a coaxial microwave jet

6.1 Introduction

Atmospheric pressure plasma jets are mainly used for their diverse plasma chemistry. The reactive species produced by the plasma are utilized for surface treatment, gas purification and biomedical applications [1, 2]. One of the key species in this chemistry is atomic oxygen (O), which is involved in the production of reactive species, such as O₃, NO, NO₂, OH and many others. O is short-lived and believed to be important for surface or tissue treatment, either directly or as a precursor to long-lived species like O₃ [3, 4]. In this work the density of O is measured in an atmospheric pressure coaxial microwave jet operated with a mixture of helium and a few percent of air. This microwave jet produces high densities of reactive species, as has been shown for the case of NO in chapter 4. The production and destruction processes of O are investigated, and to provide quantitative information, additional measurements are performed to determine the electron densities using Thomson scattering, and the N₂ and O₂ densities using Raman scattering (see chapter 2 for a detailed treatment of laser scattering).

The absolute O density is measured using two-photon absorption laser induced fluorescence (TALIF). Two-photon absorption is convenient because single photon excitation of ground state O would require wavelengths in the vacuum UV. O density measurements have been performed by TALIF at atmospheric pressure previously by Niemi et al [5] in an RF-excited He based plasma jet with O₂ admixture. In this case the plasma is close to room temperature and dissipates powers of the order of 1 W or less, while our microwave jet reaches temperatures up to 1500 K (see chapter 4) and typically operates between 20 and 60 W. It is thus expected that a larger density of atomic oxygen will be present. TALIF on O has also been performed in nanosecond pulsed discharge in air by Stancu et al [6], in air–fuel mixtures by Uddi et al [7] and in corona discharges by Ono et al [8].

O TALIF is performed by exciting the O 3p ³P₁,₂,₀ states with 2 x 225.586 nm and observing the decay to the O 3s ³S state at 844.68 nm (see figure 6.1). To determine the absolute atomic oxygen density, the TALIF signal intensity is calibrated with xenon. The key point in the calibration is the similarity of the excitation and fluorescence wavelengths for O and Xe, and therefore the experimental conditions remain (nearly) unchanged. The calibration procedure is well described by Döbele et al [5, 9, 10], but in order to be able to calculate and/or measure the collisional quenching rate of the excited Xe state, the calibration is always performed in a vacuum vessel at low pressure. This requires the plasma source to be installed in the vacuum vessel too, since the removal of the vessel causes an unacceptable change in the alignment of the setup, thus destroying the calibration.

In the current case it was preferred not to build a vacuum vessel for the plasma jet, but to perform the calibration in situ by flowing a He–Xe mixture through the tube. This enables to measure the O density for conditions directly relevant for applications, for example in a jet freely open to air. Therefore we designed a scheme to perform the calibration in a jet at atmospheric pressure. The calibration procedure is performed in two steps: first the branching ratio (which is related to the quenching rate) of a well defined Xe mixture at atmospheric pressure is measured using TALIF inside a vacuum vessel. (This step has to be performed only once. The branching ratios for a number of mixtures are reported in this work.) Next, with the vessel removed, the same Xe mixture is used to calibrate the TALIF signal of O in a jet.
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6.2 Experimental setup

6.2.1 Plasma source

The plasma source is a microwave jet at atmospheric pressure, identical to the source used in chapter 4. The source consists of a grounded tube (inner diameter 12 mm) with a pin electrode in the center, connected to a microwave generator with a frequency of 2.45 GHz. The power delivered to the plasma (forward minus reflected) is measured using a bidirectional coupler with two thermal heads and varies in the range 18–55 W. Through the tube a gas mixture is flown with 6 slm He and a varying amount of 0–6% dry air. The tube ends in ambient air. More details on the source can be found in [11]. The source is mounted on an automatic stage, in order to perform diagnostics at different positions in the plasma.

6.2.2 TALIF system

The TALIF system consists of a laser and a detection system, as shown in figure 6.2. The laser system consists of a Sirah Cobra dye laser with a Coumarin 2 dye, pumped by an Edgewater IS6III-E YAG-laser at 355 nm. The output of the dye laser is frequency doubled by a BBO crystal, to obtain the UV light in the range 224–227 nm. The bandwidth of the

Figure 6.1: TALIF excitation schemes of atomic oxygen and xenon. The transition wavelengths are in air. For the O states the Russel-Saunders notation is used, and for the Xe states the Racah notation.

This procedure is described in detail in section 6.3 and is validated with a low pressure calibration. The spatial distribution of the O density as a function of microwave power and air concentration in the He jet is presented in section 6.4, along with results of the electron density and temperature, and the N2 and O2 densities, determined by laser scattering. The production and destruction processes of O are discussed in section 6.5, followed by the conclusion in section 6.6.
UV laser light is specified in the manual to be 1.0 pm. The system operates with a repetition rate of 1000–2000 Hz, with a typical pulse energy of 3 µJ. The laser pulse energy is measured with an Ophir PD10 photodiode sensor, capable of measuring the pulse energy of each individual pulse. The measurements are corrected for pulse-to-pulse fluctuations in the laser energy (for details see below). The laser beam is focused in the plasma with a quartz lens with a focal length of 300 mm.

The fluorescent light is collected perpendicularly to the laser beam and focused onto the entrance slit of Jarell-Ash monochromator with 0.5 m focal length, a grating with 1180 grooves mm$^{-1}$ and a blaze of 300 nm. The wavelength resolution of the monochromator is controlled by setting the slit widths. The entrance slit is perpendicular to the direction of the laser beam, in order to minimize the detection volume. At the exit slit of the monochromator an Hamamatsu R955 photomultiplier is mounted. The photomultiplier is used in photon counting mode. The quantum efficiency of the used photomultiplier for the wavelengths 844.7, 834.7 and 823.2 nm is specified by the manufacturer to be 6.8%, 7.2% and 7.5% respectively. The counting is performed by a Fast Comtec P7888 time digitizer card with a time resolution of 1 ns. The measurements are resolved in time and wavelength, by scanning either the laser wavelength or the monochromator wavelength. Each point of the spectrum consists of a time resolved histogram of counts accumulated over a number of laser shots, usually 1000–4000. An example of a time and excitation wavelength resolved spectrum is shown in figure 6.3, where the spectrometer was set to a fixed wavelength, and the laser was scanned over the two-photon absorption line. More details on the setup can be found in chapter 4.

For the calibration of the branching ratio of Xe, a vacuum vessel is used, as shown in figure 6.2. The vessel has three windows: two for the laser beam and one through which the fluorescence light is detected perpendicular to the other windows in line with the laser beam. The transmittance of the UV laser wavelength is found to be 63% per window. The
6.2. Experimental setup

**Figure 6.3:** Time and excitation wavelength resolved TALIF signal of O, with excitation to the O $3p^3P_J$ state, and fluorescence detection to the O $3s^3S$ state, corrected for laser energy fluctuations. The measurement is performed in the plasma jet at 0.5 mm axial position, with 3.2% air and 30 W microwave power.

**Figure 6.4:** Time and emission wavelength resolved TALIF signal of Xe in a mixture of He and Xe, measured in the vacuum vessel at low and high pressure. The laser is set to excite the Xe $6p[3/2]_2$ state at $2 \times 224.241$ nm. Note the logarithmic intensity scale.
gas input is regulated by mass flow controllers, and the pressure is automatically maintained with a Pfeiffer EVR116 control valve between the pump and the vessel, connected to a pressure meter. We used two types of capacitive pressure meters, one with a full range of 11 mbar (Pfeiffer TPR280) for the low pressure measurements, and one with a full range of 1100 mbar (Pfeiffer CMR271) for the high pressure measurements. The pump is a Pfeiffer Balzers. The vessel is helium leak tested, the background pressure without gas flow is less than $10^{-2}$ mbar and is determined by tubing and pump capacity.

Figure 6.4 shows a measurement where the laser was set to a fixed wavelength, and the monochromator was scanned. Note that emission lines of several states of Xe are visible in the measured range, some of which are much brighter at atmospheric pressure than the direct emission of the laser pumped state (at 834.7 nm). This confirms the need for a monochromator to perform the TALIF measurements on Xe, or an interference filter with a narrow bandpass. An interference filter with a bandpass large enough that both the Xe transition at 834.7 nm and the oxygen transition at 844.7 nm are transmitted—commonly used in these type of TALIF measurements—will also transmit a part of the bright Xe emission lines at 823.2 and 828.0 nm. This will complicate the Xe calibration and the calculation of the branching ratio of the measured transitions.

### 6.2.3 Thomson and Raman scattering system

The system used for measuring the Thomson and Raman scattering signal is identical to the system described in chapter 2, and only a brief summary is presented. The laser is an Edgewave IS6II-E YAG-laser at 532 nm with a repetition rate of 4000 Hz and a typical energy per pulse of 4 mJ, which is focused in the plasma jet. The scattering signal is collected perpendicularly by a triple grating spectrometer (TGS), which acts as a notch filter to filter out the central laser wavelength. In this way the Raman and the Thomson scattering signals are transmitted, while the much stronger Rayleigh scattering signal and the stray light from dust particles are blocked by the TGS. The signal is measured by an Andor iCCD camera with 1024 × 1024 pixels. The optics of the TGS are designed such that one camera image contains a spectrum, with the wavelength information in one direction, and a radial profile (along the laser beam) in the other direction. An axial profile can be obtained by moving the plasma with respect to the focused laser.

To obtain absolute densities of the electrons, N$_2$ and O$_2$, the signal is calibrated using the Raman signal of ambient air at room temperature and atmospheric pressure.

An example of a measured spectrum is shown in figure 6.5, which is obtained by binning 50 pixels in the radial direction of an iCCD image. (Note that this is 10 times more pixels than in the case of chapter 2.) The measured data contains the superimposed signals of N$_2$ Raman scattering, O$_2$ Raman scattering, and Thomson scattering. These contributions are disentangled by a specially designed fitting routine (see chapter 2 for details), from which we can obtain as fit parameters the electron density $n_e$ (m$^{-3}$), the electron temperature $T_e$ (eV), the N$_2$ + O$_2$ density $n_{air}$ (m$^{-3}$), and the O$_2$ fraction in air $f_{O_2}$ (which is equal to 1 − $f_{N_2}$). In principle the rotational temperature of N$_2$ and O$_2$ are also a fit parameter in the Raman signal, but in cases where there is also a Thomson signal these values tend to be underestimated in the fit. Therefore, in case of a Thomson signal, the rotational temperatures are fixed to values interpolated from rotational temperatures of
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Figure 6.5: Example of the fitting of a combined Raman and Thomson signal, measured in the plasma jet at 2.0 mm axial position, radially in the center, with 30 W microwave power and a gas mixture of He + 3.2% air. Fitted parameters are: $n_e = 2.5 \cdot 10^{18} \text{ m}^{-3}$, $T_e = 2.6 \text{ eV}$, $n_{\text{air}} = 3.9 \cdot 10^{22} \text{ m}^{-3}$ with $f_{\text{O}_2} = 10.2\%$. Note the excluded points in the center, due to filtering of the triple grating spectrometer. Around 533 nm there is an emission line of O, which has also been excluded from the fit.

Figure 6.6: Decay of oxygen TALIF signal, with laser pulse shape. The fit is a convolution of the laser pulse shape and an exponential decay. The measurement data is the same as in figure 6.3, integrated over wavenumber.
NO, obtained from LIF measurements for the same plasma conditions (see chapter 4). A measured Rayleigh signal is used as instrumental profile.

### 6.3 Absolute calibration of the TALIF signal

The measured TALIF signal intensity $S$, integrated over time (the time resolved intensity is named $S_t(t)$), and integrated over fluorescence wavenumber and excitation wavenumber\(^1\), is given by

$$S = \int_{-\infty}^{\infty} S_t(t) \, dt = n_1 C V G^{(2)} \sigma^{(2)}(a) \int_{-\infty}^{\infty} \left( \frac{I(t)}{\hbar \omega} \right)^2 \, dt,$$

where $n_1$ (m\(^{-3}\)) is the density of the ground state level of either O or Xe (state 1 in figure 6.1); $C$ is a factor to take into account the efficiency of the collecting optics, spectrometer and photomultiplier; $V$ (m\(^3\)) is the detection volume; $G^{(2)} = 2$ is the photon statistical factor; $\sigma^{(2)}$ (m\(^3\)s) is the two-photon absorption cross section; $a$ is the branching ratio of the observed transition; $\hbar \omega$ (J) is the photon energy of the laser; and $I(t)$ (Wm\(^{-2}\)) is the time dependent laser intensity.

The used laser energy meter measures the laser pulse energy $E$ (J). Due to the squared dependence on laser power, the laser pulse shape is important. The integral in equation (6.1) can be rewritten,

$$\int_{-\infty}^{\infty} \tilde{F}(t) dt = \frac{1}{c \tau_{\text{laser}}} \left( \int_{-\infty}^{\infty} I(t) dt \right)^2 = \frac{1}{c \tau_{\text{laser}}} E^2$$

where $\tau_{\text{laser}}$ (s) is the laser pulse width (FWHM), and $c$ is a constant depending on the pulse shape in time (for example $c = \sqrt{2\pi}$ for a Gaussian, or $c = 1$ for a square pulse). For the correction of the TALIF results for laser fluctuations, we assume that during the experiments the laser intensity fluctuates, but the shape is constant, hence $c \tau_{\text{laser}}$ is constant.

The branching ratio $a$ depends on the quenching rate $Q$ of the measured state. For the transition $2 \rightarrow 3$, as depicted in figure 6.1, the branching ratio is given by

$$a_{23} = \frac{A_{23}}{A_2 + Q_2},$$

with $A_{23}$ the Einstein emission coefficient of the transition $2 \rightarrow 3$. $A_2 = \sum_n A_{2n}$ is the total radiative decay rate of level 2, related to the natural lifetime $\tau_0 = A_2^{-1}$. $A_{23}$ is calculated using literature values of $\tau_0$ (see table 6.1) and the ratio $A_{23}/A_2$, which is 1 for O [5], and 0.733 for Xe [13]. The collisional quenching rate $Q$ is given by

$$Q = \sum_i q_i n_i,$$

\(^1\)Note that the raw data is obtained as a function of the laser wavelength. Although the figures in this work are presented in wavelength (nm), the integration is carried out in reciprocal units like wavenumber (cm\(^{-1}\)), in order to be able to compare signal intensities with different excitation wavelengths. See also Fleichtner et al [12] for a treatment of units for two-photon excitation.
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### Table 6.1: Natural lifetimes and collisional quenching rate coefficients of the relevant states of O and Xe.

<table>
<thead>
<tr>
<th>state</th>
<th>natural lifetime $\tau_0$ (ns)</th>
<th>quenching rate coefficient $q$ \left(10^{-16} \text{ m}^3\text{s}^{-1}\right)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O 3p $^3P_{1,2,0}$</td>
<td>37.7 ± 1.7</td>
<td>$9.4 \pm 0.5$ \cite{5}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.9 \pm 0.2$ \cite{14}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.017 \pm 0.002$ \cite{5}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.14 \pm 0.007$ \cite{5}</td>
</tr>
<tr>
<td>Xe 6p'[3/2]</td>
<td>30.7 ± 2.2</td>
<td>$4.3 \pm 0.2$ \cite{15}</td>
</tr>
<tr>
<td></td>
<td>31.2 ± 1.1</td>
<td>$4.26 \pm 0.10$ \cite{15}</td>
</tr>
<tr>
<td></td>
<td>40 ± 6</td>
<td>$3.6 \pm 0.4$ \cite{5}</td>
</tr>
<tr>
<td></td>
<td>40.8 ± 2.0</td>
<td>$5.7 \pm 0.3$ \cite{16}</td>
</tr>
<tr>
<td></td>
<td>He</td>
<td>$5.7 \pm 0.6$ \cite{16}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$9.3 \pm 2.0$ \cite{17}</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>$2.0 \pm 0.1$ \cite{17}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.6 \pm 0.2$ \cite{17}</td>
</tr>
<tr>
<td>Xe 6p[3/2]</td>
<td>28.0 ± 1.2</td>
<td>$1.01 \pm 0.03$ \cite{15}</td>
</tr>
<tr>
<td></td>
<td>38 ± 2</td>
<td>$0.017 \pm 0.008$ \cite{18}</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>$0.40 \pm 0.02$ \cite{19}</td>
</tr>
</tbody>
</table>

* this work

with $q_i$ the quenching coefficient and $n_i$ the density of the colliding species (see table 6.1 for values of $q_i$). The decay rate $A + Q$ is related to the effective lifetime $\tau = (A + Q)^{-1}$, which can be determined experimentally by fitting the time resolved signal $S_t(t)$. For the best fit result for decay times on the order of the laser pulse width, $S_t(t)$ is fitted with a convolution of an exponential decay function and the squared laser pulse shape $I^2(t)$,

$$S_t(t) \propto \int_0^t I^2(t')e^{-\frac{t-t'}{\tau}} dt'.$$

(See for a similar expression in the case of single photon LIF equation (4.17) on page 55.) An example of such a fit is shown in figure 6.6. $I(t)$ is measured by setting the monochromator to the laser wavelength, and measuring the Rayleigh signal. The obtained decay rate as function of pressure is used in a Stern-Volmer plot to determine $\tau_0$ and $q_i$ (the slope of the linear fit determines $q_i$ and the zero crossing $\tau_0$). This is shown in figure 6.7 for quenching of Xe 6p'[3/2] by Xe, He and Ar in the pressure range 0–10 mbar. The resulting $\tau_0$, $q_{\text{Xe}}$, $q_{\text{He}}$ and $q_{\text{Ar}}$ are listed in table 6.1 and compared with literature data.

6.3.1 Xe branching ratios at atmospheric pressure

For high quenching rates, $\tau$ becomes smaller than the laser pulse width $\tau_{\text{laser}}$, and the quenching rate (and consequently the branching ratio) cannot be determined by fitting the decay time. In that case, $a$ can be determined relatively by measuring the TALIF intensity $S$ (see equation (6.1)) when the density of the ground state is known.
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Figure 6.7: Stern-Volmer plots of collisional quenching of Xe 6p’[3/2]_2 by Xe, Ar and He at low pressure, with linear fits. In case of Ar and He the Xe density is kept constant at a partial pressure of 1.0 mbar, indicated by the dashed line. The obtained quenching coefficients are listed in table 6.1.

Figure 6.8: Stern-Volmer plot showing a non-linear dependence of the collisional quenching of Xe 6p’[3/2]_2 by He as a function of pressure, at pressures above 400 mbar. The partial Xe pressure is kept constant at 1 mbar.
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**Figure 6.9:** Time dependent fluorescence signals for the excitation of ground state Xe to the 6p[3/2]_2 state. The 823.2 nm measurement is fitted with an exponential curve after 50 ns. The 2 mbar measurement is fitted with a convolution of the squared laser shape and an exponential curve. The plotted laser shape is scaled in intensity to fit the 1000 mbar, 834.7 nm measurement.

![Graph](image)

**Figure 6.10:** Line profile of the TALIF signal as a function of excitation wavelength for the excitation of ground state Xe to the 6'[3/2], level, at low pressure (2 mbar) and atmospheric pressure (other cases) for different fluorescence wavelengths and gas mixtures. The measurements are fitted with a Voigt profile. The low pressure measurement has the maximum at 6.0 \cdot 10^{-3} \text{ counts} \mu \text{J}^{-2}.
### Table 6.2: Xe calibration methods for TALIF of O.

The relative signal strength is calculated using the branching ratio, multiplied with the Xe density, and is thus independent of experimental conditions. The O density is measured inside the plasma jet with 30 W power, 3.2% air, at 5 mm axial position and radially in the center.

<table>
<thead>
<tr>
<th>pressure (mbar)</th>
<th>mixture</th>
<th>wavelength (nm)</th>
<th>branching ratio</th>
<th>signal strength (a.u.)</th>
<th>O density ($10^{22}$ m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>pure Xe</td>
<td>834.7</td>
<td>$0.33 \pm 0.02$</td>
<td>1</td>
<td>2.24</td>
</tr>
<tr>
<td>1000</td>
<td>Ar + 0.20% Xe</td>
<td>834.7</td>
<td>$0.0086 \pm 0.0020$</td>
<td>0.026</td>
<td>2.98</td>
</tr>
<tr>
<td>1000</td>
<td>Ar + 0.20% Xe</td>
<td>823.2</td>
<td>$0.020 \pm 0.04$</td>
<td>0.061</td>
<td>3.95</td>
</tr>
<tr>
<td>1000</td>
<td>He + 3.5% Xe</td>
<td>834.7</td>
<td>$0.0030 \pm 0.0006$</td>
<td>0.16</td>
<td>2.42</td>
</tr>
<tr>
<td>1000</td>
<td>He + 0.20% Xe</td>
<td>823.2</td>
<td>$0.27 \pm 0.05$</td>
<td>0.82</td>
<td>3.08</td>
</tr>
</tbody>
</table>

The relative decay rate of Xe $6p'[3/2]_2$ is shown for pressures in the range 50–1000 mbar in figure 6.8. Above approximately 400 mbar the decay rate is not linear with the pressure, which means that equation (6.4) is not valid for Xe at high pressure. The additional quenching is most likely due to three body collisions. Three body quenching is observed for Xe by Bruce et al [19], although for a different level ($6p'[1/2]_o$) and a different quencher (Xe).

Because at atmospheric pressure $Q$ cannot be calculated using equation (6.4), the quenching coefficients of the Xe states only give a qualitative indication of the quenching rate at atmospheric pressure, and cannot be used to calculate $a$. The absolute value of $a$ has to be determined experimentally by measuring $S$. Two TALIF measurements of Xe are performed in a vacuum vessel: one at low pressure with intensity $S_{\text{low}}$, the other at atmospheric pressure with intensity $S_{\text{atm}}$. The branching ratio at low pressure $a_{\text{low}}$ is determined using equation (6.3) with the decay time determined by a fit of $S_t(t)$. The branching ratio at atmospheric pressure $a_{\text{atm}}$ is then calculated by dividing the two signals (see equation (6.1)),

$$a_{\text{atm}} = a_{\text{low}} \frac{C_{\text{low}} n_{\text{low}} \langle E^2_{\text{low}} \rangle S_{\text{atm}}}{C_{\text{atm}} n_{\text{atm}} \langle E^2_{\text{atm}} \rangle S_{\text{low}}}. \quad (6.6)$$

The ratio $C_{\text{low}}/C_{\text{atm}} = 1$ in most cases. Only in the case where the detection wavelength is different in the case of atmospheric pressure compared to low pressure (see below), the values $C_{\text{low}}$ and $C_{\text{atm}}$ are taken to be the quantum efficiencies of the photomultiplier at the respective wavelengths.

The low pressure measurement is performed in pure Xe at 2.0 mbar, with fluorescence detection of the Xe $6p'[3/2]_2$ state at 834.7 nm. High pressure measurements are performed for four combinations of fluorescence wavelengths and gas mixtures with Xe, Ar and He. The measured TALIF signals are shown in figure 6.10, and the corresponding branching ratios are in table 6.2. Note that the line profiles at atmospheric pressure are significantly broadened compared to low pressure. The TALIF signal is given by the surface of the curve, which shows the need to measure the line profile by making a scan with the laser wavelength, rather than fixing the laser to the central wavelength. The line profiles are fitted with a Voigt profile, which is a convolution of a Gaussian and a Lorentzian profile. At low pressure the line profile is mainly Gaussian, due to the laser bandwidth. At
atmospheric pressure the profiles are predominantly Lorentzian shaped, which indicates that the responsible process is Van der Waals broadening. The absolute wavelength accuracy of the laser is limited (±10 pm is specified), therefore the profiles in figure have been centered at 224.241 nm in the analysis. As a consequence, the line shift that is associated with Van der Waals broadening is not visible.

For the directly pumped Xe 6p'[3/2]2 state the quenching coefficients $q_{Ar}$ and $q_{He}$ are high (see table 6.1), resulting in a low values of $a_{atm}$ and an unmeasurable decay time; the TALIF signal is weak and has the shape of the squared laser pulse (see figure 6.9). To improve the signal strength a number of variations in gas mixture and detection wavelength have been investigated. In the case of He, the Xe concentration in the gas mixture is increased from 0.2% to 3.5%. This increases the signal strength by approximately a factor 17.5. However, for a calibration measurement in a jet in ambient conditions, this requires a considerable flow of the expensive Xe gas (175 sccm in case of a 5 slm flow).

Another option to improve the signal strength is to set the monochromator to a different detection wavelength. As can be seen from the spectrum in figure 6.4, at atmospheric pressure the emission line at 823.2 nm is much stronger than at 834.7 nm. This is the Xe 6p'[3/2]2 →6s[3/2]2 transition, indicated as transition 4 → 5 in figure 6.1. The 6p[3/2]2 state has much lower quenching coefficients (see table 6.1), resulting in much higher values of $a_{atm}$ for this transition, especially in the case of He. However, the population of the 6p[3/2]2 happens indirectly, through collisional transfer from the 6p'[3/2]2 state. Although for the calculation of an effective branching ratio $a_{atm}$ it is not required to know the exact process that populates the 6p[3/2]2 state, it can be a cause of inaccuracy, as the collisional transition rate constant of the Xe 6p[3/2]2 →6s[3/2]2 transition could have to compete with other depopulation mechanisms. Therefore $a_{atm}$ is potentially more sensitive to small variations in the gas mixture.

State-to-state quenching rate coefficients of Xe 6p'[3/2]2 with He have been measured by Zikratov and Setser [17], who showed that the quenching of the 6p'[3/2]2 mainly populates the 6d[7/2]3 state and a few other states, but not the 6p[3/2]2 state. The collisional transfer between the 6p'[3/2]2 and 6p[3/2]2 state is therefore an indirect process. This is confirmed by the time evolution of the fluorescence signal (figure 6.9). The 6p[3/2]2 population increase continues up to 40 ns after the laser pulse, significantly longer than the effective lifetime of the 6p'[3/2]2 state. After this the 6p[3/2]2 population decreases exponentially with a decay time of 53 ns, which is longer than the natural lifetime of the state (table 6.1). This indicates that there is a “longer lived” intermediate state that acts as a reservoir. The 6d[7/2]3 state has a natural lifetime of 70.1 ns, according to theoretical calculations by Aymar et al [20]. With quenching at atmospheric pressure taken into account this lifetime does not fully explain the long decay time of the measured signal. Other candidates for the intermediate state are the Xe 7p states, since they lie energetically close to the 6p' states, and they have long lifetimes (>100 ns, [13]). The population of the 7p states can be measured by emission lines of the 7p→6s transitions in the 470–500 nm wavelength range. A full investigation of this is however beyond the scope of this work.
Figure 6.11: Relative densities of the O 3p \(^3\)P\(_J\) states with \(J = 2, 1, 0\) measured by TALIF with excitation wavelengths \(2 \times 225.685\), \(2 \times 225.988\) and \(2 \times 226.164\) nm respectively. The Boltzmann fraction \(f_2 = 0.61\). The measurements are performed in the plasma jet with 3.2% air and 30 W power.

### 6.3.2 Absolute O density

The Xe calibration measurement is performed in the same jet as the plasma. A well-defined gas mixture with Xe density \(n_{Xe}\) and a known branching ratio (see table 6.2) is flown through the tube with 5 slm, and a TALIF measurement is performed at 2 mm axial position, radially in the center. In chapter 4 it was shown that at this position the entrainment of ambient air in the jet is negligible and the mixture can be considered equal to the premixed gas.

The lower O 3p\(^4\)\(^3\)P\(_J\) and upper O 3p \(^3\)P\(_J\)\(^\prime\) states are divided into three levels with orbital angular momentum quantum number \(J = 2, 1, 0\) and \(J' = 1, 2, 0\). The upper levels \(J'\) are spaced closer than the laser bandwidth and cannot be distinguished during laser excitation and fluorescence detection. The lower states have an energy spacing much larger than the laser bandwidth, and are individually excited with excitation wavelengths \(2 \times 225.685, 2 \times 225.988\) and \(2 \times 226.164\) nm respectively. The absolute density of the O 3p\(^4\)\(^3\)P\(_J\) ground level \(n_J\), calibrated with Xe, is given by the ratio of the TALIF signals, using equation (6.1),

\[
n_J = n_{Xe} \frac{C_{Xe}}{C_J} \sigma_X^{(2)} \left( \frac{\hbar \omega_J}{\hbar \omega_{Xe}} \right)^2 \frac{\langle E^2_{Xe} \rangle}{\langle E^2_J \rangle} \frac{S_J}{S_{Xe}}
\]

The two-photon absorption cross section is the sum of the excitation from one \(J\) ground state level to the three upper levels \(\sigma_J^{(2)} = \sum_{J'} \sigma_J^{(2)}\). For the used two-photon transitions, the ratio \(\sigma_X^{(2)} / \sigma_J^{(2)} = 1.9\) [5]. \(\sigma_J^{(2)}\) is equal for all three \(J\) ground levels, according to theoretical calculations by Saxon and Eichler [21]. For \(C_{Xe}\) and \(C_J\) are taken the quantum efficiencies of the photomultiplier at the used fluorescence wavelengths. The spectrometer efficiency is assumed to be constant in the used small wavelength range.

The total O ground state density \(n_O\) is the sum of the three \(J\) level densities.
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\[ n_\text{O} = \sum_J n_J = \frac{n_J}{f_J}, \]  \hspace{1cm} (6.8)

where \( f_J \) is the factor to take into account the population distribution of the \( J \) levels. Assuming the states are populated according to a Boltzmann distribution with temperature \( T \), the Boltzmann factor \( f_J \) is given by,

\[ f_J(T) = \frac{(2J + 1) e^{-\frac{E_J}{k_B T}}}{\sum_{J=2,1,0} (2j + 1) e^{-\frac{E_J}{k_B T}}}, \]  \hspace{1cm} (6.9)

with state energy \( E_2 = 0 \text{ cm}^{-1}, E_1 = 158.27 \text{ cm}^{-1} \) and \( E_0 = 226.98 \text{ cm}^{-1} \), and \( k_B \) the Boltzmann constant. We consider the \( J = 2 \) state with \( f_2(T) \), since this level has the highest density. According to gas temperature measurements in the plasma (see chapter 4), the expected gas temperature is the range 500–2000 K. In this range, \( f_2(T) \) has only a weak temperature dependence, and can be approximated by a constant value of 0.61. In figure 6.11 a comparison is made of the total O ground state density calculated from the \( J = 2 \) state density using this fraction, and by summing the three individually measured state densities. The difference is less then 5% for all positions, which is well within the experimental error. In addition it confirms the validity of the assumption that the O atoms obey a Boltzmann distribution.

For Xe, the branching ratio \( a_{\text{Xe}} \) is taken to be \( a_{\text{atm}} \) as shown in table 6.2. For O equation (6.3) is used to calculate \( a_J \), which is equal for all three \( J \) levels. Since the quenching coefficient of O for He is very low (table 6.1), the decay time is still measurable at atmospheric pressure. An example of a time resolved O signal, with fitting of the decay time is shown in figure 6.6. This way no assumptions have to be made on the density of the quenchers as it is directly measured. Also the quenching by plasma produced species is automatically taken into account if present, such as electron induced quenching, quenching by NO and OH, and O self-quenching, which are difficult to determine.

The absolute calibration is performed for each of the different Xe mixtures on an O TALIF measurement under the same experimental plasma conditions (30 W microwave power, He with 3.2% air, measured at 5 mm axial position and radially in the center). Also a calibration has been performed directly by using the low pressure Xe TALIF measurement. The resulting absolute O densities are shown in table 6.2. It is shown that the obtained densities agree within an error margin of approximately 50%. This variation can be attributed to the accuracy of the branching ratios, which is a result of the total accuracy of the multiple TALIF measurements needed to obtain this branching ratio. The lowest density is obtained by the low pressure calibration, which is as expected. The transmission of the fluorescence signal through the vacuum vessel window is expected to be lower than in the case of an open jet, hence \( C_{\text{Xe}} \) is lower and the resulting \( n_\text{O} \) is lower.
Figure 6.12: O TALIF measurements in the plasma jet (3.2% air, 30 W). $n_O$ has a maximum of $4.6 \cdot 10^{22}$ m$^{-3}$ at 0.5 mm axial position, $\tau$ has a minimum of 7.0 ns at 1.0 mm axial position.

Figure 6.13: Raman scattering measurements of O$_2$ and N$_2$ in the plasma jet (3.2% air, 30 W). $n_{air}$ has a minimum of $3.6 \cdot 10^{22}$ m$^{-3}$ at 0.5 mm axial position, $f_{O_2}$ has a minimum of 7.4% at 0.5 mm axial position, resulting in an O$_2$ density of $2.7 \cdot 10^{21}$ m$^{-3}$. Note the logarithmic color scale of the air density.
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6.4.1 O, O₂ and electron density

The typical conditions for the plasma jet are a flow of 6 slm He with 3.2% air, and a microwave power of 30 W. For these conditions O TALIF, Raman scattering and Thomson scattering measurements are performed at different radial and axial positions. The results are shown in figures 6.12, 6.13 and 6.14 respectively. The axial positions are calculated from the tube end. The O density is calculated with equation (6.7) using the fitted decay time. Similar measurements, repeated on different days, including new calibrations, show a variation in the O density of approximately 15%.

From the electron density it can be seen that the active plasma region extends approximately 4 mm above the tube end. The maximum $n_e$ of $6.9 \times 10^{18}$ m$^{-3}$ is found in the plasma core, close to the tube end, and decreases further away from the tube. The electron temperature fluctuates between 1.3 and 3.0 eV. An increase of $T_e$ at the edge of the plasma, like in the case of the surfatron microwave jet (chapter 2), is not observed.

The region with the highest $n_e$ has also the highest O density, although the O extends further than the electrons; the O radicals drop below the detection limit after approximately 10 mm. The O density in the center of the plasma is $4.6 \cdot 10^{22}$ m$^{-3}$, while the premixed O$_2$ density is approximately $4.1 \cdot 10^{22}$ (assuming 21% O$_2$ in dry air and a gas temperature of 1200 K, following the rotational temperature of NO obtained by LIF chapter 4). This means an dissociation degree of at least approximately 57%. The Raman measurements show an O$_2$ density in the plasma center of $2.7 \cdot 10^{21}$ m$^{-3}$, which is indeed much lower than the premixed density. However, this does not mean that the missing O$_2$ is completely dissociated. Also vibrational excitation and the formation of metastables of O$_2$ are a possible cause of the decreased Raman signal. Note that also the total O den-
sity might be higher than measured. TALIF measures the O ground state density, while excited states and metastables of O are not detected.

The vibrational distribution depends on the vibrational constant of the molecule. As explained by Herzberg [14] and in chapter 2, the ratio of the density of vibrational levels \( v = 0 \) and \( v = 1 \) for a vibrational temperature \( T_{\text{vib}} \), is given by,

\[
\frac{n_1}{n_0} = e^{-\frac{E_{10}}{kT_{\text{vib}}}},
\]

with \( E_{10} \) is the energy of the first vibrational band (0.193 eV for \( \text{O}_2 \) and 0.289 eV for \( \text{N}_2 \)). Because the vibrational excitations is different for \( \text{N}_2 \) and \( \text{O}_2 \), this would lead to larger depletion of the \( \text{O}_2 \) density compared to the \( \text{N}_2 \) density. Indeed, figure 6.13b shows a decrease to \( f_{\text{O}_2} = 7.4\% \) (compared to 21\% in the surrounding air). However, even with a typical \( T_{\text{vib}} \) of 3000 K in atmospheric pressure plasmas the fraction would only decrease to \( f_{\text{O}_2} = 17.4\% \). This indicates that the difference need to be caused due to dissociation or metastable excitation.

The excited states of \( \text{O}_2 \), mainly \( \text{a}^1\Delta_g \) and \( \text{b}^1\Sigma^+ \), have an excitation energy of respectively 0.98 and 1.63 eV, which is much lower than the energy of the \( \text{N}_2 \) excited states \( \text{A}^3\Sigma^+_g \), \( \text{B}^3\Pi_g \) and \( \text{C}^3\Pi_u \) with respectively 6.22, 7.39 and 11.05 eV. The \( \text{O}_2 \) metastables are therefore easier created than the \( \text{N}_2 \) metastables, which could explain the difference for the low ratio \( f_{\text{O}_2} \). The \( \text{O}_2 \) metastables are modeled in an atmospheric pressure He–\( \text{O}_2 \) plasma by Murakami et al [23], and the densities are found to be significant. The \( \text{O}_2 \text{ a} \) density is of the same order as the \( \text{O} \) density, while the density of \( \text{O}_2 \text{ b} \) is about two orders of magnitude lower. It must be noted that the plasma conditions are different than in our case, most notably the dissociation degree of \( \text{O}_2 \) is lower. The \( \text{N}_2 \) metastable states \( \text{A}^3\Sigma^+_g \), \( \text{B}^3\Pi_g \) and \( \text{C}^3\Pi_u \) are measured in a pulsed air discharge at atmospheric pressure by Stancu et al [6]. Compared to the measured \( \text{O} \) density the \( \text{N}_2 \text{ B} \) density is found to be about a factor 3 lower, the \( \text{N}_2 \text{ C} \) density about a factor 20 lower, and the \( \text{N}_2 \text{ A} \) density about 3 to 4 orders lower. Although caution is in order to compare these results obtained in very different plasma conditions, it shows that there is indeed a significant density of \( \text{O}_2 \) metastables present in our plasma, which can potentially explain the low density of the \( \text{O}_2 \) ground state, and the low value of \( f_{\text{O}_2} \).

### 6.4.2 Different gas mixtures and different powers

Axial profiles are measured for different microwave powers (see figure 6.15) and for different air concentrations (see figure 6.16).

At the edges of the measured region the \( \text{O} \) density is low, and at the same time the quenching species like \( \text{O}_2 \) and \( \text{N}_2 \) have a larger density than in the core of the plasma. As a result the decay time decreases, and the accuracy of the decay fit reduces (note the error bars in figures 6.15b and 6.16b). A lower limit for the decay time of 2 ns has been imposed, to prevent unrealistic peaks in the \( \text{O} \) density. In the case of pure He in figure 6.16, the TALIF signal is too low to fit the decay time. For this case the decay time has been extrapolated from the measurements with higher air concentrations.

With the microwave power increasing from 20 to 56 W the \( \text{O} \) density shows an increase from approximately 4 to \( 6 \cdot 10^{22} \, \text{m}^{-3} \). In this range the temperature in the plasma increases...
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Figure 6.15: O TALIF measurements for different microwave powers. The gas mixture is He with 3.2% air.

Figure 6.16: O TALIF measurements for a gas mixture of 6 slm He with different air concentrations. The microwave power is kept constant at 30 W. Note the O density in the case of pure He is multiplied by a factor of 10 for clarity.
from approximately 1000 to 1800 K (based on rotational temperatures of NO), and the
dissociation degree increases from 50% up to almost 100%. For higher powers the plasma
size is larger, which is visible by the O density extending to higher axial positions. Note
the cooling of the gas also has an increasing effect on the density. The decay time increases
with the power, as expected from a reduction of collisional quenching for the lower gas
densities at higher temperatures.

For increasing air concentrations the maximum O density also increases. However,
the length of the O density profile decreases. With increasing air concentration it becomes
more difficult to sustain the plasma, and as a consequence the active plasma zone decreases
in size with increasing air concentration for a constant microwave power. Above the active
zone the O radical is rapidly removed due to association reactions. As expected the decay
time shows a large dependence on the air density, since N$_2$ and O$_2$ have a much higher
quenching coefficient than He. Note that the O density is almost completely produced
by the O$_2$ premixed into the gas flow. Air entrainment has not a dominant effect, the
corresponding O density is more than an order of magnitude smaller ($\sim 1 \cdot 10^{21}$ m$^{-3}$ in
the case of no premixed air).

### 6.5 Discussion of the plasma chemistry

In modeling of He–O$_2$ plasmas by Murakami et al [23] the main production mechanisms
of O are found to be dissociation of O$_2$ by electrons and the dissociation of O$_3$ by excited
O$_2$,

\[
O_2 + e \rightarrow 2O + e, \quad (6.11)
\]

\[
O_3 + O_2 a \Delta g \rightarrow O + 2O_2. \quad (6.12)
\]

The latter can be considered as a secondary process, that does not contribute to the net
production of O, since O$_3$ is a plasma produced species that requires O for its main pro-
duction process itself. Thermal decomposition of O$_2$, according to $O_2 + M \rightarrow 2O + M$ is
negligible in the used temperature range of below 2000 K [24]. In He–O$_2$ plasmas excited
states of He are found to have a significant influence [25] on the O production. According
to Walsh et al [26] the reaction $O_2 + He^* \rightarrow 2O + He$ contributes significantly to the O
production. However this reaction is not mentioned in [23], and according to Léveillé
and Coulombe [27] it is only possible through an indirect process, consisting of Penning
ionization ($He^* + O_2 \rightarrow He + O_2^+ + e$) followed by electron dissociative recombination
($O_2^+ + e \rightarrow 2O$).

In the presence of N$_2$, according to Stancu et al [6], the main O production mechanism
is through excited N$_2$ species, in the reaction,

\[
O_2 + N_2 A, B, C \rightarrow 2O + N_2 X. \quad (6.13)
\]

The reactions (6.11) and (6.13) are confirmed to be dominant O production processes by
Dorai and Kushner [28] for an atmospheric pressure air plasma. The N$_2$ is excited by
electron impact, and the excited N$_2$ species are expected to be short-lived. The highest
O production therefore is expected to take place in the plasma core, where the electron
density is the highest. Indeed the highest O density is observed close to the tube end, at the same position as the maximum electron density.

The dominant destruction process of O is the reaction with O₂ to form O₃ [23, 28],

\[
O + O₂ + M \rightarrow O₃ + M.
\]  

(6.14)

This means that the O recombines into species other than O₂, in fact more O₂ is consumed in the process. This is consistent with our observations in the plasma. At approximately 10 mm the O has mostly disappeared, but the O₂ density increases only slowly and remains significantly lower than the premixed amount up to 15 mm from the nozzle. Note that the dominant processes that cause the destruction of the excited O₂ a state (reaction (6.12) and also O₂ a + N₂ → O₂ + N₂ [28]) do produce ground state O₂. Because a sudden increase of the O₂ density is not observed at the edge of the active plasma, this suggests that the density of excited O₂ states is not significant. This would mean that indeed the low O₂ density measured by Raman scattering is caused predominantly by dissociation of O₂ instead of excitation.

Besides O₃, also other species are produced, like NO, NO₂ or OH. In the same zone as where the O density decreases significantly, the NO density has been found to have a maximum of approximately 10¹⁹ m⁻³ (at about 5 mm axial position, see chapter 4). This is expected, since the NO production is efficiently quenched by O with the reaction NO + O + M → NO₂ + M [29], while the production of NO by O through the reaction O + N₂ → NO + N is negligible at the used gas temperatures [30]. It is therefore necessary that the O density drops to allow an increase in the NO density.

6.6 Conclusion

In this contribution, the absolute atomic oxygen density is measured by TALIF in a He microwave jet operating at 20–56 W with different air concentration admixed to the He gas feed in the range of 0–6.3%. The oxygen densities are measured spatially resolved, and are found to have a maximum near the tube end. The max O densities range from 4 to 6 · 10²² m⁻³. This indicates a high O dissociation degree of 50–100%. This high degree is consistent with Raman scattering measurements of O₂ and N₂, which show indeed that the ground state O₂ density in the jet is much lower than in the premixed gas. Although excited states of O₂ are not detected by Raman scattering, they cannot fully explained this difference. An electron density below 10¹⁷ m⁻³ is found using Thomson scattering.

The calibration of the O TALIF signal was performed at atmospheric pressure, using a novel approach to determine the quenching of Xe. The branching ratios are reported for four different conditions, such that the calibration method based on this data can be applied without the need of a vacuum system. The relative error margin of the O density is approximately 10%, while the absolute calibration results has an estimated error margin of about 50%.

In the jet, it is found that the axial drop of the O density does not correspond with the increase of the O₂ density, which means the O recombines into other species than O₂. The mean loss mechanism of O is found to produce O₃, in addition the NO density peaks in the same region. It clearly illustrates the dominance of atomic reaction chemistry in the
production and destruction of NO, O$_3$ and other long-lived plasma produced species in a microwave atmospheric pressure plasma operating in He–air mixtures.
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Chapter 7

NO production in an RF plasma jet

Abstract

A time modulated RF atmospheric pressure plasma jet (APPJ), operated in ambient air with a flow of argon with a few percent of air, N₂ or O₂, was characterized by measuring the gas temperature with Rayleigh scattering, the absolute NO density with laser induced fluorescence, and the emission of NO A and N₂ C with time resolved optical emission spectroscopy. The gas temperature, NO density and the emission measurements have been performed both time and space resolved. The APPJ has the advantage that the plasma dissipated power can be measured, and it was found that the gas temperature depends on the power, rather than on the gas mixture. The NO density increases with increasing plasma power, and was found to have a maximum around 1.5 \( \times \) \( 10^{21} \) m\(^{-3}\) at an air admixture of 2\%. The N₂ C emission is modulated by the 13.9 MHz RF frequency, while the NO A emission front increases with a much slower velocity during the 20 kHz duty cycle, which gives an insight into the excitation mechanisms in the plasma. Through the addition of either N₂ or O₂ to the plasma it was experimentally confirmed that the production of atomic N radicals are of key importance for the NO production in this APPJ.

---

A modified version of this chapter is submitted for publication as: A. F. H. van Gessel, K. M. J. Alards, and P. J. Bruggeman, “NO production of an atmospheric pressure RF plasma jet” (2013)
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7.1 Introduction

Atmospheric pressure plasma jets (APPJs) are used for a wide range of applications. These jets can be operated close to room temperature, which makes them suitable for biomedical applications such as inactivation of bacteria and wound treatment [1]. Due to the energetic electrons in APPJs ($T_e$ is typically a few eV), all kinds of highly reactive dissociation products are created, such as N, O, H, and OH. In addition secondary reactive products such as NO and O$_3$ are formed, which have typically a longer lifetime.

In this work we study the production of nitric oxide (NO) by an RF driven APPJ. NO is considered to be harmful at large concentrations for living tissue, but at lower concentrations the molecule plays a vital role in the human body, including the skin, where it acts as intercellular messenger [2]. NO diffuses rapidly through most tissues [3], which makes it likely to play an important role in tissue/wound treatment by plasmas.

The formation of NO is extensively studied in combustion systems, and several production mechanisms are known [4]. However, discarding all the fuel-related reactions with hydrocarbons the most important production mechanism is through the Zel’dovich reaction, so-called thermal NO. These reactions have strong temperature dependencies. The gas temperature in the RF jet does not exceed 600 K which is significantly smaller compared to the condition for which NO formation is typically studied. In this work the gas temperature is measured spatially resolved using Rayleigh scattering.

In chapter 4 the NO production was measured in an atmospheric pressure microwave jet in helium. The NO density was found to have a maximum of $1.4 \cdot 10^{21}$ m$^{-3}$. However, the gas temperature of the microwave jet is in the range 1000–2000 K which makes the source unpractical for the treatment of heat-sensitive materials and tissue. The RF jet in this work has a gas temperature in the core of the plasma of typically below 600 K. The source resembles the commercially available kINPen plasma jet [5], but has the additional advantage that the power dissipated by the plasma can be determined [6, 7].

Measurements on the NO production of APPJs have been performed by Pipa et al [8, 9]. For the kINPen the absolute production rate of NO was investigated by IR absorption in a multipass cell. This technique however does not allow accurate spatially resolved measurements. In addition, Pipa et al found dependencies of the concentration of air on the NO production. However, as the plasma impedance typically changes with adding air to Ar, it is highly likely that also the power dissipated in the plasma will have changed in their measurements. The effect of power has been shown to be of key importance in the NO formation in the plasma needle in He–air mixtures by Stoffels et al [10] using molecular beam mass spectrometry.

In this chapter the spatially resolved measurements of absolute NO densities and the effect of power are investigated in detail for an argon driven RF plasma jet. In the next sections we present the diagnostics used to investigate the RF jet. The following sections are dedicated to the measurement results of the time resolved optical emission spectroscopy (section 7.4), gas temperature by Rayleigh scattering (section 7.5) and the NO density by laser induced fluorescence (section 7.6). We conclude in section 7.7.
7.2 RF plasma jet

The plasma source is an RF jet operated in ambient air, used previously by Hofmann et al [6]. The source consists of a glass tube with 1.5 mm inner diameter, with a needle electrode inside. For the grounded electrode we use two configurations, a ring or a plate. Either the ring is placed around the end of the tube, or the plate is mounted at 3.0 mm above the tube end. The plate has a 5.0 mm hole in the middle to let the plasma jet go through. These two configurations allow to investigate and compare the so-called cross-field and linear-field jets, as introduced by Walsh and Kong [11]. Through the tube a gas mixture flows of 1.0 slm argon with a varying amount of 0–4% of either air, oxygen or nitrogen. A schematic drawing of the jet is shown in figure 7.1. Images of the two operating modes of the APPJ are presented in figures 1.1c and 1.1d on page 8.

The plasma is connected to an RF amplifier (E&I A075) through a matching box to match the impedance of the plasma with the power supply. The matching box consists of an inductance only. The forward and reflected RF power coming from and going to the amplifier are measured using an power meter (Amplifier Research PM2002) with two diode power heads (PH2000) connected to a directional coupler. Also a current probe (Pearson 2877) is used to monitor the current in front of the inductance in the matching box, and is connected to an oscilloscope (Agilent DSO7034A). The plasma is operated at a frequency of 13.9 MHz (72 ns period), pulsed at 20 kHz with 20% duty cycle. The input of the RF amplifier is provided by a signal generator (HP 8116A), which generates the RF waveform, gated by a block pulse, which causes the plasma to be 10 µs on and 40 µs off. The block pulse signal is taken from a pulse/delay generator (BNC 575), which also triggers the laser and the detection system. In this way the diagnostics can be synchronized with the pulsed RF cycles with nanosecond accuracy.

The jet is mounted on a motorized stage to position the plasma with an accuracy of 10 µm.
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7.2.1 Power measurements

To calculate the power dissipated by the plasma, the power dissipated in the matching box is subtracted from a total power at constant current, as is explained in detail by Hofmann et al [6]. By applying power to the system while the gas flow is turned off, such that there is no plasma, we can determine the power (forward minus reflected) dissipated in the matching box at a certain rms value of the current. When the gas flow is applied, the plasma is formed, and the power that is dissipated by the matching box and the plasma can be determined. It is assumed that at constant rms current \( I_{\text{rms}} \) the power dissipation in the matching box remains unchanged, and therefore the power to the plasma \( P_{\text{plasma}} \) is given by,

\[
P_{\text{plasma}}(I_{\text{rms}}) = P_{\text{on}}(I_{\text{rms}}) - P_{\text{off}}(I_{\text{rms}}).
\]

(7.1)

This method is demonstrated in figure 7.2 and the assumption is motivated in detail in [6]. The error margin of the obtained power is estimated to be ±0.1 W.

7.3 Diagnostic methods

For the diagnostics two separate experimental setups are used, one for Rayleigh scattering and one for laser induced fluorescence (LIF). Optical emission spectroscopy (OES) is performed using the detection system of the LIF setup.

7.3.1 Rayleigh scattering

Rayleigh scattering is the scattering of light by heavy particles. The intensity \( I \) of the scattered signal is proportional to the heavy particle density \( n_h \), and through the ideal gas law \( (p = n_h k_B T_g) \) inversely proportional to the gas temperature \( T_g \) at constant pressure \( p \). The signal has to be calibrated using a reference signal at a known temperature \( T_{\text{ref}} \) (usually...
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Figure 7.3: Rayleigh scattering experimental setup

Figure 7.4: Examples of iCCD images of Rayleigh scattering with the plasma off (top) and the plasma on (bottom).
The gas temperature in the plasma is then given by

\[ T_g = \frac{I_{\text{ref}}}{I'} T_{\text{ref}}. \]  

(7.2)

The reference measurements are performed with the plasma turned off, in the same gas flow as the plasma measurement. Because the Rayleigh cross-sections for Ar, N\(_2\) and O\(_2\) are very similar, a small change in gas composition due to the plasma is not critical. For details see chapter 2.

To measure the Rayleigh scattering signal, a laser beam is focused inside the plasma, and the scattered light is measured perpendicularly with an iCCD camera. The laser is an Edgewave IS6III-E, a YAG-laser which in principle is designed for the third harmonic at a wavelength of 355 nm (used to pump the dye laser, see below). However, the used camera optics are not transparent for UV and we used the second harmonic at 532 nm instead.

The output of the pump laser at this wavelength is strong enough to be used for Rayleigh scattering. The harmonics are separated with a wavelength-selective mirror, as is drawn in figure 7.3. The detector is an iCCD camera (Stanford Computer Optics 4 Picos), with a minimal gate time of 0.2 ns. The iCCD camera is sensitive for wavelengths in the visible range, and no special filtering was required. The camera and the laser are triggered by the pulse/delay generator that also triggers the RF signal. The laser has pulse length of 7 ns, and a repetition rate of 4000 Hz, which means that the laser shoots every 5th cycle of the pulsed plasma. For one image we typically accumulate 800 laser shots (0.2 s). Examples of iCCD images for a reference measurement and a plasma measurement are shown in figure 7.4.

Due to its small cross-section, the Rayleigh signal is very sensitive to plasma emission and stray light caused by objects in the laser path or dust. The dust was sufficiently removed by an air flow through a wide tube (\(\phi\) 10 cm) mounted aslant near the jet. A small laminar flow of a few slm was enough to push the dust away, while the plasma jet remained unaffected. The few remaining dust particles were easily recognizable as bright spots in the camera images. Those measurements were discarded in the analysis. Measurements near the glass tube and the plate electrode showed a background signal due to stray light. The background was corrected using the reference measurements, however, at the cost of an increased error bar. Since the measurements were taken mostly during the plasma off phase, no correction for plasma emission was needed.

### 7.3.2 Laser induced fluorescence

The NO density is measured in situ by LIF. The method and experimental setup are described in detail in chapter 4, and will be only briefly summarized here. We use a Sirah dye laser system to excite the NO \(X(v = 0) \rightarrow A(v = 0)\) transition at a wavelength around 226 nm, and a UV monochromator with a photomultiplier to detect the NO \(A(v = 0) \rightarrow X(v = 2)\) transition around 247 nm. The laser has a narrow bandwidth (1.4 pm) such that we can excite single rotational transitions. The monochromator is set to a wide band width (5 nm) such that the full vibrational band of the fluorescence signal is detected. The pulses of the photomultiplier are recorded with a time resolution of 1 ns. By scanning the excitation wavelength with the dye laser we can measure the LIF signal time and wavelength
resolved simultaneously.

The time-integrated LIF spectrum $I_\lambda(\lambda)$\(^1\) as function of the excitation wavelength $\lambda$, is given by a sum over the rotational transitions $i$ with wavelength $\lambda_i$ within the scanned range (see equation (4.22) on page 56),

$$I_\lambda(\lambda) = C l E \frac{A_{\text{det}}}{A_{\text{tot}}} + Q n \sum_i B_i f_i \Gamma(\lambda - \lambda_i),$$

(7.3)

where $C$ is a constant factor to take into account the efficiency of the detection system and the collecting optics; $l$ is the length of the detection volume along the laser beam; $E$ is the energy of the laser pulse; $A_{\text{det}}$ is the Einstein emission coefficient of the NO $A(v = 0) \rightarrow X(v = 2)$ fluorescence transition which is measured by the detection system; $A_{\text{tot}}$ is the total emission coefficient of the NO $A(v = 0)$ state, given by the natural lifetime $\tau_0 = A_{\text{tot}}^{-1} = 192.6 \pm 0.2$ ns [12]; $Q$ is the quenching rate of the NO $A(v = 0)$ state, dependent on the gas temperature and the gas composition; $n$ is the density of the NO $X(v = 0)$ ground state; $B_i$ is the Einstein absorption coefficient of the transition $i$; $f_i(T_{\text{rot}})$ is the Boltzmann factor of the rotational state of transition $i$, dependent on the rotational temperature $T_{\text{rot}}$; $\Gamma$ is the normalized line profile, approximated by a Voigt profile with Gaussian width $\Delta_G$ and Lorentzian width $\Delta_L$. The values of the Einstein coefficients $A$ and $B_i$ are available from the LIFBASE database [13].

Two examples of LIF spectra are shown in figure 7.5. The spectra are fitted using the fitting method described in chapter 3 to obtain $T_{\text{rot}}$. The fitted values of $T_{\text{rot}}$ are higher than $T_g$ as measured by Rayleigh scattering in similar conditions (see section 7.5). However, the wavelength range has been selected such that the LIF spectrum has a weak temperature dependence (see below). Therefore the fitted rotational temperature cannot be considered as a reliable indicator of the gas temperature.

The quenching $Q$ can be determined by measuring the decay time of the LIF signal 

$$\tau = (A_{\text{tot}} + Q)^{-1}.$$ 

The value of $\tau$ can be determined by fitting the wavelength integrated LIF signal $I(t)$ with an exponential decay function, as shown in figure 7.6.

### LIF temperature dependence

The spectrum $I_\lambda(\lambda)$ depends on the rotational distribution of the NO $X(v = 0)$ ground state (which in equation 7.3 is assumed to be a Boltzmann distribution) and therefore depends on the rotational temperature $T_{\text{rot}}$. Some intensities of rotational lines increase with temperature, while others decrease. It is possible to select a wavelength range in which the change of line intensities is compensated by an opposite change of other lines, and as a result the total wavelength integrated intensity $I$ is nearly independent of temperature. Calculations show that in our experimental conditions the wavelength range 226.23–226.28 nm is the best option, since it has reasonable intensity, a reasonable scan duration (in our setup about 1 min), and a low temperature dependence of the total intensity. The spectra in figure 7.5 show that this range includes transitions with low rotational numbers $J = 3.5, 4.5, 5.5$, combined with transitions with high rotational numbers

\(^1\)The subscript $\lambda$ denotes that the quantity is per unit of wavelength. The wavelength integrated value is written without subscript, so $I = \int I_\lambda d\lambda$. 
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(a) Calibration measurement in He with 20 ppm NO premixed at 300 K.

(b) Measurement in a plasma at 1 mm axial position (3.5 W, 2% air, ring electrode). $T_g = 454 \pm 10$ K as measured with Rayleigh scattering (see figure 7.15).

Figure 7.5: LIF spectra with rotational lines of the NO $X(v = 0) \rightarrow A(v = 0)$ transition. The indicated numbers are the rotational numbers $J$ of the lower state of the transition.
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Figure 7.6: LIF signal of the NO $A(v = 0)$ state with an exponential fit of the decay to account for the quenching. The data is obtained from the same measurement results as in figure 7.5.

Figure 7.7: Temperature dependence of the LIF intensity of rotational lines of NO $X(v = 0)$ for the excitation wavelength in the range 226.23–226.28 nm.
$J = 12.5, 13.5, 14.5, 15.5, 23.5$. Figure 7.7 shows the calculated values of $\sum_i B_{if}(T_{rot})$ for these transitions as a function of $T_{rot}$. It can be seen that the states with high and low $J$ show a nearly opposite temperature dependence. As a result, the sum of the transitions has only a very weak temperature dependence, the variation between 300 and 600 K is less than 3%. This makes it unnecessary to account for changes in the LIF intensity due to a different rotational population distributions of NO $A(v = 0)$ at different gas temperatures.

Changes in the LIF intensity due to the temperature dependence of the quenching rate are accounted for by determining the decay time $\tau$ for each measurement.

**Absolute density calibration**

To calculate the absolute density $n$ from the time and wavelength integrated LIF signal $I$, the setup has to be calibrated using a gas mixture with a known density of NO. For this we measured the LIF signal of a mixture of helium with 20.0 ppm NO ($4.83 \cdot 10^{20} \text{ m}^{-3}$). This mixture is introduced at 5 slm through a tube of 12 mm diameter. On the exhaust we performed LIF at 2 mm above the exit of the tube. At this position dilution of the mixture due to air entrainment is negligible (see chapter 4).

The difference in quenching between the calibration and the plasma measurement is accounted for by the decay time $\tau$. The laser energy $E$ is measured to account for fluctuations in the laser power. The absolute density $n$ of the NO $X(v = 0)$ ground state is given by

$$n = \frac{n_{cal}E_{cal}\tau_{cal}}{I_{cal}} \cdot \frac{I_{lif}}{E\tau}.$$  (7.4)

**7.3.3 Optical emission spectroscopy**

Time and spatially resolved OES is performed using the UV-spectrometer that is also used for the LIF measurements. Two different bands have been measured: the NO $A \, ^2\Sigma^+ (v = 0) \rightarrow X \, ^2\Pi (v = 2)$ emission around 247 nm, and the $N_2 \, C \, ^3\Pi_u (v = 0) \rightarrow B \, ^3\Pi_g (v = 0)$ emission around 337 nm. The measurements are line-of-sight integrated with a spatial resolution of about 0.3 mm for 247 nm, and slightly worse for 337 nm due to chromatic aberration of the lenses. The time resolution is 1 ns.

**7.4 Time evolution of plasma parameters**

The jet is operated with the ring electrode and a plasma power of 3.5 W, the air concentration in the flow is 2.0%. Figure 7.8 shows a time and spatially resolved measurement of the NO emission. The emission plume increases in length and intensity during the 20 kHz pulse cycle. After 10 µs, when the RF power is switched off, the signal decreases approximately exponentially with a decay time of 0.7 µs. Note that this is much slower than the lifetime of the NO $A$ excited state, which is about 24 ns (see figure 7.6). No modulation due to the 13.9 MHz RF cycle can be observed. Figure 7.9a shows a similar measurement, but for the $N_2$ emission. The signal follows the 13.9 MHz RF cycle, as shown in figure 7.9b. After the power is switched off the emission is gone within a few nanoseconds. The intensity and length of the NO emission both increase during the pulse and reach their
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**Figure 7.8:** Time and spatial resolved plasma emission of \( \text{NO} \ X(v = 0) \rightarrow A(v = 2) \) band around 247 nm. The RF power is on during the first 10 µs. The plasma dissipated power is 3.5 W using the ring electrode, and a flow of 1 slm argon with 2% air.

**Figure 7.9:** Time and spatially resolved plasma emission of \( \text{N}_2 \) second positive system around 337 nm. The plasma dissipated power is 3.5 W using the ring electrode, and a flow of 1 slm argon with 2% air.
maximum when the power is switched off. The N$_2$ emission develops faster, the maximum intensity is at about 2 µs, and a steady state is reached after about 4 µs.

### 7.4.1 Emission front velocity

Two methods were used to calculate the velocity of the emission front. The first method is by determining the time delay of the emission at different axial positions. This method is applied to the emission front of the 20 kHz pulse, as indicated in figures 7.8 and 7.9a by a dashed arrow. The velocities are plotted in figure 7.10. However, at high velocities and with a time resolution of 1 ns this method has a large error margin. Therefore we used a second method to determine the emission front velocity of the 13.9 MHz RF cycle. Because the RF cycle is periodic, the emission signal can be Fourier transformed. The time delay can then be calculated from the phase delay of the 13.9 MHz frequency component of the Fourier transform. By applying this method to the signal at different axial positions, the velocity can be obtained with a much higher accuracy than by determining the time delay directly. The result is shown in figure 7.10.

The 13.9 MHz front travels with a velocity of up to $7 \cdot 10^7$ ms$^{-1}$. This is about an order of magnitude faster than the ‘bullet’ speed reported by Reuter et al [14]. In the first millimeter the 20 kHz emission front of N$_2$ travels within the error margin with the same velocity as the 13.9 MHz front, but at higher axial positions the 20 kHz velocity decreases with almost 2 orders to $7 \cdot 10^3$ ms$^{-1}$. The NO emission front velocity is even lower. The velocity decreases at higher axial positions, most likely due to the decreasing electric field strength at positions further away from the electrodes. Also the increasing air concentration due to air entrainment into the Ar jet may decrease the emission front velocity. This is confirmed...
by additional measurements that show a decrease in velocity for both the 20 kHz and the 13.9 MHz emission front with increasing air concentration in the flow (not shown). This effect was also reported in [14].

7.4.2 Gas temperature and LIF intensity

The variation of the gas temperature, measured by Rayleigh scattering, during the 20 kHz pulse cycle is shown in figure 7.11. During the first 10 μs, when the plasma is on, the measured Rayleigh signal requires a correction for the plasma emission. This is performed by measuring the plasma emission with the laser turned off. Note that the emission as measured by the iCCD fluctuates with the RF frequency, similar to the N$_2$C emission in figure 7.9b, such that triggering of the camera with nanosecond accuracy is necessary. Within the margin of error the gas temperature is found to be constant during the 20 kHz pulse. The presented Rayleigh scattering measurements in the following of this chapter are performed during the plasma off phase, at $t = 30 \mu$s.

The LIF intensity was also measured during the pulse cycle, as shown in figure 7.11. The LIF intensity $I_{\text{LIF}}$, which is proportional to the NO X($v = 0$) density, shows a decrease of about 15% during the plasma on phase. This can be attributed to the excitation of the NO to higher vibrational and electronic states in the plasma. After the plasma switches off, these excited states return to the ground state in less than 2 μs, as expected from the radiative decay and vibrational energy transfer rates of these states (see table 4.1 on page 54). No significant decrease of the NO X($v = 0$) density is observed during the plasma off phase, as expected since the typical loss processes of NO are slower than the pulse period of 50 μs. The LIF measurements presented in this work are performed during the plasma off phase at $t = 30 \mu$s, where we can safely assume that the NO rotational, vibrational and electronic distributions are thermalized. For all measured gas temperatures in the plasma jet this means that the NO X($v = 0$) ground state density can be considered equal to the
total NO density (see also chapter 4).

### 7.4.3 Discussion of the N\(_2\) C and NO A excitation mechanism

The lifetime of the N\(_2\) C state is determined by its natural lifetime and by depopulation through collisions with particles in the gas mixture. The natural lifetime \(\tau_0 = 36.63\) ns [15], the quenching rate coefficients \(q_{Ar} = 3 \cdot 10^{-19}\) m\(^3\)s\(^{-1}\) [16], \(q_{N_2} = 1.32 \cdot 10^{-17}\) m\(^3\)s\(^{-1}\) [15] and \(q_{O_2} = 2.7 \cdot 10^{-16}\) m\(^3\)s\(^{-1}\) [16]. Using these values, the N\(_2\) C lifetime for typical conditions (450 K and Ar with 2% air) is estimated to be \(\tau = 19\) ns, comparable to the measured NO A lifetime of 24 ns (see figure 7.6). The N\(_2\) C production is strongly modulated with the RF cycle, and thus the electron energy. The dominant production mechanism of N\(_2\) C is thus by electron impact,

\[
N_2 X + e \rightarrow N_2 C + e. \quad (7.5)
\]

This is confirmed by the fast decay of the N\(_2\) C emission after the power switch off at 10 \(\mu\)s, the N\(_2\) C production follows the quick thermalization of the electrons at atmospheric pressure. For measurements of the time resolved electron temperature, see chapter 8.

The NO A production is not modulated by the RF cycle, although the lifetime is short enough. Therefore electron excitation NO \(X + e \rightarrow NO A + e\) will not be the main production mechanism of NO A. The most likely excitation mechanism is through impact with the N\(_2\) A metastable,

\[
NO X + N_2 A \rightarrow NO A + N_2 X, \quad (7.6)
\]

as is shown by De Benedictis et al [17] to be the main NO A production process in an N\(_2\)–O\(_2\) pulsed RF discharge at low pressure. As is shown in figure 7.11 the NO X density is nearly constant during the pulse cycle, this means that the NO A production rate is determined by the N\(_2\) A density. The increasing NO A emission suggests a buildup of N\(_2\) A during the 10 \(\mu\)s pulse. N\(_2\) A is a metastable, which explains the slow decay (0.7 \(\mu\)s) of the NO A emission after the power is switched off.

### 7.5 Gas temperature

The Rayleigh scattering measurements presented in this work are performed by shooting the laser during the plasma off phase, when there is no plasma emission.

By taking the local Rayleigh scattering measurements at different axial positions, a 2D profile of the gas temperature can be constructed, as shown in figure 7.12 for the standard conditions using the ring electrode. The maximum temperature is 480 K, at the edge of the tube.

Axial temperature profiles for both the ring and the plate electrode configuration for different plasma powers are shown in figure 7.13. In case of the ring electrode both an axial DBD discharge between the metal needle and the glass wall and an extended discharge into the effluent is present. For the needle-plate electrode geometry only a plasma from the needle tip outward of the tube is present. As a consequence the plasma outside the tube is longer and has a slightly higher temperature for the same plasma power. In case
7.5. Gas temperature

Figure 7.12: 2D profile of gas temperature of the plasma jet effluent at 3.7 W, 2% air using the ring electrode.

Figure 7.13: Gas temperature profiles for the two different geometries of the jet at different plasma dissipated powers.
Chapter 7. NO production in an RF plasma jet

Figure 7.14: Gas temperature profiles for different air concentrations (ring electrode, 3.5 ± 0.2 W).

of the plate electrode, the Rayleigh scattering measurements from the region between the tube and the plate suffer from a high background signal due to stray light. We corrected this background, but at the cost of a lower accuracy.

Figure 7.14 shows gas temperature profiles with different air concentrations. By adding air to the gas mixture the plasma becomes more difficult to sustain. To keep the plasma power constant, the plasma has to be driven with a higher current. The RF voltage and current are adjusted such that the plasma power is kept constant at 3.5 ± 0.2 W. The temperature differences are found to be minimal, and can be caused by the gas composition, or by small variations in the power settings. Although it is clear from figures 7.13 and 7.14 that the temperature dependence on the power is more pronounced compared to the gas composition.

7.6 NO density

Figure 7.15 shows 2D profiles of the absolute density of the NO $X(v = 0)$ ground state. Axial profiles for different plasma powers are shown in figure 7.16. It can be seen that the NO density increases with plasma power. For the ring electrode configuration most of the NO is formed inside the tube, as the maximum is at the tube end. For the plate electrode the plasma is drawn out of the tube, and so is the NO producing region. The higher the power, the larger the plasma and the larger the distance between the position of the maximum NO density and the tube edge.

NO density profiles for different air concentrations are shown in figure 7.17. With increasing air concentration the NO production increases. But at the same time the plasma becomes smaller (while keeping the plasma power constant) and more difficult to sustain, which has a negative effect on the NO production. The optimum air concentration for the highest NO production is found to be around 2%. Note that also in the case of pure argon, there is a measurable NO production, due to entrainment of the ambient air. The
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Figure 7.15: 2D profile of the NO \(X(\nu = 0)\) density for the two different geometries of the jet.

Figure 7.16: NO \(X(\nu = 0)\) density profiles for the two different geometries of the jet at different plasma dissipated powers.
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**Figure 7.17:** NO $X(v = 0)$ density profiles for different air concentrations admixed to the Ar flow, at a constant power of $3.5 \pm 0.2 \text{W}$. 

**Figure 7.18:** NO $X(v = 0)$ density for different gas mixtures at 5 mm axial position, at a constant power of $3.5 \pm 0.2 \text{W}$. 

\[ \times 10^{21} \]
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Table 7.1: Production and loss processes of NO. The production rate coefficients $k$ are evaluated for $T = 450$ K.

<table>
<thead>
<tr>
<th>#</th>
<th>reaction</th>
<th>$k$ (m$^3$s$^{-1}$)</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N + O$_2$ → NO + O</td>
<td>3.4 · 10$^{-21}$</td>
<td>[18]</td>
</tr>
<tr>
<td>2</td>
<td>O + N$_2$ → NO + N</td>
<td>10$^{-53}$</td>
<td>[19]</td>
</tr>
<tr>
<td>3</td>
<td>N + OH → NO + H</td>
<td>4.6 · 10$^{-17}$</td>
<td>[18]</td>
</tr>
<tr>
<td>4</td>
<td>NO + N → O + N$_2$</td>
<td>3.2 · 10$^{-17}$</td>
<td>[18]</td>
</tr>
<tr>
<td>5</td>
<td>NO + O → NO$_2$</td>
<td>3.4 · 10$^{-17}$</td>
<td>[20]</td>
</tr>
<tr>
<td>6</td>
<td>NO + O$_3$ → NO$_2$ + O$_2$</td>
<td>1.2 · 10$^{-19}$</td>
<td>[18]</td>
</tr>
<tr>
<td>7</td>
<td>NO + OH + M → HNO$_2$ + M</td>
<td>3.3 · 10$^{-43}$ m$^6$s$^{-1}$</td>
<td>[18]</td>
</tr>
<tr>
<td>8</td>
<td>NO + HO$_2$ → NO$_2$ + OH</td>
<td>6.0 · 10$^{-18}$</td>
<td>[18]</td>
</tr>
</tbody>
</table>

Entrainment is higher further downstream, this is confirmed by the density profile, which has a maximum density at 5 mm instead of at the tube end.

Figure 7.18 shows the NO density for different gas mixtures, taken at 5 mm axial position. While the air admixture causes a large increase of the NO production, adding only N$_2$ or O$_2$ to the mixture does not cause an increase. In the case of O$_2$ even a decrease is measured compared to the pure Ar.

### 7.6.1 Discussion of NO formation

Table 7.1 shows a list of relevant chemical reactions involving NO, as described by Dorai and Kushner [18]. The production of NO (reactions 1–3) requires the presence of atomic species N and O. These are produced in the active plasma region, where entrainment of ambient air is low, and are thus mainly produced from the premixed gas. Reaction 2 with O is common in combustion systems, but negligible at $T < 1400$ K [19]. So the dominant production mechanism of NO in this APPJ is with N, through reactions 1 and 3. This explains why admixing O$_2$ is significantly less efficient to produce NO compared to admixing N$_2$. In case of admixing N$_2$, the O$_2$ in reaction 1 originates from entrainment of surrounding air. Reaction 3 with OH is considerably more efficient than 1, but the production of OH requires the presence of humidity. This could explain the strong dependence of the NO production on the addition of water vapour, found by Pipa et al [9].

On the other hand the N density is at the same time a major loss factor for NO, through reaction 4. Together with reaction 5 this fast reaction limits the NO production in the active plasma region. As a result, the largest NO production takes place at the edge of the active plasma region. This is clear from the measured NO density in case of the plate electrode in figure 7.16b. In the active plasma region between the electrodes the NO density is relatively low, while especially at higher dissipated powers the maximum NO density is observed above the plate. At this position, it is expected that the power deposition is smaller and as a consequence also the atomic N and O densities will be smaller compared to the plasma in between the tube and the plate. Downstream of the active plasma region the major loss mechanisms of NO are through reactions with the plasma produced species O$_3$, OH and HO$_3$ (6–8), producing NO$_2$ and HNO$_2$ and eventually also N$_2$O$_5$ and HNO$_3$ in
subsequent reactions (see [18, 21]). Note that also widening of the flow causes a decrease of the measured NO density by dilution.

The decrease of the NO density with the addition of O2 compared to the pure Ar case could be caused by the increasing O3 density, which, through reaction \( \text{6} \), could lead to an increase in NO destruction.

### 7.7 Conclusion

A low temperature atmospheric pressure pulsed RF plasma jet has been characterized by measurements of the gas temperature by Rayleigh scattering and the absolute NO density by laser induced fluorescence. The temperature is found to depend mainly on the plasma dissipated power, rather than on the gas mixture. Both the temperature and NO density are found to increase with plasma power. An air concentration of 2% was found to be the optimum for NO production for the presented experimental conditions.

For the standard conditions (3.5 W, 1 slm Ar with 2% air, ring electrode) the gas temperature has a maximum of 470 K, which is too high for direct plasma treatment of tissue. A temperature of 350 K, which is considered the upper limit for treatment, is reached at 10 mm from the tube edge. At this position the NO density is about \( 4 \cdot 10^{20} \text{ m}^{-3} \) or 19 ppm. This is one order of magnitude higher than the maximum concentration found by Pipa et al [9], although the measurements therein are volume averaged and can have been subject to a more extensive conversion of NO into \( \text{N}_2\text{O}_y \) and \( \text{HNO}_x \), as is observed in an air environment by Sakiyama et al [21].

By time resolved optical emission spectroscopy it was found that the excitation mechanism of \( \text{N}_2 \text{C} \) in the plasma is most likely electron impact, while the NO A is excited through impact with the \( \text{N}_2 \text{A} \) metastable. In spite of the highly dynamic nature and time modulation of the RF power, the NO density and \( T_g \) are constant in time. As a consequence the NO A emission is a measure of the \( \text{N}_2 \text{A} \) density rather than the NO X density for the conditions presented in this work. The NO production is found to be mainly through reactions of N with O2 or OH.
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Chapter 8

Electron properties and air dissociation in a time modulated RF plasma jet

Abstract

A time modulated RF plasma jet operated with an Ar mixture is investigated by measuring the electron density and electron temperature using Thomson scattering. Furthermore, the air density is measured by means of Raman scattering and the O density using two-photon absorption laser induced fluorescence (TALIF). The Thomson scattering measurements have been performed time and spatially resolved, and as function of the plasma dissipated power and air concentration admixed to the Ar. For plasma jets with a pin-plate electrode geometry the electron density profile is found to be contracted with a 10 times higher electron density compared to the more diffuse plasma with a pin-ring electrode configuration. The electron temperature is found to be modulated by the RF field, while the electron density remains constant. When the plasma power is switched off, first the electron temperature decreases, followed by the electron density. Using Raman scattering the air entrainment into the effluent has been measured, and a comparison is made between the plasma off and plasma on case. The dissociation degree of O₂ in the measured conditions is estimated to be approximately 20%.
8.1 Introduction

In this chapter the air dissociation and electron properties of a time modulated RF plasma jet are investigated by measuring the electron density $n_e$ and temperature $T_e$ using Thomson scattering, the $N_2$ and $O_2$ densities ($n_{N_2}$ and $n_{O_2}$) using Raman scattering and the $O$ density $n_O$ using two-photon absorption laser induced fluorescence (TALIF). Of this jet the NO production, measured using laser induced fluorescence, and the gas temperature, measured using Rayleigh scattering, have been treated in chapter 115. The plasma source and diagnostic methods used in this chapter have been described previously in detail, and will be only briefly summarized here.

The RF plasma jet is used in two electrode configurations: a pin-ring and pin-plate geometry, as described in section 7.2. The jet is operated with a flow of 1 slm Ar with a few percent of admixed air, $N_2$ or $O_2$. The RF has a frequency of 14.5 MHz (as measured by an oscilloscope), and is modulated with a 20 kHz square pulse with a 20% duty cycle, such that the plasma is 10 µs on and 40 µs off. The power dissipated by the plasma is measured using the method described in section 115.1.

The jet is investigated by Thomson and Raman scattering, as described in detail in chapter 2. The measurements are performed by focusing a 532 nm wavelength laser beam with a lens with 1 m focal length into the plasma jet and measuring the laser scattering signal perpendicular to the laser beam. The strong contribution to the scattering signal of Rayleigh scattering is filtered out by a triple grating spectrometer (TGS), which acts as a notch filter. The much weaker Thomson and Raman signal are transmitted through the TGS and captured by an iCCD camera (Andor iStar734). Compared to the setup described in section 2.3 the camera has been replaced, which has improved the sensitivity by approximately a factor 10. The spatially resolved scattering signal along the laser beam is imaged on the vertical axis of the iCCD. The horizontal axis holds the wavelength resolved data. An iCCD image of a typical Thomson/Raman scattering measurement is shown in figure 8.1. The Raman signal is visible along the full range of radial position, while the Thomson signal is only present at the plasma position. The vertical pixels corresponding to the plasma center are binned to analyze the spectrum, as shown in figure 8.2. The spectrum consists of a Raman ($N_2$ and $O_2$) and a Thomson scattering signal, which are separated using the fitting method as described in chapter 2. This fitting method is used to obtain $n_e$, $T_e$, $n_{N_2}$ and $n_{O_2}$.

The measured densities are absolutely calibrated by the Raman signal of ambient air at room temperature. Axial profiles of the plasma jet are obtained by moving the jet with respect to the laser beam using a motorized stage. The axial zero position is taken at the tube edge. The triggering of the laser and camera is synchronized with the plasma modulation.

The atomic oxygen TALIF measurements are performed by exciting the $O~2p^4~^3P_2 \rightarrow 3p~^3P_{1,0,2}$ transition with $2 \times 225.586$ nm, and observing the fluorescence of the $O~3p~^3P_{1,2,0} \rightarrow 3s~^3S$ transition at 844.7 nm, as described in chapter 6. The absolute calibration is performed in situ, at atmospheric pressure using Xe, as described in section 6.3. A mixture of Ar with 0.20% Xe is used, and the fluorescence is observed at 834.7 nm.
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Figure 8.1: Example of an iCCD image of a Thomson and Raman scattering experiment. The RF jet is used with the plate electrode and a gas mixture of Ar with 2% air. The plasma dissipated power is 3.5 W. The laser is focused at 0.5 mm axial position, radially in the plasma center. The laser is triggered 9.0 μs after the start of the RF pulse.

Figure 8.2: Example of a fit of overlapping Thomson and Raman signals. The spectrum is obtained by summing the pixels in figure 8.1 between the horizontal lines. The fitted parameters are $n_e = 1.34 \cdot 10^{20} \text{ m}^{-3}$, $T_e = 1.54 \text{ eV}$, $n_{\text{air}} = 3.32 \cdot 10^{23} \text{ m}^{-3}$, the fraction $n_{\text{O}_2}/n_{\text{air}} = 18.8\%$ and $T_{\text{rot}} = 382 \text{ K}$. 
Figure 8.3: 2D profile of the air density in the jet effluent. The gas flow is Ar with 2% air. In the plasma on case the plasma is operated using the ring electrode, with a power of 3.5 W. Note the logarithmic color scale.

Figure 8.4: 2D profile of the O density, as measured by TALIF. The plasma is operated using the ring electrode, with a gas flow of Ar with 2% air, and a plasma dissipated power of 3.5 W.
8.2 Results

8.2.1 Air densities

In Figure 8.2, the results of spatially resolved air densities measured with Raman scattering are shown. The measurements are performed with plasma on and off, with the same flow of pre-mixed gas. In the center of the gas stream, near the tube end, the air concentration is approximately equal to the admixed amount of 2% \((4.9 \cdot 10^{23} \text{ m}^{-3})\). In the case of a plasma the air concentration has a minimum of 1.6%, which is not significantly lower than the plasma off case, and would indicate an dissociation degree of \(\text{O}_2\) of approximately 20% (see below). Note that due to some missing data in the measurements for the positive radial positions in the plasma off case, a part of the image in Figure 8.3 is obtained by mirroring the data from the negative radial part.

At higher axial positions and radially outward the feed gas mixes with ambient air, causing an increase in the air concentration. In the plasma on case, compared to the plasma off case, the flow of the gas is more in the radial direction and less in the axial direction. This suggests an increased mixing in case there is a plasma, caused by increased turbulence due to heating of the gas (the maximum temperature is 480 K, see Figure 7.12) or possibly by electrohydrodynamic effects [1]. The Reynolds number in the investigated jet for an argon flow of 1 slm is approximately 1120. This means that inside the tube the flow is expected to be laminar [2] but in the effluent turbulent structures may appear as a result of Kelvin-Helmholtz instabilities [3]. These instabilities are caused by the shear forces at the interface of two gas flows with a different velocity.

8.2.2 Atomic oxygen densities

The result of the atomic oxygen density measured using TALIF are shown in Figure 8.4. The quenching rate coefficient of the \(\text{O} 3p^3\text{P}_{1,2,0}\) excited state is higher for \(\text{Ar}\) than for \(\text{He}\) (see Table 6.1 on page 99), which means that the quenching is higher compared to the case of the coaxial microwave jet treated in Chapter 6. As a result the TALIF signal intensity is lower, and the decay time is shorter. For the used conditions the decay time is shorter than the laser pulse width, and cannot be determined by fitting of the time resolved TALIF signal. For the calculation of the densities in Figure 8.4 the quenching rate \(Q\) has been calculated according to

\[
Q = \sum_i n_i q_i.
\] (8.1)

The quenching rate coefficients \(q_i\) for \(\text{Ar, N}_2\) and \(\text{O}_2\) are found in Table 6.1. The species densities \(n_i\) are calculated using the gas temperatures from Figure 7.12 and assuming a constant gas composition of \(\text{Ar}\) with 2% of \(\text{air}\). Air entrainment as shown in Figure 8.3 has not been taken into account. According to Reuter et al [4] disregarding the entrained air species has only a minor effect on the obtained \(\text{O}\) density in the region where there is a measurable \(\text{O}\) density. Radially in the center at low axial positions (< 5 mm), where the \(\text{O}\) density is found to be the highest, this assumption is likely to be valid. The air density in this region does not exceed 5% (see Figure 8.3). However, at higher axial positions and radially off-center the air density increases rapidly, causing a significant change in the
quenching rate, which cannot be neglected. Especially in the radial direction the gradients in the air density are very large. A very high accuracy of the air density measurements and the TALIF measurements is therefore required, in order to calculate the quenching rate. Due to insufficient repeatability of the measurement conditions between the TALIF and the Raman scattering measurements, we were unable to use the measured air density to calculate the quenching rate. Further investigations on the quenching by entrained air are necessary.

The maximum O density is found to be $1.5 \cdot 10^{22}$ m$^{-3}$ in the center of the jet, close to the tube. This is slightly higher than the densities found by Reuter in the comparable kINPen RF plasma jet (maximum $4 \cdot 10^{21}$ m$^{-3}$ in a gas flow of 5 slm Ar with 1% O$_2$). The difference can be explained by the lower gas flow rate in our case. Based on the measured O density and the premixed amount of O$_2$ the dissociation degree of O$_2$ is estimated to be approximately 20%, which is in agreement with the observed air densities in the plasma jet.

### 8.2.3 Electron densities and temperatures

In the Thomson scattering measurements the laser is triggered 9.0 µs after the start of the RF pulse (which has a length of 10 µs). At this time the plasma is considered to be stable, as can be concluded from the time resolved optical emission spectroscopy measurements in chapter 7.

To check for laser induced effects on the plasma, Thomson scattering measurements have been performed in similar plasma conditions with the laser energy varied between approximately 0.5 and 4 mJ per pulse. The obtained electron densities and temperatures match within 10%, which is within the expected experimental error. Laser heating as reported by Carbone et al [5] is thus not an issue for the current experimental conditions and we can consider the Thomson scattering measurements to be non-intrusive.

2D profiles of the electron density, as obtained by Thomson scattering, are shown in figure 8.5 for the case of the ring electrode and the plate electrode. The maximum $n_e$ in case of the plate electrode is about an order of magnitude larger than for the ring electrode. Furthermore, in case of the plate electrode the plasma is much longer and more contracted (see figure 1.1 on page 8). Note that the plasma channel is not perfectly straight, which had to be taken into account in the alignment of the laser focus point. To ensure that the measurements were performed in the center of the plasma jet, for each axial position a radial scan was made to position the focus point of the laser at the maximum electron density.

Thomson scattering measurements are performed for different plasma conditions. The results with varying plasma dissipated power are shown in figure 8.6. With increasing power $n_e$ increases, as expected. The effect is most obvious for the plate electrode, and less pronounced in case of the ring electrode. In case of the ring electrode the power dissipation of the plasma inside the tube is expected to be a significant part of the total power consumption. In contrast, in case of the plate electrode the plasma is drawn out of the tube, so any increase in power will directly increase the plasma intensity, length of the plume or $n_e$ in the plume. In a few occasions it was noticed that in case of the ring electrode, DBD-like plasma filaments between the pin electrode and the glass wall.
Figure 8.5: 2D profiles of the electron density. The RF jet is operated with a gas mixture of Ar with 1.0% air, a plasma dissipated power of 3.5 W and either the ring or the plate electrode.
Figure 8.6: Thomson scattering results as function of the plasma dissipated power (1.0% admixed air; 0.5 mm axial position, radially in the center).

Figure 8.7: Thomson scattering results as function of the amount of air, N₂, or O₂ admixed to the Ar flow. The plasma dissipated power was kept constant at 3.5 ± 0.2 W. The measurements are performed at axial position 0.5 mm, radially in the center.
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Figure 8.8: Time evolution of the Thomson scattering signal during one cycle of the 20 kHz pulse. The plasma on period is between 0 and 10 μs. The plasma is operated using the plate electrode, with the time averaged plasma power constant at 3.5 W. The measurement is at 0.5 mm axial position. The circled numbers in the image serve as a reference for figure 8.9.

of the tube are visible, especially at higher powers. These discharges dissipate power, and in this way restrict the power going into the jet effluent, thus keeping \( n_e \) outside the tube low. \( T_e \) shows a slight decrease as function of power. However, because the fitting tends to overestimate \( T_e \) in case the Thomson scattering signal is low compared to the Raman signal (see chapter 2), it is not clear whether this is an artifact of the fitting method or a real decrease of \( T_e \). \( T_e \) could not be accurately determined in case of the ring electrode, due to the low intensity of the Thomson signal compared to the superimposed Raman signal.

In figure 8.7 \( n_e \) and \( T_e \) are shown for different concentrations of admixed air, \( \text{N}_2 \) or \( \text{O}_2 \) to the argon mixture. In all cases an increasing concentration of molecules causes a decrease of \( n_e \). In the case of admixing \( \text{N}_2 \) or air \( T_e \) increases, but with the admixture of \( \text{O}_2 \) \( T_e \) remains constant. From this we can conclude that in case of admixed air the increase of \( T_e \) is caused mainly by the \( \text{N}_2 \).

8.2.4 Time resolved Thomson scattering

The delay between the triggering of the pulsed RF voltage, and the laser and the camera can be controlled with nanosecond accuracy. This allows for time resolved Thomson scattering measurements. The results of \( n_e \) and \( T_e \) during one cycle of the 20 kHz pulse are shown in figure 8.8. Care has been taken that all measurements are taken at the same phase of the 14.5 MHz RF cycle.

After a delay of several microseconds a measurable Thomson signal appears and the electron density increases during a few microseconds. Similar to the time resolved emis-
Figure 8.9: Thomson scattering signals with Gaussian fit, during the decay phase of the electron density. The signals are corrected for Raman scattering, and the central part of the spectrum is excluded. The fitted values of $n_e$ and $T_e$ are shown in figure 8.8 at the corresponding circled numbers.

Figure 8.10: Time evolution of the Thomson scattering signal during one 14.5 MHz RF cycle, (plate electrode, 0.5 mm axial position, 3.5 W).
sion measurements in section 7.4, this shows that the plasma needs a few RF cycles to ignite. After the power is switched off, \( T_e \) rapidly decreases, followed by a decrease of \( n_e \). After approximately 1.5\( \mu \)s the Thomson signal has disappeared. Figure 8.9 illustrates that the \( T_e \) reduction precedes the \( n_e \) reduction, similar to the textbook example at low pressure by Ashida et al [6]. However, the decay is faster, because the electron collision frequency and the electron loss rate are higher at atmospheric pressure compared to low pressure. It needs to be emphasized that the RF power takes a few cycles to switch off, which makes it impossible to determine an accurate decay time of the electron density. The Thomson signals are calculated by subtracting the Raman signal obtained during the plasma off phase from the measured Thomson/Raman signal. This was possible because the Raman signals are found to be constant during the \( 20 \) kHz cycle.

In figure 8.10 results are shown of Thomson measurements during one 14.5 MHz RF cycle (68.8 ns period). It can be seen that \( n_e \) is constant (with the exception of one measurement) and that \( T_e \) varies with double the RF frequency, that is the frequency of the electric field strength.

8.3 Discussion

Balcon et al [7] have investigated pulsed RF driven discharges in a diffuse glow and filamentary mode at atmospheric pressure. The reported \( n_e \) (and \( T_e \)) for both modes are respectively \( 5 \cdot 10^{17} \) m\(^{-3}\) (1.3 eV) and \( 10^{21} \) m\(^{-3}\) (1.7 eV). \( n_e \) is estimated from line broadening and current density measurements respectively, while \( T_e \) is estimated from line intensity ratios. The \( n_e \) of about \( 10^{18} \) m\(^{-3}\) for the diffuse mode has been confirmed in a later study by a line ratio measurement interpreted using a collisional radiative model [8]. In the present experiment, the plasma in the ring geometry is diffuse, with a structure in the center which resembles a contraction. In the case of the plate electrode the plasma is more contracted. As expected, densities within the above range are found.

Hofmann et al [9] have measured in a plasma jet similar to our case—using pure Ar, a pin-plate electrode geometry and the same power range—an \( n_e \) of about \( 1 \cdot 3 \cdot 10^{20} \) m\(^{-3}\). These results show excellent agreement with the independent measurements presented here. Schäfer et al [10] have measured \( n_e \) and \( T_e \) in a plasma filament in an RF plasma jet with Ar and compared to a fluid model of a single filament. The measurements indicate an \( n_e \) in the range \( 2.2 \cdot 3.3 \cdot 10^{20} \) m\(^{-3}\) and \( T_e \) of the order of \( 2\)–\(3\) eV. The model predicts a density of \( 7 \cdot 10^{19} \) m\(^{-3}\) with \( T_e = 2.0 \) eV. \( T_e \) obtained in the present work is the lower limit of what is obtained in the work of Schäfer.

Diffuse atmospheric pressure Ar discharges have been modeled by Moravej et al [11] and they found for their conditions an \( n_e = 2 \cdot 10^{18} \) m\(^{-3}\) and \( T_e = 1.1 \) eV. Belostotskiy et al [12] measured \( T_e \) and \( n_e \) in the bulk of an atmospheric pressure DC microdischarge by Thomson scattering. The obtained values: \( T_e = 0.9 \pm 0.3 \) eV and \( n_e = 6 \pm 3 \cdot 10^{19} \) m\(^{-3}\) have been found to correspond reasonably with a model, although the calculated \( T_e \) is larger than the measured temperature. The discrepancy is explained by a small amount of highly energetic beam electrons emanating from the cathode sheath, that exist besides the bulk electrons as measured by Thomson scattering. The energetic electrons create an important non-local ionization source which is not included in the fluid model.
A potential underestimate of $T_e$ compared to the models—assuming that the modeled conditions are representative for the current plasma source—can be explained by the electron energy distribution function (EEDF). The EEDF can be significantly non-Boltzmann and highly modulated in time. The ionization wave has a speed of approximately $10^6$ ms$^{-1}$ (see figure 7.10) which means that during the laser pulse of 5 ns the ionization front has moved a distance of about 50 times the beam waist of the laser. As a consequence the major part of the electrons contributing to the Thomson scattering will be bulk electrons in the low electric field region behind the ionization front. This also could explain why the modulation of $T_e$ with the electrical field is limited during one RF cycle. Similar as in calculations of streamer discharges only a small amount of electrons in the ionization front have significant energy and cause primarily the ionization, while the bulk electrons behind the front have electron temperatures which are of the order of 1 eV [13].

As the measured $T_e$ is smaller than what is predicted in models, laser heating which is reported by Carbone et al [5] is not an issue. This is also confirmed by the fact that the Thomson scattering signal does not depend on the laser energy.

By the addition of air to Ar, the energy required to create one electron-ion pair will significantly increase due to additional electron energy losses in collisions leading to rotational and vibrational excitation of O$_2$ and N$_2$ (see e.g. Lieberman [14]). In addition electrons can also be lost faster through (dissociative) attachment to O$_2$. At constant power $n_e$ needs to decrease with increasing air concentration and/or $T_e$ needs to increase. Note that a global model of Ar–O$_2$ glow discharges at atmospheric pressure [15] predicts a similar decrease in $n_e$ at constant power as found in the experiments, with also a constant $T_e$ in the investigated range of O$_2$ admixture. The significant increase in $T_e$ for N$_2$ compared to O$_2$ could be due to the higher ionization energy of N$_2$ (which is similar to Ar) compared to O$_2$. In addition there might be an effect of efficient vibrational energy losses in N$_2$, however a model is necessary to explain these differences in detail.

### 8.4 Conclusion

For the first time values of $n_e$ and $T_e$ have been measured directly in a non-equilibrium pulsed RF plasma jet at atmospheric pressure using Thomson scattering. The measurements have been performed time and spatially resolved, and as function of the plasma dissipated power and air concentration admixed to the Ar. The results show a good agreement with reported values in literature based on modeling. It was found that $n_e$ is significantly influenced by the geometry of the electrodes, which causes a diffuse or a filamentary discharge. Even with the same gas mixtures, flows and plasma dissipated power differences in $n_e$ of more than a factor 10 are observed ($n_e = 1.4 \cdot 10^{19}$ m$^{-3}$ in case of the ring electrode and $n_e = 2.2 \cdot 10^{20}$ m$^{-3}$ in case of the plate electrode). This plasma physical effect will contribute to explain the different outcomes of biomedical experiments with different jets in different labs around the world.

Time resolved Thomson scattering measurements show that $T_e$ is modulated by the electric field strength, while $n_e$ remains constant during the RF cycles. After the power is switched off, the decrease of $n_e$ is preceded by a decrease of $T_e$.

Using Raman scattering the air entrainment into the effluent has been measured spa-
tially resolved. An increased mixing of gas species was found in case the plasma is on, compared to the plasma off case. The O density has been measured using TALIF. And although some issues concerning the quenching of entrained air remain, the results are in good agreement with reported values from literature. The dissociation degree for the investigated conditions is estimated from Raman scattering measurements to be approximately 20%. O TALIF measurements confirmed this value.
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Chapter 9

General conclusion

The goal of this work has been to measure the properties of atmospheric pressure plasma jets (APPJs) that determine the plasma chemistry. APPJs used in applications are mainly operated in open air conditions. Rather than using well-defined conditions in vacuum chambers—which is often done for advanced plasma diagnostics—the application conditions have been maintained for characterization in this work. Because air chemistry is important for these conditions, we have focused the investigations on electrons, nitric oxide (NO), atomic oxygen (O), and the molecular species N$_2$ and O$_2$, which determine the plasma chemistry. The temperatures and densities of these species are measured using various spectroscopic methods: passive spectroscopy, such as optical emission spectroscopy (OES), and active spectroscopy, such as laser scattering and laser induced fluorescence (LIF).

Several experimental setups for diagnostics have been constructed and established techniques have been improved to be able to perform these diagnostics with the specific requirements of APPJs:

- For the typical conditions of APPJs the laser intensity is always a trade-off between signal intensity (above the detection limit) and preventing unwanted laser induced processes. The use of a high repetition rate laser system made it possible to achieve relatively high signal intensities with relatively low laser energies. For laser scattering this allowed us to measure weak Raman and Thomson signals with high spatial resolution without the effects of laser induced production of electrons which are observed at larger laser intensities (chapters 2, 6 and 8). In case of LIF, this allowed us to measure the fluorescence signal simultaneously time and wavelength resolved without having to worry about saturation effects, while integration times were kept in the order of a few minutes (chapters 4–7).

- In laser scattering measurements where Thomson and Raman signals overlap, the contributions are separated in a novel fitting routine. This method makes it possible to determine $T_e$, $n_e$, $n_{N_2}$, $n_{O_2}$ and $T_{rot}$ in plasmas that contain air (see chapter 2). This is especially useful in the case of small APPJs where entrainment of ambient air cannot be avoided, and Thomson and/or Raman scattering could not have been
applied otherwise. In this work it is shown that a spatial resolution of 50 \( \mu m \) can be obtained.

- To determine \( T_{\text{rot}} \) from a rotational spectrum of NO, obtained by LIF or OES, a method was designed to fit the spectrum using a temperature dependent rotational distribution. The method was found to produce similar results as in the commonly used Boltzmann plot, with the advantage that it is applicable in situations where the spectrum is only partially resolved (see chapter 3). This program allows to automatically fit large sets of data, while for freely available programs only manual fitting is implemented.

- To determine the absolute O density of an APPJ using TALIF, the signal is calibrated using Xe. Traditionally, the calibration measurement with Xe has always been performed at low pressure and as a result the plasma jet must be placed in a vacuum vessel. To be able to perform this diagnostic under conditions which are relevant for applications, without the necessity of a vacuum vessel, we developed a novel method to perform the Xe calibration at atmospheric pressure. The quenching of the Xe TALIF signal at atmospheric pressure has been tabulated for several Xe mixtures.

Due to high quenching the directly measured fluorescence of Xe is relatively weak. But it was found that some indirect fluorescence has a much stronger signal and can also be used for calibration. Branching ratios for these indirect transitions are also determined. The error margin of the absolute calibration of O using Xe at atmospheric pressure is estimated to be approximately 50\% (see chapter 6).

- The quenching of the excited states of NO and O is very high at atmospheric pressure and fluctuates due to the changing gas composition in the jet. By measuring the LIF and TALIF signals time resolved with ns resolution, it was possible to determine the quenching rates of NO and O directly from the measurements. As a consequence, there was no need to calculate the quenching rates based on estimations of the gas composition. This is commonly done in this type of measurements but significantly increases the uncertainty on the obtained densities (see chapters 4, 6 and 7).

In APPJs different species and degrees of freedom typically have different temperatures. This is the consequence of the non-equilibrium character of the plasma. In the plasma chemistry both the electron temperature \( T_e \) and the gas temperature \( T_g \) are important. \( T_g \) has been measured in this work by different independent diagnostics. Fitting the rotational temperature \( T_{\text{rot}} \) from a rotational spectrum is a convenient spectroscopic method, since it does not require an absolute calibration of the intensity. For \( T_{\text{rot}} \) to be a good approximation of \( T_g \), the rotational states have to be in equilibrium with the translational temperature of the neutral species, which is not \textit{a priori} the case in a non-equilibrium plasma. A different approach is using Rayleigh scattering. As Rayleigh scattering is a direct measurement of the gas density, the gas temperature can be obtained using the ideal gas law. From the temperature measurements we can draw the following conclusions:

- \( T_{\text{rot}} \) of the ground states \( \text{N}_2 \) X and \( \text{O}_2 \) X as measured by Raman scattering coincides with \( T_g \) as measured by Rayleigh scattering in case there is no Thomson signal
present. The fitting procedure for a measured Raman spectrum is therefore a valid method to determine $T_g$. However, if there is an overlapping Thomson signal, $T_{\text{rot}}$ is underestimated compared to $T_g$ (see chapter 2). This is most likely a limitation of the numerical fitting procedure, and not a physical effect in the plasma center. In joint work with Tiny Verreycken [1] (which is not included in this thesis) it is found that in a case where there is no measurable Thomson signal, the agreement in temperature between the Raman and Rayleigh measurements is maintained also in the plasma center.

- In order to use the rotational temperature of an excited state such as NO $A$—which can be produced with significant rotational excitation by plasma processes—information is necessary on the thermalization time of the rotational state and the effective lifetime of the state before deducing a gas temperature. The thermalization time of the rotational states of NO $A$ is measured at atmospheric pressure by time and fluorescence wavelength resolved LIF, and modeled using calculated rotational energy transfer rates (chapter 5). It was found that at room temperature the results are consistent with the common assumption that thermalization is faster than the typical ns laser pulse duration. At higher temperatures however, this assumption is found to be false. The thermalization time is significantly longer than the laser pulse, up to 35 ns at 1474 K. This time is of the order of the effective lifetime of NO $A$ for the experimental conditions investigated in this work. The rotational states of NO $A$ therefore may not be considered thermalized, and the time averaged rotational temperature is not a good measure for the gas temperature. Indeed rotational temperatures of NO $A$ have been found to exceed gas temperature measurements by other techniques (see the next point).

It is found that the rotational fine structure of NO $A$—often not considered in investigations of rotational energy transfer—is important in determining the thermalization time. The fine structure changing rotational transitions are especially slow and are found to be the limiting factor in the thermalization process.

- The temperatures of the excited state NO $A$, measured using OES, are found to be significantly higher than temperatures of the ground state NO $X$, measured using LIF (see chapter 4). This is as expected for NO $A$, in view of the previous point. The NO $X$ ground state is stable, with a very long effective lifetime, hence it is likely that the rotational states are thermalized and $T_{\text{rot}}$ can be considered equal to $T_g$. This is confirmed by measurements where $T_{\text{rot}}$ of NO $X$ is found to be consistent with thermocouple measurements in the plasma afterglow (chapter 4), and also to the converged values of $T_{\text{rot}}$ which are measured after the rotational distribution of NO $A$ has been thermalized (see chapter 5). This leads to the conclusion that measurements of $T_{\text{rot}}$ by LIF of NO $X$ provide the best approximation of $T_g$.

- The temperatures of the excited N$_2$ $C$ state, measured using OES in chapter 4, are also found to deviate from the ground state NO $X$ temperatures, measured using LIF. N$_2$ $C$ is generally considered to be very reliable to obtain gas temperatures (with the exception of Ar containing mixtures), as has been shown in an RF jet operated with He in the joint work with Sven Hofmann [2] (note the comments in the corrigend-
dum). A possible explanation would be that N₂ C is produced in the microwave jet by heavy particles (for example by the pooling reaction of N₂ A due to a significant larger N₂ A density compared to the RF jet), which potentially yields significant rotational excitation for N₂ C. Further investigation is necessary.

- The uncertainty in temperature measurements related to rotational distributions are circumvented using Rayleigh scattering. The ideal gas law, used to calculate $T_g$, is very reliable at atmospheric pressure. Measurements of $T_g$ using Rayleigh scattering can be applied in jets containing Ar and air. This has been performed in the chapters 2 and 7, and in the joint works with Sven Hofmann [2] and with Shiqiang Zhang [3] (which are not included in this thesis).

Rayleigh scattering in jets containing He is only possible in case the gas composition is accurately known, due to the deviating Rayleigh cross section of He. In principle, the air concentration in a jet can be accurately measured using Raman scattering. However, it was found that the dissociation degree of O₂ in the plasma jet is high, and significant concentrations of species are produced in the plasma (chapter 6) which have Rayleigh cross sections different from He. It was therefore not possible to obtain accurate temperature results with Rayleigh scattering in jets containing He and operating open to air.

Three different types of plasma jets have been investigated. These include plasma jets with various power sources: microwave or RF, pulsed or continuous, with varying power. We used various electrode configurations that result in different distributions of the electric field with respect to the gas flow: cross-field jets, linear-field jets or surface waves. Various gas compositions are used: argon or helium, with various concentrations of admixed air, N₂ or O₂; and various flow conditions: wide or narrow jets, which result in more or less entrainment of ambient air into the jet.

The key experimental results giving useful insights in the plasma physics and chemistry of the investigated APPJs are summarized below:

- **Plasma parameters** $n_e$, $T_e$ and $T_g$ are measured *in situ*, spatially resolved. In the plasma center $n_e$ has been found to range from $10^{18}$ m$^{-3}$ in a He microwave jet (chapter 6) up to $10^{21}$ m$^{-3}$ in an Ar surfatron jet (chapter 2). $T_e$ is found to be approximately 1.5–2 eV in the plasma center in these jets. $T_g$ ranges from nearly room temperature in an Ar RF jet (chapter 7) up to 1800 K in the He microwave jet (chapter 6).

- In the microwave surfatron jet the **electron temperature** $T_e$ has been found to increase at the plasma boundary, at the position where $n_e$ decreases (chapter 2), while this is not observed in the coaxial microwave jet (chapter 6) or the RF jet (chapter 8). This is a direct implication from the fact that in the microwave surfatron jet the electrons are heated mainly by surface waves at the plasma boundary, while the coaxial microwave jet induced most heating close to the electrode and the E-field radially decreases with distance from the electrode. Time resolved measurements of $n_e$ and $T_e$ in the RF jet (chapter 8) show that after the power is switched off the decrease of $n_e$ is preceded by a decrease of $T_e$. 
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• The **density of O** has been measured *in situ*, spatially resolved using TALIF (see chapter 6). In the coaxial microwave jet an O density is found in the range 4 to 6 · 10^{22} m^{-3}, which means that the dissociation degree of O_{2} is 50–100%. This is confirmed by Raman scattering measurements, which show a large decrease in the O_{2} density compared to the pre-mixed air concentration in the jet. In the RF jet a slightly lower value is found of maximum 1.5 · 10^{22} with an estimated dissociation degree of approximately 20%.

• The **density of NO** has been measured both time and space resolved, *in situ*, using LIF (see chapters 4 and 7). The density is found to have a maximum approximately around 1 · 10^{21} m^{-3} for the RF jet and is slightly higher in the coaxial microwave jet, up to 3 · 10^{21} m^{-3}. The mean production mechanism of NO in a low temperature APPJ is through the reaction of N with O_{2} or OH. The production of NO through the reaction of O with N_{2} is negligible in the used temperature range. In fact, the presence of O quenches the production of NO. This is confirmed in the RF jet, where the NO production caused by the entrainment of air is found to decrease when O_{2} is added to the jet (see figure 7.18). In the coaxial microwave jet the position of the maximum NO density is at the edge of the active plasma zone, where the O density has decreased (compare figures 4.16 and 6.12).

• The increase of **plasma power** has the effect that the plasma increases in size and gas temperature. With increasing power the O density is found to increase and to extend to positions further away from the tube (chapter 6). The NO density also increases with power, although less pronounced; at low power (in the RF jet, chapter 7) the increase is almost linear, while at higher power (in the coaxial microwave jet, chapter 4) the increase in NO is less than linear and seems to saturate at power levels of about 35 W. The maximum NO density shifts towards higher positions, following the edge of the O density profile (in the coaxial microwave jet and the RF jet with the plate electrode).

• Increasing the **air concentration** in the jet fuels the production of O and NO, but also has the effect that the plasma becomes more difficult to sustain and therefore smaller. Also the power coupling changes, making a proper power measurement vital to correctly separate the effects of gas mixture and plasma power. The effect of the air concentration is clearly visible in the O density of the coaxial microwave jet (chapter 6). The maximum density increases, but the profile becomes shorter. At positions further downstream, the O density in fact decreases with increasing air concentration. The NO is more stable than O outside the active plasma and the production strongly increases with the air concentration (chapter 4), although in the RF jet an optimum of 2% added air is found (chapter 7). The gas mixture has only a minor effect on the gas temperature (chapter 7). In the RF jet n_{e} is found to decrease with the addition of air, while at the same time T_{e} increases (chapter 8). This is an indication of the increasing electron losses.

In conclusion, we have built up and improved laser diagnostic experiments that make it possible to accurately measure plasma properties and species which are important in plasma induced air chemistry in APPJs. It is demonstrated that laser diagnostics are very
powerful tools to measure plasma properties and can yield accurate, time and space resolved absolute data without the necessity of advanced collisional radiative modeling and assumptions about the excitation dynamics, which are an intrinsic issue when using passive OES techniques. Nonetheless we would like to refer to our results in chapter 7 which show that optical emission in addition to laser diagnostics can be a very useful tool when used with high temporal resolution to investigate production mechanisms of excited states in time modulated plasmas.

As is already mentioned briefly above, the parameter space of possible plasma settings and jet geometries becomes huge so in this work we restricted us to two three different jets and a limited amount of different plasma parameters. The presented results for the three different jets show a large range of plasma parameters and illustrate nicely the broad applicability of the techniques.

The obtained results of O and NO densities in this work show that these densities can be considerable, even at low power, and are strongly influenced by plasma source, power, excitation frequency and feed gas composition. As the laser diagnostics can be applied in ambient air under application conditions this opens opportunities towards development of control mechanisms to deliver the optimum species densities necessary for applications.

Note that NO is believed to be of importance for wound healing in the increasing important field of plasma medicine and O is often assumed to play an important role in material treatment. Quantitative density measurements of NO for plasma medicine as shown in this work, is of key relevance to unravel the active components of the plasma which cause the effect on cells. In addition the results presented on air chemistry and the improvements made on diagnostics can be used in other areas of research as well, such as the field of combustion.
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Summary

Atmospheric pressure plasma jets (APPJs) are plasmas produced at an electrode inserted in a tube through which a gas is flown. They are characterized by their small size and their non-equilibrium state, which means that in an APPJ the electron temperature is much higher than the gas temperature. The energetic electrons and the high particle densities at atmospheric pressure make that an APPJ has a complex chemistry, in which all kinds of reactive species are produced, for example atomic oxygen (O) and nitrogen (N), OH, NO and O$_3$. The combination of the rich electron-driven chemistry and low gas temperature make APPJs useful for applications, such as the treatment of (heat sensitive) surfaces, or biomedical applications such as decontamination and wound-healing. An additional advantage is that the jet allows for remote plasma treatment.

In this thesis three different sources are used, which cover a large range of plasma parameters, such as electron densities and gas temperatures. The sources—a surfatron launcher, a coaxial microwave jet and a radio frequency (RF) jet—differ in electrode configuration, driving frequency (RF or microwave) and gas composition (helium or argon with various amounts of pre-mixed air, O$_2$ or N$_2$). The jets are operated in an ambient air environment resembling the application conditions and are subject to the entrainment of air into the jet.

The main benefit of APPJs—the rich chemistry—is at the same time the biggest challenge in research. With the current status of the modeling efforts, experimental data is still the most reliable source of information. The goal of this thesis is therefore to provide experimental data to help understanding the plasma chemistry in APPJs. This places high demands on the diagnostics, which have to be non-intrusive, in situ with a high spatial resolution, and able to cope with the high collision rates typical for atmospheric pressure plasmas. The diagnostics best suited to achieve this are spectroscopic methods. Various spectroscopic techniques have been applied to measure the density and temperature of various species in the plasma. These diagnostics are established techniques, often for low pressure plasmas, which have been improved to meet the specific requirements of APPJs. The methods applied in this work are the active diagnostics laser scattering and laser induced fluorescence (LIF), and the passive diagnostic optical emission spectroscopy (OES).

Laser scattering is a very direct method to obtain various plasma properties. The observed scattering intensity from laser scattering experiments has three overlapping contributions: Rayleigh scattering from heavy particles, used to determine the gas temperature; Thomson scattering from free electrons, used to determine the electron density and electron temperature; and Raman scattering from molecules, used to determine the densities
and the ground state rotational temperature of N$_2$ and O$_2$. The Rayleigh scattering signal is filtered out optically with a triple grating spectrometer. The disentanglement of the Thomson and Raman signals is achieved with a novel fitting method. This method allows Thomson scattering measurements to be performed in gas mixtures containing air, which was previously not possible.

LIF is a very specific method to measure species densities, which has been used to measure the absolute density of nitric oxide (NO) in an APPJ. Absolute calibration was performed using a pre-mixed gas containing NO. The rotational temperature of NO is determined using a newly designed method to fit the rotational spectrum of NO. Depending on the procedure with which the spectrum was obtained—by scanning the excitation wavelength or the emission wavelength—the rotational temperature of respectively the NO X ground state or the NO A excited state is obtained. It was found that the temperature of NO A is significantly higher than of NO X. This was further investigated by measuring the time resolved rotational spectrum of NO A using LIF. It was found that in the used plasma conditions the thermalization time—the time it takes for the rotational states to become in equilibrium—is much longer than previously assumed and of the order of the NO A lifetime. This explains why the rotational emission spectrum of NO A cannot be used to obtain the gas temperature.

The absolute O density has been measured using two-photon absorption laser induced fluorescence (TALIF). The signal was absolutely calibrated using a gas mixture with a known amount of Xe. In order to perform the calibration in situ under experimental conditions, a new method was developed to determine the quenching of the Xe signal at atmospheric pressure. The O densities measured in the coaxial microwave jet lead to the conclusion that the O$_2$ is almost fully dissociated. This is confirmed by measurements of the O$_2$ density by Raman scattering. For the RF jet the maximum O density is found to be lower, but still significant in spite of the lower power consumption and gas temperature in these plasmas.

By combining the quantitative results of species densities with time resolved data from OES measurements, it was possible to derive mechanisms which qualitatively explain the creation, excitation and destruction of plasma produced species such as O and NO inside an APPJ.

To conclude, we have built and improved laser diagnostic experiments, which make it possible to accurately measure plasma properties and species which are important in plasma induced air chemistry in APPJs. The obtained results show that these densities can be considerable, even at low power, and are strongly influenced by plasma source, power, excitation frequency and feed gas composition. As the laser diagnostics can be applied in ambient air under application conditions, this opens opportunities towards development of control mechanisms to deliver the optimum species densities necessary for applications. The quantitative results of plasma properties are relevant for the fields of plasma medicine as well as material treatment, while the improvements made on diagnostics can be used not only in the field of plasma physics, but also in other areas of research, such as combustion.
Samenvatting

Atmosferische druk plasma jets (APPJ’s) zijn plasma’s die worden geproduceerd met een elektrode in een buis waar een gas doorheen stroomt. Ze worden gekenmerkt door kleine afmetingen en een toestand van niet-evenwicht. Dit betekent dat in een APPJ de temperatuur van de elektronen veel hoger is dan de gastemperatuur. De energetische elektronen en de hoge dichtheid bij atmosferische druk zorgen voor een complexe chemie in een APPJ, waarin allerlei soorten reactieve deeltjes worden geproduceerd, bijvoorbeeld atmosferische zuurstof (O) en stikstof (N), OH, NO en O₃. Door de combinatie van de lage gastemperatuur en de rijke chemie veroorzaakt door de elektronen, zijn APPJ’s geschikt voor toepassingen, zoals de behandeling van (warmtegevoelige) oppervlakken, of biomedische toepassingen zoals het desinfecteren en genezen van wonden. Een bijkomend voordeel is dat de jet niet in direct contact met het te behandelen oppervlak hoeft te zijn.

In dit proefschrijf worden drie verschillende plasmabronnen gebruikt, met een groot bereik van plasmaparameters zoals elektrondichtheid en gastemperatuur. De bronnen – eensurfatron, een coaxiale microgolfjet en een radiofrequentie (RF)-jet – verschillen in de configuratie van de elektrodes, gebruikte frequentie (microgolf of RF) en gascompositie (helium of argon, vermengd met een variërende hoeveelheid lucht, N₂ of O₂). De plasma’s worden gebruikt in contact met omgevingslucht, net zoals tijdens de toepassingen, en daardoor vindt inmenging van lucht in de jet plaats.

Het grootste voordeel van APPJ’s – de rijke chemie – is tegelijk ook de grootste uitdaging voor het wetenschappelijk onderzoek. Met de huidige stand van zaken in het modelleren van deze plasma’s, zijn experimentele data nog steeds de belangrijkste bron van betrouwbare gegevens. Het doel van dit proefschrijf is daarom het leveren van experimentele data om de plasmachemie in APPJ’s te helpen begrijpen. Hiervoor moeten strenge eisen worden gesteld aan de diagnostieken. Zij mogen het plasma niet beïnvloeden, moeten in situ toegepast kunnen worden met een hoge ruimtelijke resolutie en er moet rekening gehouden worden met de hoge botsingsfrequenties die typisch zijn voor atmosferische druk plasma’s. De diagnostieken die hiervoor het meest geschikt zijn, zijn spectroscopische methodes. Verschillende spectroscopische technieken zijn toegepast voor het meten van dichtheden en temperaturen van verschillende typen deeltjes in het plasma. Deze diagnostieken zijn bestaande technieken, voornamelijk ontwikkeld voor lage druk plasma’s, en zijn verbeterd om te kunnen voldoen aan de specifieke eisen van APPJ’s. De methodes die in dit werk zijn toegepast, zijn de actieve diagnostieken laserverstrooiing en laser geïnduceerde fluorescentie (LIF), en de passieve diagnostiek optische emissie spectroscopie (OES).
Laserverstrooiing is een zeer directe methode om verschillende plasmaparameters te meten. De gemeten verstrooiing bij experimenten met behulp van een laser heeft drie overlappende bijdrages: Rayleigh verstrooiing afkomstig van de zware deeltjes, gebruikt om gastemperaturen te meten; Thomson verstrooiing afkomstig van elektronen, gebruikt voor het meten van elektrondichtheden en elektrontemperaturen; en Raman verstrooiing afkomstig van moleculen, gebruikt voor het meten van dichtheden en rotatie-temperaturen van N$_2$ en O$_2$. Het Rayleigh signaal wordt optisch uitgefilterd met behulp van een spectrometer met drie roosters. Het Thomson signaal en het Raman signaal worden uit elkaar gehaald met een nieuwe fitmethode. Door deze methode kunnen Thomson verstrooingsexperimenten worden gedaan in gasmengsels met lucht, iets dat voorheen niet mogelijk was.

LIF is een zeer specifieke methode voor het meten van deeltjesdichtheden. Het is toegepast om absolute dichtheden van stikstofmonoxide (NO) te meten. De absolute kalibratie is gedaan door middel van een gasmengsel met een bekende concentratie NO. Door een nieuwe fitmethode van het rotationele spectrum van NO kan de rotationele temperatuur worden bepaald. Afhankelijk van de manier waarop het spectrum is gemeten – door scannen van de excitatiegolfengte of van de emissiegolfengte – kan de rotationele temperatuur worden bepaald van respectievelijk de grondtoestand NO X of de aangeslagen toestand NO A. De temperatuur van NO A blijkt significant hoger te zijn dan van NO X. Dit is verder onderzocht door de rotationele spectra tijdsopgelost te meten met behulp van LIF. Daarbij is gevonden dat in de gebruikte plasmacondities de thermalisatietijd – de tijd die nodig is om de rotationele toestanden in evenwicht te brengen – veel langer is dan voorheen werd aangenomen, en vergelijkbaar is met de levensduur van NO A. Dit verklaart waarom rotationele emissiespectra van NO A ongeschikt zijn voor het meten van gastemperaturen.

De absolute dichtheid van O is gemeten met behulp van twee fotonen absorptie laser geïnduceerde fluorescentie (TALIF). Het signaal is absoluut gekalibreerd met een gasmengsel met een bekende concentratie xenon. Om de kalibratie in situ uit te kunnen voeren in experimentele condities, is een nieuwe methode ontwikkeld om de onderdrukking van het xenon signaal door deeltjesbotsingen bij atmosferische druk te meten. De gemeten O-dichtheden in de coaxiale microgolfjet laten zien dat de aanwezige O$_2$ bijna volledig gedissocieerd is. Dit wordt bevestigd door metingen van de O$_2$-dichtheid met behulp van Raman verstrooiing. In geval van de RF-jet is de maximale O-dichtheid lager, maar nog steeds substantieel, ondanks het lage vermogen en lage gastemperatuur van dit plasma.

Door het combineren van kwantitatieve resultaten van deeltjesdichtheden en tijdsopgeloste data van OES metingen, was het mogelijk de mechanismen af te leiden die kwantitatief de productie, excitatie en afbraak beschrijven van deeltjes zoals O en NO in een APPJ.

We hebben technieken ontwikkeld en verbeterd voor laserdiagnostieken, waarmee we nauwkeurig eigenschappen kunnen meten van het plasma en deeltjes die belangrijk zijn in de chemie van APPJ’s. De verkregen resultaten laten zien dat dichtheden van deze deeltjes aanzienlijk kunnen zijn, zelfs bij lage vermogens, en dat ze sterk worden beïnvloed door de gebruikte plasmabron, het vermogen, de excitatiefrequentie en het gasmengsel. De diagnostieken zijn gebruikt in reële toepassingscondities. Dit geeft nieuwe mogelijkhe-
den voor de ontwikkeling van technieken om de optimale deeltjesdichtheid te genereren die nodig zijn voor commerciële toepassingen. De kwantitatieve resultaten van plasma eigenschappen zijn relevant op het gebied van medische plasma’s en voor de behandeling van materialen. De verbeteringen aan de diagnostieken zijn niet alleen bruikbaar in de plasmafysica, maar ook in andere onderzoeksgebieden zoals verbrandingstechnologie.
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