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We study networks of diffusively time-delay coupled oscillatory units and we show that networks with certain symmetries can exhibit a form of incomplete synchronization called partial synchronization. We present conditions for the existence and stability of partial synchronization modes in networks of oscillatory units that satisfy a semipassivity property and have convergent internal dynamics. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4771665]

In this study of synchronization in oscillator networks where coupling is diffusive and allows for time-delays, the focus is on deriving conditions that guarantee synchronization of all units in the network. We considered the question what happens if full synchronization cannot be achieved. Will there be no collective behavior at all or might it be possible that partial synchronization occurs, i.e., that some, but not all, units synchronize? We show that if a network contains certain symmetries, then these symmetries identify modes of partial synchronization. We present conditions for the existence and stability of partial synchronization modes in networks of diffusively time-delay coupled oscillatory units. The results are supported by numerical simulations in several networks of diffusively time-delay coupled neural Hindmarsh-Rose oscillators.

I. INTRODUCTION

The study of synchronization in oscillator networks has received considerable attention over the last decades. One reason for this is the existence of many applications in physics, neuroscience, and biology. Examples include the simultaneous flashing of thousands of fireflies that gather in trees along the tidal rivers in Malaysia1,2 (see, Ref. 3 for a nice color picture), clusters of synchronized pacemaker neurons, which regulate our heartbeat,4 synchronized neurons in the olfactory bulb that allow to detect and distinguish between odors,5 and our circadian rhythm, which is synchronized to (more precisely, entrained to) the 24-h day-night cycle.6,7 Synchronization has also found applications in diverse fields of engineering, such as platooning of vehicles,8 cooperation of robotic systems,9,10 and secure communication.11,12

In this study, we focus on networks where the coupling is diffusive. Diffusive coupling is a linear coupling that is proportional to the difference of the output signals of the interacting units, cf. Refs. 14 and 15. This type of coupling arises in various areas of science ranging from physiology,16,17 and neuroscience18–22 to electrical systems23,24 and mechanical engineering.25–28 In addition, we allow the coupling to contain time-delays, which can arise due to finite propagation speed of information and/or the time it takes to make decisions, cf. Ref. 29.

Synchronization in networks of diffusively time-delay coupled units, where synchronization is understood as the asymptotic matching of the states of all units in the network, has been investigated in, for instance, Refs. 27 and 30–39. The general conclusion is that in order to achieve synchronization, the coupling strength has at least to exceed a certain threshold value. On the other hand, there is evidence that full synchronization will generally not occur when time-delays are large.40,41 An important question is what happens if synchronization of all units in the network cannot be achieved, e.g., when the coupling is not strong enough and/or the time-delays are too large. One possible outcome, at least in principle, is that there is no coherent behavior at all. However, there is evidence that although full synchronization is not achieved, it is possible that some units of the network synchronize. For instance, in Ref. 42, it is shown that time-delay can induce the emergence of synchronized clusters in networks. In this paper, we will show that certain networks allow partial synchronization, the phenomenon where some but not all units in the network synchronize.

Partial synchronization in networks of non-delayed diffusively coupled oscillatory units has been investigated in, for instance, Refs. 43–46. This study extends the ideas presented in Refs. 44 and 45 to the case of general time-delayed diffusive coupling. The systematic approach of Refs. 44 and 45 identifies linear invariant manifolds defined by local and global symmetries in network the coupled dynamical units. (A linear manifold is called a linear invariant manifold if it is invariant with regards to the flow of the dynamical system.) Local symmetries are those symmetries that can be present in the units itself, cf. Refs. 44, 47, and 48. For example, the Lorenz system49 is a system with a local symmetry.44 Indeed, the Lorenz equations
\[
\begin{align}
\dot{x}_1 &= \sigma(x_2 - x_1), \\
\dot{x}_2 &= x_1 - x_2 - x_1 x_3, \\
\dot{x}_3 &= -bx_3 + x_1 x_2,
\end{align}
\]
are invariant under the change of coordinates \(x \rightarrow y\) with \(y_1 = -x_1\), \(y_2 = -x_2\) and \(y_3 = x_3\). Global symmetries are symmetries that are present in the network, hence it is possible to have global symmetries in networks of systems of any type. Because our main interest is in how partial synchronization emerges as function of coupling strength and/or time-delay, which are parameters of the network, we consider only global symmetries. We would like to add that the results presented in this paper can easily be extended to include local symmetries too.\(^{50}\) It is important to realize that local symmetries might influence the (synchronous) behavior of a network. See, Ref. 44 for an example.

In case of a global symmetry, i.e., if the network contains a certain symmetry, the symmetry must be present in the adjacency matrix \(A\) of the network (and thus also in the Laplacian matrix \(L\)). Then, a rearrangement of (some of) the entries of \(A\) will leave the network unchanged. Mathematically, the rearrangement of the entries of \(A\) is described by the (pre)multiplication of \(A\) with a permutation matrix. Recall that a permutation matrix is a matrix with exactly one entry equal to one in each row and each column and zeros everywhere else. Permutation matrices are orthogonal and form a group (with identity element \(I\)) under multiplication. It is shown in Ref. 44 that if there is a permutation matrix \(\Pi\) that commutes with the Laplacian matrix \(L\), i.e., \(\Pi L = L \Pi\), then the set \(\ker(I_n - \Pi \otimes I_g)\) defines a linear invariant manifold for the network. Sufficient conditions were presented for this manifold to be asymptotically stable, which, in absence of full synchronization, obviously implies partial synchronization. In Ref. 45, the assumption that \(\Pi\) and \(L\) commute is relaxed; it is proven that the result of Ref. 44 remains true if \(\Pi\) and \(L\) do not commute but there exists a solution \(X\) to the matrix equation \((I - \Pi L = X(I - \Pi))\). (Obviously, if \(\Pi\) and \(L\) commute, \(L = X\).) We show that the ideas presented in Refs. 44 and 45 are also useful to investigate partial synchronization in networks where the units interact via general time-delay diffusive coupling. By general diffusive coupling, we mean that we do not assume the coupling to be symmetric. (Symmetry of the coupling means that if unit \(i\) couples to unit \(j\) with a certain strength \(a_{ij}\), then unit \(j\) couples to unit \(i\) with strength \(a_{ji}\).) To the best of our knowledge, there are only a few theoretical results on partial synchronization in network of time-delay diffusively coupled oscillatory units available in literature, see Refs. 42 and 51. The results presented in Refs. 42 and 51 are based on the master stability function,\(^{32}\) which is essentially a local analysis. The results that are presented in this paper hold, on the contrary, globally. In addition, our approach does not require a priori knowledge of the partially synchronized solutions, i.e., the solutions of the systems on a partial synchronization manifold, whereas knowing the partially synchronized solutions is essential for successful application of techniques based on the master stability function. Determining the partially synchronized solutions is, however, far from obvious since the dynamics on the partial synchronization manifold will not be autonomous (since the coupling functions do not vanish on the partial synchronization manifold). Of course, there is also a price to pay; our approach provides a qualitative description but no quantitative description of the partially synchronized dynamics, hence our approach does maybe not offer the best estimates of threshold values of coupling strength and/or time-delay that will give (partial) synchronization.

The remaining part of this paper is organized as follows. In Sec. II, we introduce the notion that will be used throughout the paper. In addition, we introduce the concepts of semipassivity and convergent systems, which will be used to guarantee boundedness of solutions of the whole network and convergence to the partially synchronized state. In Sec. III, we present our problem setting. Section IV presents conditions for the existence of linear invariant manifolds that correspond to certain modes of partial synchronization. It will be shown that such linear invariant manifolds can be identified by symmetries in the network. A network will show partial synchronization if a linear invariant manifold is attracting (for certain values of the coupling strength and time-delay). Conditions for the partial synchronization manifold to be attracting (in fact, to be asymptotically stable) are presented in Sec. V. To have partial synchronization, the conditions for the partial synchronization manifold to be attracting should not coincide with the conditions for the full synchronization manifold to be attracting. Sufficient conditions for full synchronization, hence necessary conditions for partial synchronization are given in Sec. VI. Section VII presents some examples of networks that show partial synchronization. Numerical simulations with Hindmarsh-Rose neurons support the results. Section VIII concludes the paper with a discussion of the results and possible extensions.

II. PRELIMINARIES

A. Notation

The symbol \(\mathbb{R}\) stands for the real numbers \((-\infty, \infty)\), \(\mathbb{R}_{>0}\) \((\mathbb{R}_{\geq 0})\) denotes the set of positive (nonnegative) real numbers and \(\mathbb{R}^n\) denotes the \(n\)-fold Cartesian product \(\mathbb{R} \times \cdots \times \mathbb{R}\). The Euclidean norm in \(\mathbb{R}^n\) is denoted by \(|x|\), \(|x|^2 \equiv x^\top x\), where \(x^\top\) denotes the transpose of \(x\). The induced norm of a matrix \(A \in \mathbb{R}^{m \times n}\), denoted by \(|A|\), is defined as \(|A| \equiv \max_{x \in \mathbb{R}^n, |x|=1} |Ax|\). The \(n \times n\) identity matrix is denoted by \(I_n\). If no confusion will arise, we write \(I\).

The notation \(\text{col}\{x_1, \ldots, x_n\}\) denotes the column vector with entries \(x_1, \ldots, x_n\). Here, \(x_i\) may be scalars or column vectors. The notation \(\text{sp}\{\}\) stands for \(\text{span}\{\}\). The symbol \(\otimes\) denotes the Kronecker product of two matrices, i.e., let \(A \in \mathbb{R}^{m \times n}\) and \(B \in \mathbb{R}^{p \times q}\), then the matrix \(A \otimes B \in \mathbb{R}^{mp \times nq}\) is given as

\[
A \otimes B = \begin{pmatrix}
    a_{11} B & a_{12} B & \ldots & a_{1m} B \\
    a_{21} B & a_{22} B & \ldots & a_{2m} B \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{n1} B & a_{n2} B & \ldots & a_{nm} B
\end{pmatrix},
\]

where \(a_{ij}\) denotes the \(ij\)th entry of the matrix \(A\).
Let $X \subset \mathbb{R}^n$ and $Y \subset \mathbb{R}^m$. The space of continuous functions from $X$ to $Y$ that are (at least) $r \geq 0$ times continuously differentiable is denoted by $C^r(X, Y)$. For notational convenience, we will sometimes write $C^r$ instead of $C^r(X, Y)$; and if $r = 0$, we write $C(X, Y)$ instead of $C^0(X, Y)$. A function $V : D \rightarrow \mathbb{R}_{>0}$, $D \subset \mathbb{R}^n$ contains 0, is called positive (semi) definite, denoted by $V(\cdot) > 0$ ($V(\cdot) \geq 0$), if $V(0) = 0$ and $V(x) > 0$ ($V(x) \geq 0$) for all $x \in D \setminus \{0\}$. It is radially unbounded if $D = \mathbb{R}^n$ and $|x| \rightarrow \infty$ imply $V(x) \rightarrow \infty$. If the quadratic form $x^T P x$ with a symmetric matrix $P = P^\top$ is positive (semi) definite, then the matrix $P$ is positive (semi) definite, denoted by $P > 0$ ($P \geq 0$).

Let $x_t \in C([-\tau, 0], \mathbb{R}^n)$ be defined as $x(t + \theta), \theta \in [-\tau, 0]$. The norm of an element $x_t \in C([-\tau, 0], \mathbb{R}^n)$ is denoted as $|x_t|_{[-\tau,0]} = \sup_{\theta \in [-\tau,0]} |x(t + \theta)|$. Note the abuse of notation, however, no confusion may arise.

Let $G = G(V, E)$ be a graph with set of nodes $V$ and set of arcs $E$. Given two nodes $i, j \in V$, if there is a path of length 1 from $i$ to $j$, then $(i, j) \in E$ and $i$ and $j$ are called adjacent. It will be assumed that the graph is

- simple, i.e., there are no self-loops, that is, for every $i \in V$, $(i, i) \notin E$;
- strongly connected, i.e., for every two nodes $i, j \in V$, there is a path between $i$ and $j$.

Note that we do not assume that $(i, j) \in E \Rightarrow (j, i) \in E$, that is, we allow the graph to be directed. Let $N_i$ be the set of neighbors of node $i$ defined as $N_i = N_i(G) = \{j \in V | (i, j) \in E\}$.

### B. Semipassive systems and convergent systems

Consider a system

$$
\dot{x}(t) = f(x(t), u(t)),
$$

and suppose that $f$ is Lipschitz in $x$ and $u(t)$ is piecewise continuous in $t$ and takes values from a compact set $U \subset \mathbb{R}^m$. The system is a convergent system if

1. for each input $u(t)$ and every $x_0 = x(t_0) \in \mathbb{R}^n$, all solutions $x(t; t_0, u(t))$ are defined and bounded on $t \in [t_0, \infty)$;
2. for each input $u(t)$, there is an unique solution $x_u(t)$ that is defined and bounded on $t \in (-\infty, \infty)$ and is globally asymptotically stable.

The system is a uniformly convergent system (exponentially convergent system) if it is a convergent system and the unique limit solution $x_u(t)$ is uniformly globally asymptotically stable (globally exponentially stable).

**Lemma 1** (Refs. 55 and 56). Consider the system (5) and suppose there is a positive definite matrix $P \in \mathbb{R}^{n \times n}$ such that the eigenvalues of the symmetric matrix

$$
[\frac{\partial f}{\partial x}(x, u)]^\top P + P [\frac{\partial f}{\partial x}(x, u)]
$$

are all negative and separated away from zero for all $x \in \mathbb{R}^n$ and $u \in U$. Then, the system is globally exponentially convergent.

### III. PROBLEM SETTING

Consider $k$ systems

$$
\begin{align}
\dot{x}_i(t) &= f(x_i(t)) + Bu_i(t), \\
y_i(t) &= Cx_i(t),
\end{align}
$$

with $x_i(t) \in \mathbb{R}^n$, output $y_i(t) \in \mathbb{R}^m$, input $u_i(t) \in \mathbb{R}^m$, sufficiently smooth functions $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $h : \mathbb{R}^n \rightarrow \mathbb{R}^m$. Let $G$ be a simple and strongly connected graph and suppose that the systems (7) interact via diffusive time-delay coupling of the form

$$
u_i(t) = \sigma \sum_{j \in N_i(G)} a_{ij} [y_j(t - \tau) - y_i(t)],$$

where constant $\sigma > 0$ denotes the coupling strength, constant $\tau \geq 0$ is the time-delay and constant interconnection weights $a_{ij} > 0$. Without loss of generality, we assume $\max_i \sum_{j \in N_i(G)} a_{ij} = 1$. We will refer to the former coupling as coupling I while the latter coupling will be denoted as coupling II.

Consider the linear manifold

$$
\mathcal{M} \equiv \{x \in \mathbb{R}^k | x_i = x_j \text{ for all } i, j \in \{1, 2, \ldots, k\}\}.
$$

Manifold $\mathcal{M}$ is called the full synchronization manifold, or simply synchronization manifold, for Eqs. (7) and (8) (or 7)
and (9)) if it is invariant under the dynamics (7) and (8) (or (7) and (9)). Note that $\mathcal{M}$ is the synchronization manifold for the coupled systems (7) and (9) since the systems (7) are identical and the coupling functions (9) vanish on $\mathcal{M}$. To ensure that $\mathcal{M}$ is invariant under the dynamics (7) and (8), it will be assumed that $\sum_{j \in N_i(G)} a_{ij} = 1$ for all $i = 1, 2, \ldots, k$.

Definition 3. The systems (7) and (8) (or (7) and (9)) are said to fully synchronize, or simply synchronize, if the linear manifold is the intersection of all partial synchronization manifolds and give conditions for these manifolds to converge. The remainder of this paper, we simply write (7) and (8) (or (7) and (9)) if it is invariant under the dynamics (7) and (8) (or (7) and (9)) if it is invariant under the dynamics (7) and (8) (or (7) and (9)). Note that multiple partial synchronization manifolds may exist and that the full synchronization manifold is the intersection of all partial synchronization manifolds.

Definition 4. The systems (7) and (8) (or (7) and (9)) are said to partially synchronize if the linear invariant partial synchronization manifold $\mathcal{P}$ contains an asymptotically stable subset.

This definition states, roughly speaking, that a network exhibits partial synchronization if the states of at least two but not all systems asymptotically match. The remainder of this paper is devoted to identifying partial synchronization manifolds and give conditions for these manifolds to contain an asymptotically stable subset. But before doing so, we first introduce some matrices that define the coupling structure and we present a result from Ref. 39 regarding boundedness of solutions of the coupled systems (7) and (8) (or (7) and (9)).

Let the $ij$th entry of the matrix $A$ be $a_{ij}$ if $j \in N_i(G)$ and 0 otherwise. Hence, the matrix $A$ is a weighted adjacency matrix. It follows from the assumption that $G$ is strongly connected that $A$ is irreducible. Let $D = \mathbb{R}^{k \times k}$ be a diagonal matrix with $d_i = \sum_{j \in N_i(G)} a_{ij}$ as its entry. Note that for coupling I, we have $D = I$ by assumption. (Although not strictly necessary, it will still be assumed that, for each $i$, $\sum_{j \in N_i(G)} a_{ij} = 1$.) Let $L = D - A$ be the weighted Laplacian matrix. In the remainder of this paper, we simply write adjacency matrix and Laplacian matrix instead of weighted adjacency matrix and weighted Laplacian matrix, respectively.

Lemma 2. Let $G$ be a simple strongly connected graph. Suppose that

- each system (7) is strictly $C^1$-semipassive with a radially unbounded storage function and there is a constant $\epsilon > 0$ such that $H(x) - \epsilon|x|^2 > 0$ for sufficiently large $|x|$. Then, the solutions of the coupled systems (7) and (8) are ultimately bounded;
- each system (7) is strictly $C^1$-semipassive with a radially unbounded storage function and there is a constant $\epsilon > 0$ such that $H(x) - \epsilon|x|^2 - 2\sigma|b(x)|^2 > 0$ for sufficiently large $|x|$ and all $\sigma \in [0, \sigma_{\text{max}}]$, $\sigma_{\text{max}} > 0$. Then, the solutions of the coupled systems (7) and (9) are ultimately bounded.

The proof of Lemma 2 is based on the construction of a Lyapunov functional of the form

$$\nu_1 V(x_1(t)) + \cdots + \nu_k V(x_k(t)) + \frac{\sigma}{2} \sum_{i=1}^k \sum_{j \in N_i(G)} \nu_i a_{ij} \int_{-\tau}^0 |y_j(t+s)|^2 ds,$$

where $V$ are the storage functions from the semipassivity assumption and $\nu_i$ are the entries of the left eigenvector corresponding to the simple zero eigenvalue of the Laplacian matrix $L$. Note that $L$ is singular by construction and the assumption that $G$ is strongly connected implies that the zero eigenvalue is simple. Using the Perron-Frobenius theorem, one can show that all $\nu_i > 0$. One can show that the derivative of this functional along solutions is negative for sufficiently large $|x| = |\text{col}(x_1, \ldots, x_k)|$. Then, a straightforward application of Ref. 37, Theorem 4.2.10, pp. 272, implies the result. See Ref. 39 for further details.

It has to be remarked that for systems that interact via coupling type II there is a limit on the coupling strength for which boundedness can be guaranteed.

IV. SYMMETRIES AND INVARIANT MANIFOLDS

As mentioned in the introduction, we extend the ideas presented in Refs. 44 and 45 for identification of partial synchronization modes to the case of general time-delay diffusive coupling. The idea is simply to search for rearrangements of the nodes that leave the network essentially unchanged. That is, the structure of the network is preserved after simultaneous swapping of (some of) the nodes of the network. Such a rearrangement can be conveniently expressed using permutation matrices. Let $\Pi \in \mathbb{R}^{k \times k}$ be a permutation matrix, then it is easy to see that the network is invariant under rearrangement induced by $\Pi$ if $\Pi^T A = A$, i.e., $A$ and $\Pi$ commute. Moreover, in that case, the set $\ker(I_{kn} - \Pi \otimes I_n)$ will define a linear invariant manifold of the form (11) for the coupled systems. A formal and more general statement for systems interacting via coupling I is presented in the following lemma.

Lemma 3. Consider a network with $k$ systems (7) that interact via coupling I (8). Let $\Pi \in \mathbb{R}^{k \times k}$ be permutation matrix and $\Lambda \in \mathbb{R}^{k \times k}$ be the adjacency matrix. If there is a solution $X \in \mathbb{R}^{k \times k}$ to the matrix equation

$$(I - \Pi)A = X(I - \Pi),$$

then the set $\ker(I_{kn} - \Pi \otimes I_n)$ defines a linear invariant manifold for the coupled systems (7) and (8).

Proof. Let $x(t) = \text{col}(x_1(t), \ldots, x_k(t))$ and introduce new coordinates $w(t) = (I_{kn} - \Pi \otimes I_n)x(t)$. Then,

$$\dot{w}(t) = (I_{kn} - \Pi \otimes I_n)[F(x(t)) - \sigma(I \otimes BC)x(t)] + \sigma(A \otimes BC)x(t - \tau),$$

with $F(x(t)) \coloneqq \text{col}(f(x_1(t)), \ldots, f(x_k(t)))$. Assume that the initial history $\phi(t) = x_0 \in C([-\tau, 0], \mathbb{R}^n)$ is such that
(I_{kn} - \Pi \otimes I_n) \phi \equiv 0. It follows that the set \text{ker}(I_{kn} - \Pi \otimes I_n) is invariant under the dynamics if the assumption that \phi is constrained to this set implies \dot{w}(t) \equiv 0. Consider the right hand side of \text{Eq. (12)} and observe that, for every \( x(t^*) \in \text{ker} (I_{kn} - \Pi \otimes I_n) \iff \dot{w}(t^*) = 0, \ t^* \in [-\T, \infty), \)

- \((I_{kn} - \Pi \otimes I_n) F(x(t^*)) = F(x(t^*)) - F((\Pi \otimes I_n)x(t^*)) = 0;\)
- \((I_{kn} - \Pi \otimes I_n)(I \otimes BC)x(t^*) = (I \otimes BC)w(t^*) = 0;\)
- \((I_{kn} - \Pi \otimes I_n)(A \otimes BC)x(t^*) = (X \otimes BC)w(t^*) = 0.\)

In the latter equality, we used \((I - \Pi)L = X(I - \Pi), \) hence, \( w(t) = 0, \) which proves that \text{ker}(I_{kn} - \Pi \otimes I_n) is invariant under the dynamics. \( \square \)

A similar result can be obtained for systems that interact via coupling \( \Pi. \)

**Lemma 4.** Consider a network with \( k \) systems (7) that interact via coupling \( \Pi \) (9). Let \( \Pi \in \mathbb{R}^{k \times k} \) be a permutation matrix and \( L \in \mathbb{R}^{k \times k} \) be the Laplacian matrix. If there is a solution \( X \in \mathbb{R}^{k \times k} \) to the matrix equation

\[
(I - \Pi)L = X(I - \Pi),
\]

then the set \text{ker}(I_{kn} - \Pi \otimes I_n) defines a linear invariant manifold for the coupled systems (7) and (9).

The proof follows with minor modifications from the proof of Lemma 3 and will, therefore, be omitted.

**Remark 3.** Obviously, if \( A \) and \( \Pi \) commute (Lemma 3) or \( L \) and \( \Pi \) commute (Lemma 4), then \( X = A \) or \( X = L, \) respectively.

The example below shows how the results of Lemma 3 (and Lemma 4) can be applied.

**Example 1.** Consider the network shown in Figure 1(a). The adjacency matrix for this network is

\[
A = \frac{1}{3} \begin{pmatrix}
0 & 1 & 0 & 2 \\
1 & 0 & 2 & 0 \\
0 & 2 & 0 & 1 \\
2 & 0 & 1 & 0
\end{pmatrix}.
\]

The matrix \( A \) commutes with the following permutation matrices

\[
\Pi_1 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}, \quad \Pi_2 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}, \quad \Pi_3 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

Then, each set \text{ker}(I_{kn} - \Pi_1 \otimes I_n), \text{ker}(I_{kn} - \Pi_2 \otimes I_n), \) and \text{ker}(I_{kn} - \Pi_3 \otimes I_n) defines a linear invariant manifold for the coupled systems (7) and (8) or (7) and (9). Observe that, for instance, \text{ker}(I_{kn} - \Pi_1 \otimes I_n) \cap \text{ker}(I_{kn} - \Pi_2 \otimes I_n) \) defines the full synchronization manifold.

**Example 2.** (See also Ref. 45.) Consider the network shown in Figure 1(b). The adjacency matrix of this network is

\[
A = \begin{pmatrix}
0 & -a_1 & 0 & -a_2 & -a_3 & -a_4 & 0 & 0 \\
-a_1 & 0 & -a_1 & 0 & -a_4 & -a_2 & 0 & 0 \\
0 & -a_1 & 0 & -a_1 & 0 & 0 & -a_2 & -a_4 \\
-a_3 & -a_4 & 0 & 0 & 0 & 0 & -a_3 & 0 \\
-a_2 & -a_4 & 0 & 0 & 0 & -a_3 & 0 & -a_3 \\
0 & 0 & -a_2 & -a_4 & 0 & -a_3 & 0 & -a_3 \\
0 & 0 & -a_4 & -a_2 & -a_3 & 0 & -a_3 & 0
\end{pmatrix}.
\]

Let \( a_1 = a_3 = \frac{4}{11} \) and \( a_2 = \frac{1}{11}, a_4 = \frac{2}{11}, \) then the permutation matrix

\[
\Pi = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

does not commute with \( L = D - A \) but there exists a \( X \) that solves the matrix equation \((I - \Pi)L = X(I - \Pi), \) See, Sec. VII B for details. Thus, the set \text{ker}(I_{kn} - \Pi \otimes I_n) \) defines a linear invariant manifold for the coupled systems (7) and (8) or (7) and (9).

**V. PARTIAL SYNCHRONIZATION**

In Sec. V, conditions are presented for the existence of linear invariant manifolds. For partial synchronization, we require these manifolds to contain an asymptotically stable subset. In this section, sufficient conditions will be presented for the linear invariant manifolds to contain an asymptotically stable subset.

Assume that the matrix \( CB \) is similar to a positive definite matrix. Then, there is a smooth change of coordinates \( x_i \mapsto (z_i, y_i) \) that transforms the systems (7) into the following form:

\[
\dot{z}_i(t) = q(z_i(t), y_i(t)),
\]

(13a)
\[ \dot{y}(t) = ay(t, z(t)) + CBu(t), \quad (13b) \]
with \( z(t) \in \mathbb{R}^p \), \( p = n - m \), \( y(t) \in \mathbb{R}^m \) and sufficiently smooth functions \( a : \mathbb{R}^p \times \mathbb{R}^m \to \mathbb{R}^p \), \( a : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}^m \). See, for instance, Ref. 44 for details. For notational convenience and we assume \( CB = I \) and \( y_i(t) = \text{col}(z_i(t), y_i(t)) \). (Results for the general case with \( CB \) being positive definite can easily be derived.)

We would like to add some remarks on the structure of systems (13). The inputs \( u_i(t) \) appear only in the output dynamics, i.e., \( y_i \)-dynamics. This type of systems is known in the control systems community as relative degree one systems. If we assume that the systems in original coordinates, i.e., systems (7), are strictly semipassive, then it is likely that the systems have relative degree one (and hence, after a suitable change of coordinates, take the structure (13)). This follows from classical results that strictly passive systems (recall that a system is strictly passive if it satisfies the definition of a semipassive system with the function \( H \) being positive definite, see, Remark 1) with a positive definite \( C_i^2 \) storage function should be relative degree one systems, cf. (Ref. 58), and the fact that a strictly semipassive systems behaves as a strictly passive system for sufficiently large \( |x| \).

Since there is no direct influence of the inputs \( u_i(t) \) on the “internal” \( z_i \)-dynamics, we have to impose some conditions on these internal dynamics that guarantee \( \lim_{t \to \infty} (z_i(t) - z_i(t)) = 0 \) provided that \( \lim_{t \to \infty} (y_i(t) - y_i(t)) = 0 \) for some (all) pairs \( (i, j), i, j \in \{1, 2, \ldots, k\} \). Obviously, this is true if the internal dynamics are convergent (see, Sec. II). In Ref. 39, it is shown that assuming that the systems (13) (or systems (7) before the change of coordinates) satisfy the conditions of Lemma 2 and have convergent internal dynamics guarantees the existence of positive constants \( \tau \) and \( \bar{\gamma} \) such that if \( \sigma > \sigma^* \) and \( \sigma \tau < \bar{\gamma} \), then the synchronization manifold \( M \) contains a globally asymptotically stable subset. In other words, strictly semipassive systems with convergent internal dynamics on a simple strongly connected graph are guaranteed to synchronize provided that the coupling is sufficiently strong and the product of the coupling strength and time-delay is sufficiently small. See, Figure 2. It has to be remarked that the values of \( \sigma \) and \( \bar{\gamma} \) depend on the type of coupling (coupling I or coupling II), the type of systems and the topology of the network. We will show that the assumptions that the systems are semipassive and have internal convergent dynamics are also sufficient to guarantee the existence of an asymptotically stable subset of the partial synchronization manifolds \( \mathcal{P} \). For systems that interact via coupling I, we have the following result.

**Theorem 5.** Consider \( k \) coupled systems (13) and (8) with \( \mathcal{G} \) being simple and strongly connected. Suppose that the conditions of Lemma 2 and Lemma 3 are satisfied for some matrix \( X \) and permutation matrix \( \Pi \). Assume in addition that

- there is a constant \( c^* > 0 \) such that
  \[ \vartheta^T (I - \Pi)^T \left( I_k - \frac{1}{2} (X^T + X) \right) (I - \Pi) \vartheta \geq c^* |I - \Pi| \vartheta^2 \]
  for every \( \vartheta \in \mathbb{R}^k \);

- there is a symmetric matrix \( P \in \mathbb{R}^{k \times k} \) such that the eigenvalues of the symmetric matrix
  \[ \frac{\partial q}{\partial z_i} (z_i, y_i) \]
  are negative and bounded away from zero for all \( z_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^m \).

Then, there exist positive constants \( \sigma^* \) and \( \gamma^* \) such that if \( \sigma > \sigma^* \) and \( \sigma \tau < \gamma^* \), then the set \( \text{ker}(I_k - \Pi \otimes I_n) \) contains a globally asymptotically stable subset.

For systems which interact via coupling II, we have a similar result.

**Theorem 6.** Consider \( k \) coupled systems (13) and (9) with \( \mathcal{G} \) being simple and strongly connected. Suppose that the conditions of Lemma 2 and Lemma 4 are satisfied for some matrix \( X \) and permutation matrix \( \Pi \). Assume in addition that

- there is a constant \( c' > 0 \) such that
  \[ \frac{1}{2} \vartheta^T (I - \Pi)^T (X^T + X) (I - \Pi) \vartheta \geq c' |I - \Pi| \vartheta^2 \]
  for every \( \vartheta \in \mathbb{R}^k \);

- there is a symmetric matrix \( P \in \mathbb{R}^{k \times k} \) such that the eigenvalues of the symmetric matrix
  \[ \frac{\partial q}{\partial z_i} (z_i, y_i) \]
  are negative and bounded away from zero for all \( z_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^m \).

Then, there exist positive constants \( \sigma' \) and \( \gamma' \) such that if \( \sigma' < \sigma \leq \sigma_{\text{max}} \) (with \( \sigma_{\text{max}} \) being the maximal coupling strength for which boundedness of solutions is guaranteed) and \( \sigma \tau < \gamma' \), then the set \( \text{ker}(I_k - \Pi \otimes I_n) \) contains a globally asymptotically stable subset.

**Remark 4.** Theorem 5 and Theorem 6 remain valid without the assumptions of Lemma 2 (systems are not strictly semipassive) if the solutions of the whole network are ultimately bounded.
The proof of both Theorem 5 and Theorem 6 can be found in the Appendix in which also the estimates of the constants \( \sigma^* \) and \( \gamma^* \), \( \sigma' \) and \( \gamma' \) respectively, are provided.

It has to be remarked that the values of the constants \( \sigma^* \) and \( \gamma^* \) (or \( \sigma' \) and \( \gamma' \)) depend on the type of systems in the network and the coupling structure and, in particular, on the matrices \( \Pi \) and \( X \). (See, the proofs of the theorems.)

VI. FULL SYNCHRONIZATION AND NECESSARY CONDITIONS FOR PARTIAL SYNCHRONIZATION

As mentioned before, multiple partial synchronization manifolds might coexist and also the conditions for such manifolds to be stable might coincide. The case for which all partial synchronization manifolds are stable coincides the fully synchronized state. It follows that to observe partial synchronization, it is necessary that the values of the coupling strength and time-delay for which the partial manifold is stable do not coincide with those for which the full synchronization manifold is stable. However, we already know that full synchronization will happen in networks of systems that satisfy the assumptions of Theorems 5 and 6.

**Theorem 7.** (Ref. 39). Consider \( k \) coupled systems (13) and (8) or (13) and (9) with \( G \) being simple and strongly connected. Suppose that the conditions of Lemma 2 are satisfied. Assume in addition that there is a symmetric matrix \( P \in \mathbb{R}^{k \times k} \) such that the eigenvalues of the symmetric matrix

\[
\left[ \frac{\partial q}{\partial z_i}(z_i, y_i) \right]^T P + P \left[ \frac{\partial q}{\partial z_i}(z_i, y_i) \right]
\]

are negative and bounded away from zero for all \( z_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^m \). Then, there exist positive constants \( \sigma \) and \( \tau \) such that if \( \sigma > \sigma \) and \( \sigma \tau < \gamma \) then the synchronization manifold \( \mathcal{M} \) contains a globally asymptotically stable subset.

It follows that to have partial synchronization, it is necessary that \( \sigma^* < \sigma \) and/or \( \gamma^* > \gamma \) for coupled systems (8) and (13), or \( \sigma' < \sigma \) and/or \( \gamma' > \gamma \) for coupled systems (9) and (13). An example where partial synchronization can be observed is schematically depicted in Figure 2.

For some network structures, it is possible to derive necessary conditions for not having asymptotic stability of a subset of the partial synchronization manifold and a subset of the full synchronization for the same values of \( \sigma \) and \( \tau \). For systems that interact via coupling I, we have the following result.

**Corollary 8.** Consider the coupled systems (13) and (8) and let the conditions of Theorem 5 be satisfied. Assume in addition that \( \Pi \) and \( A \) commute and that the eigenvalues of \( A \) are real with right eigenvectors that are linearly independent. Then, the eigenvalues of \( A \) can be ordered as

\[
-1 \leq \lambda_1(A) \leq \lambda_2(A) \leq \ldots \leq \lambda_{k-1}(A) < \lambda_k(A) = 1.
\]

Let \( \mu(\lambda_i(A)) \) be a right eigenvector corresponding to eigenvalue \( \lambda_i(A) \) and let

- \( \hat{\lambda}(A) \) the eigenvalue of \( A \) with largest absolute value with the restriction that \( \mu(\hat{\lambda}(A)) \in \text{range} (I - \Pi) \);
- \( \tilde{\lambda}(A) \) the largest eigenvalue of \( A \) with the restriction that \( \mu(\tilde{\lambda}(A)) \in \text{range} (I - \Pi) \).

**Suppose that the eigenvectors in range\((I - \Pi)\) are mutually orthogonal. Then,**

- \( \sigma^* < \sigma \) only if \( \hat{\lambda}(A) < \lambda_{k-1}(A) \);
- \( \gamma^* > \gamma \) only if \( \tilde{\lambda}(A) < \max\{|\lambda_1(A)|, |\lambda_{k-1}(A)|\} \).

**Proof.** All eigenvalues of \( A \) are real by assumption. Moreover, we always assume that all rows of \( A \) sum up to 1 and \( A \) is irreducible since \( G \) is strongly connected. Then, the Perron-Frobenius theorem together with Gerschgorin’s theorem imply that \( \lambda_k = 1 \) and all other eigenvalues are smaller than \( \lambda_k \) and \( |\lambda_j| \leq 1 \) for every \( j = 1, 2, \ldots, k \). Let \( AU = UA \) with \( A \) being a diagonal matrix with the eigenvalues of \( A \) as entries and the columns of \( U \) are corresponding eigenvalues. Let \( d \) be the number of eigenvectors in range\((I - \Pi)\). Then, without loss of generality, we assume that the first \( d \) columns of \( U \) are eigenvectors in range\((I - \Pi)\) and, obviously, the first \( d \) diagonal entries of \( A \) will be the corresponding eigenvalues. Because \( A \) and \( \Pi \) commute, we have \((I - \Pi)A = X(I - \Pi) \) with \( X = A \). We will now show that \( X = U\Lambda U^{-1} \) with \( U = (u_1, \ldots, u_d) \) also solves \((I - \Pi)A = X(I - \Pi) \). Note that \( U = U\Delta_1 \) with \( \Delta_1 \) a diagonal matrix where the first \( d \) entries equal 1 and all other entries are 0. Because the first \( d \) columns of \( U \) are eigenvectors in range\((I - \Pi)\), we can write \((I - \Pi) = \tilde{U}\Delta_2 \) for some \( \Delta_2 \in \mathbb{R}^{k \times k} \). Then,

\[
(I - \Pi)A = A(I - \Pi) = \tilde{U}\Delta_2 = A\Delta_1\Delta_2 = U\Lambda\Delta_1\Delta_2.
\]

This also gives

\[
X(I - \Pi) = U\Lambda U^{-1}(I - \Pi) = \tilde{U}U^{-1}A(I - \Pi) = \tilde{U}\Lambda\Delta_1\Delta_2.
\]

Thus, \( X = U\Lambda U^{-1} \) solves \((I - \Pi)A = X(I - \Pi) \) if \((U - \tilde{U})\Lambda_1\Lambda_2 = 0 \). This is clearly true (for every \( \Delta_2 \)) since \( U - \tilde{U} = (0_{k \times d}, U^*) \), with matrix \( U^* \in \mathbb{R}^{k \times (k-d)} \) whose columns consist of eigenvectors \( u_{d+1}, \ldots, u_k \) and \( \Lambda_1 = \text{diag}([|\lambda_1(\cdot)|, \ldots, |\lambda_d(\cdot)|]) \). Here, \( L_k \) is the \( d \)-dimensional vector with all entries equal 1, and \( 0_{k \times d} \) denotes the \( d \times d \)-dimensional zero matrix. It follows that, under the assumptions of the corollary,

\[
\vartheta^T(I - \Pi)^T\left(I - \frac{1}{2}(X^T + X)\right)(I - \Pi)\vartheta \geq c^*(I - \Pi)\vartheta^2
\]

for every \( \vartheta \in \mathbb{R}^k \) with \( c^* = (1 - \lambda(A)) \). In addition, \( ||X|| \leq \lambda(A) \). Recall that we will have full synchronization if all partial synchronization modes are stable at the same time. We conclude that picking \( \hat{\lambda}(A) = \max\{|\lambda_1(A)|, |\lambda_{k-1}(A)|\} \) and \( \tilde{\lambda}(A) = \lambda_{k-1}(A) \) are sufficient to have full synchronization. Hence to have partial synchronization, it is necessary that \( \hat{\lambda}(A) < \lambda_{k-1}(A) \) and/or \( \tilde{\lambda}(A) < \max\{|\lambda_1(A)|, |\lambda_{k-1}(A)|\} \).

The remaining part of the proof follows now directly from the proof of Theorem 5.

For systems that interact via coupling II, we have the following result.

**Corollary 9.** Consider the coupled systems (13) and (9) and let the conditions of Theorem 6 be satisfied. Assume in addition that \( \Pi \) and \( L \) commute and that the eigenvalues of \( L \) are real with right eigenvectors that are linearly independent. Then, the eigenvalues of \( L \) are
Let $\mu(\hat{\lambda}_i(L))$ be a right eigenvector corresponding to eigenvalue $\hat{\lambda}_i(L)$ and let

- $\hat{\lambda}(L)$ the smallest nonzero eigenvalue of $L$ with the restriction that $\mu(\hat{\lambda}(L)) \in \text{range}(I - \Pi)$;
- $\lambda(L)$ the largest eigenvalue of $L$ with the restriction that $\mu(\lambda(L)) \in \text{range}(I - \Pi)$.

Suppose that the eigenvectors in $\text{range}(I - \Pi)$ are mutually orthogonal. Then,

- $\sigma' < \sigma$ only if $\hat{\lambda}(L) > \hat{\lambda}_2(L)$;
- $\gamma' > \gamma$ only if $\lambda(L) < \lambda_2(L)$.

The proof of the latter corollary can easily be deduced from the proof of Theorem 6 and Corollary 8 and will be omitted.

**Example 3.** Consider the network shown in Figure 3. The Laplacian matrix is

$$
L = \frac{1}{3} \begin{pmatrix}
3 & -1 & -1 & -1 \\
-1 & 2 & -1 & 0 \\
-1 & -1 & 2 & 0 \\
-1 & 0 & 0 & 1
\end{pmatrix},
$$

which has eigenvalues

$$
\hat{\lambda}_1 = 0, \quad \hat{\lambda}_2 = \frac{1}{3}, \quad \hat{\lambda}_3 = 1, \quad \hat{\lambda}_4 = \frac{4}{3},
$$

with eigenvectors $\mu_i = \mu(\hat{\lambda}_i)$

$$
\mu_1 \in \text{sp} \left\{ \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \right\}, \quad \mu_2 \in \text{sp} \left\{ \begin{pmatrix} 1 \\ -1 \\ -1 \\ -1 \end{pmatrix} \right\},
$$

$$
\mu_3 \in \text{sp} \left\{ \begin{pmatrix} 0 \\ 1 \\ -1 \\ 0 \end{pmatrix} \right\}, \quad \mu_4 \in \text{sp} \left\{ \begin{pmatrix} 3 \\ -1 \\ -1 \\ -1 \end{pmatrix} \right\}.
$$

It is easy to see that $L$ commutes with the permutation matrix

$$
\Pi = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
$$

and the only eigenvector in $\text{range}(I - \Pi)$ is $\mu_3$. Using Corollary 9, we conclude that partial synchronization of systems 2 and 3 is guaranteed for values of the coupling strength and time-delay other than those for which full synchronization is guaranteed, i.e., the conditions for full synchronization and partial synchronization do not necessarily coincide. The expected (partial) synchronization diagram is as the one shown in Figure 2.

**VII. EXAMPLES**

In this section, we present examples of partial synchronization in networks of Hindmarsh-Rose neurons. Consider $k$ Hindmarsh-Rose neurons $^{59}$

$$
\dot{z}_{1,i}(t) = 0.005(4(y_i(t) + 1.618) - z_{1,i}(t)),
$$

(14a)

$$
\dot{z}_{2,i}(t) = 1 - 5y_i^2(t) - z_{2,i}(t)),
$$

(14b)

$$
\dot{y}_i(t) = -y_i(t) + 3y_i^2(t) + 3.25 + z_{2,i}(t) - z_{1,i}(t) + u_i(t).
$$

(14c)

Here, $y_i(t)$ denotes the membrane potential of the $i$th neuron, which is also its output. The internal variables $z_{1,i}, z_{2,i}$ are related to ionic currents. It is shown in Ref. 60 that the Hindmarsh-Rose neuron satisfies the conditions in Lemma 2, i.e., the model has the strict semipassivity property. Moreover, its internal dynamics are convergent. The latter can be easily verified using Lemma 1 with $P = I$. Thus, a network with these neurons, which interact either via coupling I or coupling II will synchronize provided that the coupling is sufficiently strong, and the product of the coupling and time-delay is sufficiently small. Moreover, our theory suggests that certain networks might exhibit partial synchronization.

**A. Network of example 1**

Consider the network of example 1 and recall that the permutation matrices

$$
\Pi_1 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}, \quad \Pi_2 = \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix},
$$

$$
\Pi_3 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix},
$$

commute with the adjacency matrix.
Let, $\lambda_i$ be an eigenvalue of $A$ with eigenvector $\mu_i$. A straightforward computation shows that $A$ has eigenvalues

$$
A = \begin{pmatrix}
0 & 1 & 0 & 2 \\
1 & 0 & 2 & 0 \\
0 & 2 & 0 & 1 \\
2 & 0 & 1 & 0
\end{pmatrix}.
$$

The eigenvalues of $I - A$ are obviously $1 - \lambda_i$ with right eigenvectors $\mu_i$. Theorems 5 and 6 imply that each set $\ker(I - \Pi_l \otimes I_n)$, $l = 1, 2, 3$ contains a globally asymptotically stable subset. With the use of Corollary 8 (or Corollary 9), we can show that the conditions for stability of these partial synchronization manifolds do not completely coincide with the conditions for which we can guarantee full synchronization.

First, to have $\sigma^* < \sigma$ (or $\sigma' < \sigma'$) requires the eigenvectors $\mu_1$ and $\mu_2$ to be in range $(I - \Pi_l)$ while eigenvector $\mu_3$ is not in range $(I - \Pi_l)$. (Note that $1 - \lambda_3$ is indeed the smallest nonzero eigenvalue of $L = I - A$.) This only holds true for $\Pi_3$. Thus, we can find values for the coupling strength for which systems 1 and 4 and systems 2 and 3 definitely synchronize, and these values for the coupling strength are smaller than the value of the coupling strength that guarantees full synchronization. In other words, for values of the coupling strength $\sigma$ such that $\sigma^* < \sigma \leq \tilde{\sigma}$ (or $\sigma' < \sigma \leq \tilde{\sigma}'$), we guarantee that systems 1 and 4 and systems 2 and 3 synchronize but it is not necessarily true that this also implies full synchronization. Hence, this partial synchronization mode may be observed.

Second, to have $\gamma^* > \bar{\gamma}$ (or $\gamma' > \bar{\gamma}'$), we need the eigenvectors $\mu_2$ and $\mu_3$ to be in range $(I - \Pi_l)$ while eigenvector $\mu_1$ is not in range $(I - \Pi_l)$. This only holds true for $\Pi_2$. This implies that synchronization of systems 1 and 3 and systems 2 and 4 can be guaranteed for values of the product of the coupling strength and time-delay larger than the one which guarantees full synchronization, i.e., given a fixed $\sigma$ being sufficiently large, synchronization of systems 1 and 3 and systems 2 and 4 is guaranteed for time-delays larger than those for which full synchronization is guaranteed. Thus, the conditions for stability of this partial synchronization mode do not necessarily coincide with the conditions for full synchronization, which implies that this partial synchronization mode may indeed be observed.

Figure 4 shows the results of numerical simulations of the network with Hindmarsh-Rose neurons (14) that interact via coupling 1 (8) for different values of $\sigma$ and $\tau$. The left panels show the output trajectories for the last 500 time units. Note that $y_j(t) = y_j(t)$ implies $z_i(t) = z_j(t)$ since the internal dynamics are convergent. Thus, it is sufficient to show only the output trajectories. The other figures show these output trajectories for the last 500 time units in the $y_i, y_j$ plane. We have $y_i(t) = y_j(t)$ only if the graph is (a subset of) the diagonal. Figure 4(a) shows results for $\sigma = 1$ and $\tau = 0.5$. It can be seen that neuron 1 synchronizes with neuron 4 and at the same time will neuron 2 synchronize with neuron 3. Figure 4(b) shows that all neurons are synchronized if the coupling strength is increased to $\sigma = 3$ while $\tau$ remains the same ($\tau = 0.5$). For $\sigma = 3$ and $\tau = 2$, neurons 1 and 3 synchronize and neurons 2 and 4 synchronize. See, Figure 4(c). These numerical results are explained by analysis presented above.

### B. Network of example 2

In this example, we assume that the neurons interact via nondelayed coupling, i.e., coupling (8) or (9) with $\tau = 0$. The left panel shows the output trajectories for the last 500 time units. Note that $y_i(t) = y_j(t)$ implies $z_i(t) = z_j(t)$ since the internal dynamics are convergent. Thus, it is sufficient to show only the output trajectories. The other figures show these output trajectories for the last 500 time units in the $y_i, y_j$ plane. We have $y_i(t) = y_j(t)$ only if the graph is (a subset of) the diagonal. Figure 4(a) shows results for $\sigma = 1$ and $\tau = 0.5$. It can be seen that neuron 1 synchronizes with neuron 4 and at the same time will neuron 2 synchronize with neuron 3. Figure 4(b) shows that all neurons are synchronized if the coupling strength is increased to $\sigma = 3$ while $\tau$ remains the same ($\tau = 0.5$). For $\sigma = 3$ and $\tau = 2$, neurons 1 and 3 synchronize and neurons 2 and 4 synchronize. See, Figure 4(c). These numerical results are explained by analysis presented above.
Consider the network of example 2 with \( a_1 = a_3 = \frac{4}{11} \) and \( a_2 = a_4 = \frac{4}{11} \). The Laplacian matrix is

\[
L = \frac{1}{11} \begin{pmatrix}
11 & -4 & 0 & -4 & -1 & -2 & 0 & 0 \\
-4 & 11 & -4 & 0 & -2 & -1 & 0 & 0 \\
0 & -4 & 11 & -4 & 0 & 0 & -1 & -2 \\
-4 & 0 & -4 & 11 & 0 & 0 & -2 & -1 \\
-1 & -2 & 0 & 0 & 11 & -4 & 0 & -4 \\
-2 & -1 & 0 & 0 & -4 & 11 & -4 & 0 \\
0 & 0 & -1 & -2 & 0 & -4 & 11 & -4 \\
0 & 0 & -2 & -1 & -4 & 0 & -4 & 11
\end{pmatrix}.
\]

The permutation matrix

\[
\Pi = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}.
\]

does not commute with \( L = D - A \) but there exists a solution \( X \) of the matrix equation \((I - \Pi)L = X(I - \Pi)\). Thus, the set \( \ker(I - \Pi) \) defines a linear invariant manifold for the coupled systems (7) and (9). Using a pseudo inverse of \( I - \Pi \), we compute

\[
X = \frac{1}{44} \begin{pmatrix}
41 & -19 & -3 & -19 & 3 & -1 & -1 & -1 \\
-19 & 41 & -19 & -3 & -1 & -5 & -1 & 7 \\
-3 & -19 & 41 & -19 & -1 & -1 & 3 & -1 \\
-19 & -3 & -19 & 41 & -1 & 7 & -1 & -5 \\
3 & -1 & -1 & -1 & 41 & -19 & -3 & -19 \\
-1 & -5 & -1 & -1 & 7 & -19 & 41 & -19 \\
-1 & 1 & 3 & -1 & -3 & 19 & 41 & -19 \\
-1 & 7 & -10 & -5 & -19 & -3 & -19 & 41
\end{pmatrix}.
\]

Consider the singular value decomposition of \( I - \Pi \), cf. Ref. 61. \( I - \Pi = U \Sigma V^T \) with unitary matrices \( U \) and \( V \), and \( \Sigma \) is a diagonal matrix with the singular values of \( I - \Pi \) as entries. Note that \( \dim \ker(I - \Pi) = 2 \). Assume that \( \Sigma \) has the form

\[
\Sigma = \begin{pmatrix}
\Sigma_1 & 0 \\
0 & 0
\end{pmatrix},
\]

with \( \Sigma_1 \in \mathbb{R}^{6 \times 6} \) diagonal matrix with the nonzero singular values of \( I - \Pi \) as entries. Let,

\[
U^TXU = \begin{pmatrix} X_1 & X_2 & X_3 \end{pmatrix},
\]

then, for every \( \vartheta \in \mathbb{R}^k \),

\[
\vartheta^T(I - \Pi)^TX(I - \Pi)\vartheta \geq c|\vartheta|^2,
\]

with \( c = \frac{32}{44} \) being the smallest eigenvalue of the matrix \( X_1 \). Since the smallest nonzero eigenvalue of \( L \) equals \( \frac{32}{44} \), we know that our condition for stability of the partial synchronization manifold does not coincide with stability of the full synchronization manifold. The results of numerical simulations, which are explained by our analysis, are shown in Figure 5.

C. A hierarchical network

The last example is a network in which a hierarchical structure is present. Consider the network shown in Figure 6.

![Image of a hierarchical network with nodes labeled 1 to 8 and arrows indicating connections between them.](image-url)
The four neurons in the top layer, neurons 1, 2, 3 and 4, connect to every other node in the top layer with interconnection weight $\frac{1}{20}$. These neurons also connect to every neuron in the bottom layer, i.e., neurons 5, 6, 7, and 8, with interconnection weight $\frac{1}{2}$. The neurons in the bottom layer only connect to the neurons in the top layer. The weights of these connections are all $\frac{1}{20}$. The corresponding Laplacian matrix is

$$L = \frac{1}{20} \begin{pmatrix} 7 & -1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 7 & -1 & -1 & -1 & -1 & -1 \\ -1 & -1 & 7 & -1 & -1 & -1 & -1 \\ -1 & -1 & -1 & 7 & -1 & -1 & -1 \\ -5 & -5 & -5 & -5 & 20 & 0 & 0 \\ -5 & -5 & -5 & -5 & 0 & 20 & 0 \\ -5 & -5 & -5 & -5 & 0 & 0 & 20 \end{pmatrix}.$$ 

We can only give statements for systems that interact via coupling II since the diagonal entries of $L$ are not all identical. Let $\lambda_i$ be an eigenvalue of $L$ with eigenvector $\mu_i$. A straightforward computation shows that $L$ has eigenvalues

$$\lambda_1 = 0, \quad \lambda_2 = \frac{2}{3}, \quad \lambda_3 = \frac{2}{3}, \quad \lambda_4 = \frac{2}{3}, \quad \lambda_5 = 1, \quad \lambda_6 = 1, \quad \lambda_7 = 1, \quad \lambda_8 = \frac{6}{5},$$

with eigenvectors

$$\mu_1 \in \text{sp} \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad \mu_2 \in \text{sp} \begin{pmatrix} -1 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \mu_3 \in \text{sp} \begin{pmatrix} 0 \\ -1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \mu_4 \in \text{sp} \begin{pmatrix} 0 \\ 0 \\ -1 \\ 0 \\ 0 \end{pmatrix},$$

$$\mu_5 \in \text{sp} \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \\ -1 \end{pmatrix}, \quad \mu_6 \in \text{sp} \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \quad \mu_7 \in \text{sp} \begin{pmatrix} 0 \\ 0 \\ 0 \\ -1 \end{pmatrix}, \quad \mu_8 \in \text{sp} \begin{pmatrix} 0 \\ 0 \\ 0 \\ -1 \\ 1 \end{pmatrix},$$

The network contains many symmetries but the only relevant symmetries for partial synchronization are given by the permutation matrices

$$\Pi_1 = \begin{pmatrix} I & 0 \\ 0 & R \end{pmatrix} \quad \text{and} \quad \Pi_2 = \begin{pmatrix} R & 0 \\ 0 & R \end{pmatrix},$$

with

$$0 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad R = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$ 

Other permutation matrices will either define the same linear invariant manifolds and/or the conditions for attractivity of these manifolds will coincide with the conditions for other
manifolds to be attracting. It is easy to see that \( \mu_2, \mu_3, \mu_4 \in \text{range}(I - \Pi_2) \) and \( \mu_5, \mu_6, \mu_7 \in \text{range}(I - \Pi_1) \). Since \( \lambda_2 = \lambda_3 = \lambda_4 = \frac{1}{3} \) and \( \lambda_5 = \lambda_6 = \lambda_7 \) are all larger than \( \lambda_8 \), we can have partial synchronization. The numerical simulations with the Hindmarsh-Rose neurons shown in Figure 7 support our analysis.

VIII. CONCLUSIONS AND DISCUSSION

We have presented a framework for analyzing the emergence of partial synchronization in oscillator networks of which the units interact via time-delay diffusive coupling. It is shown that symmetries present in the network define linear invariant manifold which, when being attracting, define modes of partial synchronization. For both types of diffusive time-delay coupling, i.e., coupling I and coupling II, conditions are presented that guarantee such linear invariant manifolds to be globally stable. Global synchronization of the whole network can be defined as the union of all partial synchronization modes, hence all units of the network synchronize if all partial synchronization modes are stable. For a particular class of networks, we have presented necessary conditions for the linear invariant manifold to be stable without having stability of the full synchronization manifold. Numerical simulations with networks of diffusively time-delay coupled Hindmarsh-Rose neurons demonstrate our results.

In this paper, we have considered diffusive coupling subject to a single time-delay. The most straightforward extension of our results would be to include multiple time-delays. It is not hard to imagine that symmetries with respect to time-delays can, in combination with symmetries in interaction weights, contribute to the emergence of partial synchronization modes. The following theorem presents a simple result in this direction.

**Theorem 10.** Let \( P_k \) be the set of commuting symmetric \( k \times k \) dimensional permutation matrices with zero trace. (Note that the zero trace assumption implies \( k \) is an even integer.) Consider \( k \) coupled systems \( (7) \), which interact via coupling functions

\[
u(t) = -\sigma y(t) + \sigma \sum_{l} \eta_l \Pi_l y(t - \tau_l)
\]

with \( \Pi_l \in P_k, \eta_l > 0 \) and \( \sum_l \eta_l = 1 \). Assume that \( A = \sum_l \eta_l \Pi_l \) is irreducible. Then for each \( \Pi_l \), the set \( \ker(I_m - \Pi_l \otimes I_n) \) defines a linear invariant manifold for the coupled systems. Suppose in addition that

- the systems \( (7) \) are strictly semipassive with a radially unbounded storage function;
- the systems have the normal form \( (13) \) and there is a symmetric matrix \( P \in \mathbb{R}^{k \times k} \), such that the eigenvalues of the symmetric matrix

\[
\frac{\partial g}{\partial z_i}(z_i, y_i) \quad \text{T} \quad P \quad \frac{\partial g}{\partial z_i}(z_i, y_i)
\]

are negative and bounded away from zero for all \( z_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^m \).

Then, the solutions of the coupled systems are ultimately bounded and there exist positive constants \( \sigma_7^2 \) and \( \gamma_7^2 \), such that if \( \sigma > \sigma_7^2 \) and \( \sigma_4^2 < \gamma_7^2 \), then the set \( \ker(I_m - \Pi_l \otimes I_n) \) contains a globally attractive subset.

The proof is presented in the Appendix.

**Example 4.** Consider \( k = 4 \), coupled systems in a ring with coupling functions

\[
u(t) = -\sigma y(t) + \sigma \left( \frac{1}{2}(\Pi_1 \otimes I_n)y(t - \tau_1) + \frac{1}{2}(\Pi_2 \otimes I_n)y(t - \tau_2)\right)\]

with

\[
\Pi_1 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\quad \text{and} \quad
\Pi_2 = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

Applying Theorem 10, we conclude that if the systems are strictly semipassive and have convergent internal dynamics,
FIG. 8. Partial synchronization in a network with different time-delays for some sufficiently large $\sigma$. Systems 1 and 2 and systems 3 and 4 synchronize for any $\tau_2 \geq 0$ if $\tau_1$ is sufficiently small. Obviously, systems 1 and 4 and systems 2 and 3 synchronize for any $\tau_1 \geq 0$ if $\tau_2$ is sufficiently small. Full synchronization is achieved if both $\tau_1$ and $\tau_2$ are sufficiently small.

Then systems 1 and 2 synchronize and systems 3 and 4 synchronize for sufficiently large $\sigma$ and $\sigma_1$ sufficiently small. This result is independent of the value of $\tau_2$. Due to the symmetry, we also have that systems 1 and 4 synchronize and systems 2 and 3 synchronize for sufficiently large $\sigma$ and $\sigma_2$ sufficiently small for every $\tau_1 \geq 0$. If $\sigma$ is sufficiently large and both $\sigma_1$ and $\sigma_2$ are sufficiently small, full synchronization is guaranteed. Figure 8 summarizes these results for fixed sufficiently large $\sigma$.

Another possible extension is to allow for time-varying interaction weights and/or time-varying delays. From a practical point of view, it might be interesting to introduce weaker notions of partial synchronization than the one used in this paper. In practice, it is often sufficient that the units in a cluster behave similarly enough, e.g.,

$$\limsup_{t \to \infty} |x_i(t) - x_j(t)| < \varepsilon,$$

for at least one pair $(i, j)$ for some sufficiently small constant $\varepsilon > 0$. (How small $\varepsilon$ should be depends of course on the application.) Using a weaker notion of (partial) synchronization enables the development of similar theories for heterogeneous populations, which should be of great practical interest. Using a weaker notion of partial synchronization would also allow for less restrictive assumptions on the network, e.g., weak partial synchronization might emerge in networks without perfect symmetries. Recent developments on the identification of clustering in networks, cf. Refs. 62 and 63, might then be used to establish new results for practical partial synchronization.
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APPENDIX A: PROOFS OF THEOREM 5, THEOREM 6, AND THEOREM 10

Proof of Theorem 5. Note that $z(t) \in \ker(I_p - \Pi \otimes I_p)$ and $y(t) \in \ker(I_m - \Pi \otimes I_m)$ define equations

$$z_i(t) - z_j(t) = 0, \quad (A1a)$$

$$y_i(t) - y_j(t) = 0, \quad (A1b)$$

for pairs $(i, j)$ with $i, j \in \{1, 2, \ldots, k\}$. Let $I_N$ be such that Eq. (A1) holds for every $(i, j) \in I_N$. Let $\zeta(t)$ be the vector with as entries the constraint Eq. (A1a) and, similarly, the constraint Eq. (A1b) are stored in the vector $\eta(t)$. We want to show that $\zeta \equiv 0$ and $\eta \equiv 0$ are globally asymptotically stable under the conditions supplied in the theorem. We will do so by constructing a positive definite Lyapunov-Razumikhin function of the form

$$V(\zeta(t), \eta(t)) = V_1(\zeta(t)) + V_2(\eta(t)) \quad (A2)$$

and showing that our assumptions imply that

$$\dot{V}(\zeta(t), \eta(t)) = \limsup_{h \to 0} \frac{1}{h} |V(\zeta(t + h), \eta(t + h)) - V(\zeta(t), \eta(t))| < 0, \quad (A3)$$

whenever

$$w(V(\zeta(t), \eta(t))) > V(\zeta(t + \theta), \eta(t + \theta)), \quad \theta \in [-\tau, 0], \quad (A4)$$

with $w : \mathbb{R} \to \mathbb{R}$, $w(\xi) > 0$ and $w(0) = 0$. See, for instance, Ref. 64 for details about Lyapunov-Razumikhin functions. Let

$$V_1(\zeta(t)) = \frac{1}{2} \sum_{(i,j) \in I_N} (z_i(t) - z_j(t))^2 P(z_i(t) - z_j(t)). \quad (A5)$$

Then,

$$\dot{V}_1(\zeta(t)) = \sum_{(i,j) \in I_N} (z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) - q(z_j(t), y_j(t))]$$

$$- q(z_i(t), y_i(t))^2 - q(z_j(t), y_j(t))^2. \quad (A6)$$

We can write

$$(z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) - q(z_j(t), y_j(t))]$$

$$= (z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) - q(z_j(t), y_j(t))]$$

$$+(z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) - q(z_j(t), y_j(t))]. \quad (A7)$$

Denote

$$\Phi_1(\zeta_1) = (z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) + \zeta_1(z_i(t) - z_j(t)), y_i(t)], \quad (A8)$$

$$\Phi_2(\zeta_2) = (z_i(t) - z_j(t))^2 P[q(z_i(t), y_i(t)) + \zeta_2(y_i(t) - y_j(t))]. \quad (A9)$$

with $\zeta_1 \in [0, 1]$; $\zeta_2 \in [0, 1]$ and note that Eq. (A7) can also be written as $\Phi_1(1) - \Phi_1(0) + \Phi_2(1) - \Phi_2(0)$. Invoking the mean value theorem and using the fact that $q$ is sufficiently smooth, we have

$$\Phi_1(1) - \Phi_1(0) = \frac{\partial \Phi_1}{\partial \zeta_1}(\zeta_1^*), \quad \zeta_1^* \in [0, 1], \quad (A10)$$

$$\Phi_2(1) - \Phi_2(0) = \frac{\partial \Phi_2}{\partial \zeta_2}(\zeta_2^*), \quad \zeta_2^* \in [0, 1], \quad (A11)$$

with
Using the assumption that there is a constant $C_0$ such that

$$\frac{\partial q}{\partial z}(\xi(t), y(t)) = P\frac{\partial q}{\partial z}(\xi(t), y(t)),$$

Invoking boundedness of all solutions (by Lemma 2), hence the matrix $\frac{\partial q}{\partial z}(\cdot, \cdot)$ is bounded, and using the assumption that

$$\frac{\partial q}{\partial z}(\cdot, \cdot)^{-1}P + P\frac{\partial q}{\partial z}(\cdot, \cdot) \geq C_0 \geq 0$$

is uniformly negative definite, there will exist positive constants $c_1, c_2$ such that

$$V_1(\xi(t)) \leq -c_1\|\xi(t)\|^2 + c_2\|\xi(t)\|\|\eta(t)\|. \quad (A13)$$

Let

$$V_2(\eta(t)) = \frac{1}{2} \eta(t)^\top \eta(t)$$

$$= \frac{1}{2} \sum_{i \in \mathbb{N}} (y_i(t) - y_j(t))^2 (y_i(t) - y_j(t))$$

$$= \frac{1}{2} \sum_{i \in \mathbb{N}} (y_i(t) - y_j(t))^2 (y_i(t) - y_j(t))$$

$$= \frac{1}{2} (I_{km} - \Pi \otimes I_m)^\top (I_{km} - \Pi \otimes I_m) y(t). \quad (A14)$$

Hence

$$V_2(\eta(t)) = \eta(t)^\top \eta(t) = [(I_{km} - \Pi \otimes I_m) y(t)]^\top [I_{km} - \Pi \otimes I_m] y(t). \quad (A15)$$

Using the assumption that there is a $X$ such that $(I_k - \Pi)A = X(I_k - \Pi)$ (by Lemma 3), we can write

$$(I_{km} - \Pi \otimes I_m) y(t) = (I_{km} - \Pi \otimes I_m)[a(y(t), z(t)) - \sigma(y(t)) + \sigma(I_{km} - \Pi \otimes I_m)(A \otimes I_m) y(t - \tau)$$

$$= (I_{km} - \Pi \otimes I_m)a(y(t), z(t))$$

$$- \sigma(I_{km} - \Pi \otimes I_m)(A \otimes I_m) y(t)$$

$$+ \sigma(X \otimes I_m)(I_{km} - \Pi \otimes I_m) y(t - \tau), \quad (A16)$$

with $a(y(t), z(t)) = \text{col}(a(y_1(t), z_1(t)), \ldots, a(y_k(t), z_k(t)))$.

(See the machinery preceding Eq. (A13).) Second, by assumption there is a constant $c^* > 0$ such that

$$-\sigma \|[(I_{km} - \Pi \otimes I_m) y(t)]^\top (I_{km} - \Pi \otimes I_m) y(t)\| \leq -\sigma c^* \|\eta(t)\|^2. \quad (A23)$$

Third, letting $w(s) = \nu^2 s^2$ with constant $\nu > 1$, we have

$$-\sigma \int_{-\tau}^t [(I_{km} - \Pi \otimes I_m) y(t)]^\top (I_{km} - \Pi \otimes I_m) y(t + s) ds - \sigma \int_{-\tau}^t [(I_{km} - \Pi \otimes I_m) y(t)]^\top (I_{km} - \Pi \otimes I_m) y(t + s) ds$$

$$\cdot \|a(y(t + s), z(t + s)) - \sigma(y(t + s) + \sigma(A \otimes I) y(t + s - \tau))\| ds$$

$$\leq \kappa \sigma \|X\| \left( c_1 \|\eta(t)\|^2 + c_4 \|\eta(t)\| \|\zeta(t)\| + \sigma \|\eta(t)\|^2 + \sigma \frac{\|X^2\|}{\|X\|} \|\eta(t)\|^2 \right). \quad (A24)$$
To get the latter inequality, we have used \((I_k - \Pi)A = X (I_k - \Pi)\) and
\[
w(V(\zeta(t), \eta(t))) > V(\zeta(t+\theta), \eta(t+\theta))
\Rightarrow \kappa|\eta(t)| \geq |\eta(t+\theta)|.
\] (A25)

Denote \(\gamma = \sigma\tau\) such that, combining Eqs. (A22), (A23), and (A24),
\[
\begin{aligned}
\sigma c^* - (c_3(1 + \kappa\gamma||X||) + \sigma\kappa\gamma(||X|| + ||X^2||)) &> \frac{(c_2 + c_4(1 + \kappa\gamma||X||))^2}{4c_1}.
\end{aligned}
\] (A28)

If \(\sigma\) is sufficiently large and \(\gamma\) sufficiently small, then it is possible to find \(\kappa > 1\) such that Eq. (A28) holds. Hence, we conclude that there are positive constants \(\sigma^*\) and \(\gamma^*\) such that if \(\sigma > \sigma^*\) and \(\sigma\tau < \gamma^*\) then the set \(\ker(I_{km} - \Pi \otimes I_n)\) contains a globally asymptotically stable subset.

**Proof of Theorem 6.** The proof can easily be deduced from the proof of Theorem 5 taking into account that
\[
(I_{km} - \Pi \otimes I_m)\hat{y}(t) = (I_{km} - \Pi \otimes I_m)[\alpha(y(t), z(t)) - \sigma(L \otimes I_m)y(t-\tau)]
- \sigma(X \otimes I_m)(I_{km} - \Pi \otimes I_m)y(t-\tau),
= (I_{km} - \Pi \otimes I_m)\alpha(y(t), z(t))
- \sigma(X \otimes I_m)(I_{km} - \Pi \otimes I_m)y(t)
= \alpha(X \otimes I_m)(I_{km} - \Pi \otimes I_m)\int_{-\tau}^{0} \hat{y}(t+s)ds.
\] (A29)

Let again
\[
V(\zeta(t), \eta(t)) = V_1(\zeta(t)) + V_2(\eta(t))
\] (A30)
with functions \(V_1\) and \(V_2\) as in the proof of Theorem 5. Observe that \(V_1\) is the same as in the proof of Theorem 5 and, using the assumptions in the theorem,
\[
\begin{aligned}
\dot{V}_2(\eta) &\leq c_3(1 + \kappa\gamma||X||) + \sigma\kappa\gamma(||X|| + ||X^2||) - \sigma\alpha^*|\eta(t)|^2 \\
&> \frac{c_2 + c_4(1 + \kappa\gamma||X||)^2}{2c_1},
\end{aligned}
\] (A31)
\[
\begin{aligned}
\dot{V}(\zeta(t), \eta(t)) &< 0
\end{aligned}
\] (A32)

if the matrix
\[
\begin{bmatrix}
\sigma c^* - (c_3(1 + \kappa\gamma||X||) + \sigma\kappa\gamma||X|| + ||X^2||) & - \frac{c_2 + c_4(1 + \kappa\gamma||X||)^2}{2c_1}
\end{bmatrix}
\] (A33)

Clearly if \(\sigma\) is sufficiently large and \(\gamma\) sufficiently small, then it is possible to find \(\kappa > 1\) such that Eq. (A33) holds. Hence, we conclude that there are positive constants \(\sigma'\) and \(\gamma'\) such that if \(\sigma > \sigma'\) and \(\sigma\tau < \gamma'\), then the set \(\ker(I_{km} - \Pi \otimes I_n)\) contains a globally asymptotically stable subset.

**Proof of Theorem 10.** The assumption that \(A = \sum_{\iota} \eta_{\iota} \Pi_{\iota}\) is irreducible implies that \(A\) is the adjacency matrix of a strongly connected graph. Since the systems are assumed to be strictly semipassive, we can apply Corollary 2 from Ref. 39, which implies that the solutions are ultimately bounded. The claim that \(\ker(I_{km} - \Pi \otimes I_n)\) defines a linear invariant manifold for the coupled systems follows from a slightly modified version of (the proof of) Lemma 3. (Note that all matrices in \(P_k\) commute hence all \(\Pi_{k}\) commute.)

We will prove the theorem by showing that there are constants \(\sigma^0\) and \(\gamma^0\) such that if \(\sigma > \sigma^0\) and \(\sigma\tau < \gamma^0\), the set \(\ker(I_{km} - \Pi \otimes I_n)\) contains a globally asymptotically stable subset. We will construct a Lyapunov-Razumikhin function of the form Eq. (A2) with
\[
V_1(z(t)) = z^T(t)(I_{kp} - \Pi \otimes I_p)^T(I_k \otimes P)(I_{kp} - \Pi \otimes I_p)z(t)
\] (A34)
and
\[
V_2(\eta(t)) = \eta^T(t)(I_{km} - \Pi \otimes I_m)^T(I_{km} - \Pi \otimes I_m)\eta(t).
\] (A35)

Following the first part of the proof of Theorem 5, we conclude that there are positive constants \(c_1, c_2\) such that
\[ V'(z(t)) \leq -c_1|I_{kp} - \Pi_1 \otimes I_{p}|z(t)|^2 + c_2|I_{kp} - \Pi_1 \otimes I_{p}|z(t)||I_{km} - \Pi_1 \otimes I_{m}|y(t)|. \]  
(A36)

Note that

\[ (I_{km} - \Pi_1 \otimes I_{m})y(t) = (I_{km} - \Pi_1 \otimes I_{km})y(t) + \sigma\eta(I_{km} - \Pi_1 \otimes I_{m})y(t - \tau_1) + \sigma \sum_{\ell(1)} \eta(I_{km} - \Pi_1 \otimes I_{m})y(t - \tau_\ell) \]
\[ = (I_{km} - \Pi_1 \otimes I_{m})y(t - \tau_1) + \sigma \sum_{\ell(1)} \eta(I_{km} - \Pi_1 \otimes I_{m})y(t - \tau_\ell). \]  
(A37)

In the latter step, we have used the assumption that all matrices in \( \mathbb{P}_k \) commute and are symmetric. (Recall that for a symmetric permutation matrix, \( \Pi^2 = I \).) Use Leibniz’ rule to write

\[ y(t - \tau_1) = y(t) - \int_{t-\tau_1}^t \dot{y}(s)ds \]  
(A38)

and choose \( w(s) = \kappa^2 s \), \( w(s) \) as presented in Eq. (A4), with some constant \( \kappa > 1 \). Denote \( \tau = \max\{\tau_1, \tau_\ell\} \). Then, using similar arguments as used in the proof of Theorem 5, we conclude that there are constants \( c_3, c_4 \) such that

\[ V_2'(y(t)) \leq (c_3 - \sigma(1 + \eta_1 - \kappa(1 - \eta_1))) + \gamma_1 \eta_1\kappa(c_3 + 2\sigma)|I_{km} - \Pi_1 \otimes I_{m}|y(t)|^2 \]
\[ + c_4(1 + \kappa\eta_1 \gamma_1)|I_{kp} - \Pi_1 \otimes I_{p}|z(t)||I_{km} - \Pi_1 \otimes I_{m}|y(t)|, \]  
(A39)

with \( \gamma_1 = \sigma \tau_1 \), whenever \( \kappa^2 V_2'(y(t)) > V_2'(y(t + \theta)) \), \( \theta \in [-2\max\{\tau_1, \tau_\ell\}, 0] \). Since

\[ 1 + \eta_1 > 1 \]
(A40)

because \( \eta_1 \in (0, 1) \), we know that there are constants \( \kappa > 1, \sigma_1^0 > 0 \), \( \gamma_1 > 0 \), such that if \( \sigma > \sigma_1^0 \) and \( \gamma < \gamma_1 \), then \( V < 0 \) whenever \( \kappa^2 V(z(t), y(t)) > V(z(t + \theta), y(t + \theta)) \), \( \theta \in [-2\max\{\tau_1, \tau_\ell\}, 0] \).