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Abstract

Stocks of spare parts, located at appropriate locations, may prevent long downtimes of technical systems that are used in the primary processes of their users. Since such downtimes are often very expensive, generally system-oriented service measures, such as system availability and the expected number of back-orders over all spare parts, are used in spare parts inventory control. This is one of the key characteristics that distinguishes such inventory control from other fields of inventory control. In this paper, we survey models for spare parts inventory control under system-oriented service constraints. We link those models to two typical types of spare parts networks: networks of users who maintain their own systems, for instance in the military world, and networks of original equipment manufacturers who service the installed base of products that they have sold. We describe the characteristics of these networks and refer back to them throughout the survey. Our aim is to bring structure into the large body of related literature and to refer to the most important papers. We discuss both the single location model and multi-echelon models. We further focus on the use of lateral and emergency shipments, and we refer to other extensions and the coupling of spare parts inventory control models to related problems, such as repair shop capacity planning. We conclude with a short discussion of application of these models in practice.

Keywords: Inventory control, spare parts, system-oriented service constraints, system approach, greedy heuristics

1. Introduction

In this survey we discuss models and literature on spare parts inventory control. We focus on spare parts inventories for technical systems that are used in the primary processes of their users. Examples are trains, radar systems, MRI-scanners, wafer steppers, and baggage handling systems. Upon failure of such a system, tests are performed to isolate the failure to a specific Line Replaceable Unit (LRU) and this LRU is then replaced by a functioning spare part. This repair-by-replacement policy enables quick repair of the technical system so that the disruption of the primary process of the user is kept within certain limits. This is important, since such disruptions may be very costly; for instance, in the semiconductor industry, downtime costs of the bottleneck machines are estimated to be tens of thousands of euros per hour (Kranenburg, 2006, p.17). Obviously, having adequate numbers of spare parts is of key importance for this repair-by-replacement policy to be effective. However, spare parts stocks may tie up a lot of capital. Commercial airlines are estimated to have over $40 billion worth of spare parts (Harrington, 2007, p.78), a single company such as ASML, which builds lithography equipment used...
in semiconductor manufacturing, owns spare parts worth tens of millions of euros (Kranenburg, 2006, p.78), and the US Coast Guard Aircraft owns inventories worth over $700 million (Deshpande et al., 2006, p.1028). Stocking the right number of spare parts, not too few and not too many, is thus of key importance. However, it is also difficult, especially for expensive components that fail infrequently and have a long replenishment lead time. In the military world, for instance, lead times may be over a year (Basten, 2010, p.17).

Spare parts may be either repairable or consumable and they differ greatly in their value. In their benchmark study of after-sales service logistics systems, Cohen et al. (1997, p.630) report that the “...average part cost is $270, with some companies reporting parts that cost hundreds of thousands of dollars.” Still, the impact of unavailability of a low value spare part and a high value spare part may be the same. Consider a bearing and an X-ray tube, both of which are used in a fully automated security check point in a baggage handling system. If either one of them breaks down, the check point cannot be used anymore. Since the user of the baggage handling system is interested only in whether or not the system is working, it makes sense to stock relatively more inexpensive bearings than expensive X-ray tubes. Due to the direct link between the availability of spare parts and the availability of the technical systems, it makes sense for many companies to use system-oriented service measures and targets. Targets can be set, for example, for the availability of the technical systems or the expected number of backorders over all LRUs (a backorder being a spare part that is requested but not yet delivered). This is a key difference with standard inventory models, in which item-oriented service measures, such as the fill rate (the percentage of requested parts that can be delivered from stock immediately), are used. In a comparison of multi-item spare parts inventory models (using a system approach) with single-item models, in a single-location setting, Thonemann et al. (2002) show that costs savings of about 10% to 20% are possible when using a system approach instead of an item approach. Such savings may be achieved when there are large cost differences between the various components. Rustenburg et al. (2001, 2003) study spare parts models for a two-echelon network at the Royal Netherlands Navy and compare the item approach that was in use at that time with the system approach. Rustenburg et al. (2003, p.172) show that for one system, spare parts holding costs would reduce with about 60% under the system approach, while attaining a slightly higher spare parts availability; for another system, the spare parts holding costs would reduce by 9%, while bringing the availability up from 56% to 90%. In our survey, we focus on the system approach and we will discuss the commonly used greedy algorithm that can be used to solve such multi-item models.

Technical systems have a long life span. Thales’ radar systems, for instance, have a life span of 15 to 30 years (Thales, 2011) and Lockheed Martin’s F-16 Fighting Falcon has a life span of about 25 years (Montgomery and Thorstenson, 1994, p.3). During such long life span of a system, three phases can be distinguished (see, e.g., Dekker et al., 2013). Spare parts are taken on stock when the installed base is built up in the first year, in the so-called initial phase. Next, the spare parts network is in a long maturity phase, in which demand rates are relatively stable (because the size of the installed base remains at a stable level) and there are no problems with the procurement or repair of parts. After that (say, halfway the life span), the final phase starts, the so-called end-of-life phase, where procurement of parts is no longer possible since suppliers do not have the equipment or materials anymore to manufacture them. Repairs may also be more difficult, for similar reasons. Just before that time, so-called last buys need to be made, or alternative solutions need to be found during the end-of-life phase (see, e.g., Teunter and Fortuin, 1999; Van der Heijden and Iskandar, 2013, and the references therein). In parallel or somewhat later, the size of the installed base gradually decreases because users buy new systems and the old systems are disposed of. In this survey, we focus on spare parts model that can be used in the maturity phase.
Furthermore, we focus on models that can be used for spare parts planning at the tactical decision level. The models that we discuss can be used for inventory control of spare parts that are used for corrective maintenance of random failures. For the forecasting of demand for such spare parts, we refer to the reviewed literature in Boylan and Syntetos (2010) and Basten et al. (2012c). We will discuss extensions of models for inventory control that incorporate advance demand information, which are relevant under preventive and condition-based maintenance (in Section 6). We discuss models that can be used both by users maintaining their own equipment and by Original Equipment Manufacturers (OEMs) or system integrators that service the equipment that they have sold. We discuss both cases in more detail in Section 2 and we focus in our review on spare parts models that may actually be used in practice.

Because of the importance of and difficulties related to spare parts inventory control under system-oriented service constraints, there has been quite some research on this topic, starting with the seminal paper of Sherbrooke (1968). We aim to give an up-to-date overview of this large body of literature and we will refer to the most important papers; it is not possible to be complete and this is not what we aim for. For two older extensive overviews of models for spare parts inventory control, we refer to the books of Sherbrooke (2004) and Muckstadt (2005).

The remainder of this paper is organized as follows. In Section 2, we discuss real-life networks and their characteristics. Next, four key models are discussed in the core of this paper, see also Table 1. The most simple model, the single-location model, is presented in Section 3. In Section 4, we discuss the two-echelon model, or METRIC model, including the greedy algorithm that can be used to optimize the stock levels. Next, we discuss both the single-location model with emergency shipments and the two-echelon model with lateral and emergency shipments in Section 5. Subsequently, several extensions are discussed in Section 6. Throughout these sections, we point to the most relevant literature and we refer back to the practical settings of Section 2, in order to show the practical relevance of the models. Finally, in Section 7, we discuss applications of these models in practice and we conclude.

### 2. Real-life networks

As mentioned in the introduction (Section 1), there are two (extreme) types of networks for which spare parts models are useful: networks of users who maintain the technical systems that they use, and networks of OEMs or system integrators who service the technical systems that they have sold. We refer to the latter type of networks as *OEM networks*, while we call the former *user networks*.

The user networks could be denoted as the more traditional networks. In the past, it was common for users of technical systems to maintain those systems themselves. Later on, OEMs or other parties gradually took over more and more maintenance activities in some industries. In some cases, all maintenance is carried out by the OEM, or the user does not even buy the system anymore but just the function (including system availability guarantees): ‘power by the hour’ (in commercial industry, typically airlines, see, e.g., Kim et al., 2007). A main driver for this shift in the past ten to twenty years is the strong increase in technical complexity of equipment and thus of its maintenance. Since an OEM has developed the technical system, it can generally deal much easier with the system’s complexity than individual

<table>
<thead>
<tr>
<th></th>
<th>Without emergency or lateral shipments</th>
<th>With emergency (and lateral) shipments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-location model</td>
<td>Section 3</td>
<td>Section 5.1</td>
</tr>
<tr>
<td>Two-echelon model</td>
<td>Section 4</td>
<td>Section 5.2</td>
</tr>
</tbody>
</table>

Table 1: Overview of the topics of the core chapters
users. Another main driver is that in almost all industries, companies have implemented lean operations programs, implying that they have smaller buffers for disturbances and thus that they require higher system availabilities for their critical systems. OEMs may be better able to realize those higher system availabilities, e.g., because they can collect more statistics on failure behavior and they can share spare parts and other maintenance resources for multiple users. Other drivers are, for instance, standardization of equipment (or modules), a possible focus on core business at users, the presence of OEMs who see the maintenance services as an opportunity to gain market share, and technical possibilities to monitor equipment remotely. Obviously, there are also factors, including cultural and political factors, that may block or slow down this shift. For more details on these trends and the various levels of outsourcing, see Cohen et al. (2006) and Atos Consulting (2011). The various levels of outsourcing imply that in practice, we also see networks with a mix of the features of the user and OEM networks.

In the military industry, most maintenance is still performed by military organizations themselves (at least in Europe), despite the increased complexity of the equipment. This is partly due to the believe that a military organization may not be dependent on civilians. So, a typical example of a user network is the spare parts network of a military organization; the spare parts networks in the high-tech industry (e.g., computers, printing equipment, medical systems) provide typical examples of OEM networks. An overview of the main characteristics of the two archetypes is given in Table 2. We discuss the two archetypes in detail in Sections 2.1 and 2.2, respectively.

2.1. User networks

Examples of user networks have been reported in multiple works in the literature, see Table 3. There are many examples from the military world; other examples are in aviation and railways. For example, KLM (Royal Dutch Airlines) has its own maintenance organization, KLM Engineering & Maintenance, just as the Netherlands Railways (NS) has NedTrain as its maintenance organization.

Before we discuss the typical network layout and various characteristics of the inventory control in such a network, we focus on the characteristics of the demands for spare parts that are typical in user networks. For an extensive overview of spare parts planning and control for users/maintenance...

<table>
<thead>
<tr>
<th>User networks (typical for military systems)</th>
<th>OEM networks (typical for high-tech systems)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preventive maintenance dominates</td>
<td>Corrective maintenance dominates</td>
</tr>
<tr>
<td>Two echelon levels in one region</td>
<td>Global network with two echelon levels</td>
</tr>
<tr>
<td>No emergency option</td>
<td>Emergency option at highest echelon level</td>
</tr>
<tr>
<td>Repairs at own repair shops</td>
<td>Repairs at original equipment manufacturers</td>
</tr>
<tr>
<td>Relatively loose service targets</td>
<td>Strict/high service targets</td>
</tr>
</tbody>
</table>

Table 2: Characteristics of two network archetypes

<table>
<thead>
<tr>
<th>User</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>An electric utility company</td>
<td>Kukreja et al. (2001)</td>
</tr>
<tr>
<td>Italian airports</td>
<td>Cesaro and Pacciarelli (2011)</td>
</tr>
<tr>
<td>KLM Engineering &amp; Maintenance</td>
<td>Our experience (e.g., Van Duren, 2011)</td>
</tr>
<tr>
<td>NedTrain</td>
<td>Our experience (e.g., Kusters, 2011)</td>
</tr>
<tr>
<td>Italian paper-making industry</td>
<td>Braglia and Frosolini (2013)</td>
</tr>
<tr>
<td>Royal Netherlands Navy</td>
<td>Rustenburg (2000); Rustenburg et al. (2000, 2001)</td>
</tr>
<tr>
<td>U.S. Coast Guard</td>
<td>Deshpande et al. (2006)</td>
</tr>
</tbody>
</table>

Table 3: Examples of users maintaining their own systems
organizations, we refer to Driessen et al. (2010).

The systems maintained by the companies listed in Table 3 have in common that extensive preventive maintenance programs are used for them. Still, corrective maintenance is also sometimes required. Furthermore, every now and then modifications may be applied (e.g., NedTrain typically performs an overhaul halfway the life of a train, see Van Dongen, 2011). This results in both planned and unplanned demands for spare parts. For planned demands, parts can be provided at the moment that they are needed, i.e., it is not necessary to keep safety stock for those demands. Unplanned, random demands may be modeled as a Poisson process (see, e.g., Sherbrooke, 2004, p. 21).

Planned demands result from modifications and from preventive maintenance. (For an overview of the various preventive maintenance concepts, such as time-based and condition-based maintenance, we refer to Tinga, 2010). In addition, planned demands may also result from some random failures. Upon such failure, it depends on the criticality of the part and on the design of the technical system whether or not the part should be replaced immediately. For example, if a toilet in a train breaks down, it may not be necessary to immediately get the train into the repair shop; the toilet is not critical and may be replaced at the next regular maintenance visit. Other parts are built in redundantly so that failure of one component does not mean that the technical system stops functioning. Two parts may be built in in parallel, or, more generally, \( n \) parts are built in, out of which \( k \) \((k < n)\) need to function, a so-called \( k \)-out-of-\( n \) system. Modern radar systems at Thales Nederland, for instance, are equipped with \( n \) transmitter-receiver units in one plane, of which only \( k \) need to function for the radar to function (De Smidt-Destombes et al., 2004).

Unplanned demands may occur due to a range of reasons. It may be an explicit decision to use the so-called run-to-failure policy and not to perform any preventive maintenance. In addition, preventive maintenance actions may be scheduled too late. This may happen because cost considerations usually lead to scheduling preventive maintenance such that there is a certain probability that parts will fail before the scheduled maintenance action takes place. A next reason for occurrence of an unplanned demand, may be that for some preventive maintenance and modifications, the planning horizon is shorter than the supply or repair lead time. This is quite often the case for more expensive parts that are used infrequently; lead times for such items in the military world may be more than a year. Another problem is that some parts are used only in a certain percentage of the preventive maintenance actions: when a module is overhauled, several parts are inspected and replaced only if they do not meet certain criteria, e.g., a train wheel that has become too thin. These parts are sometimes called \( x\% \) parts (Driessen et al., 2010, p. 12) and this type of maintenance is often called opportunity-based maintenance or inspection-based maintenance (it is sometimes also included in the term condition-based maintenance). If inspections are quite regular and \( x \) is quite low, then demands for these spare parts are effectively random. Another reason in practice for seeing unplanned demands for spare parts, is that some companies have one department that is responsible for the maintenance planning, whereas another department is responsible for the spare parts supply (see, e.g., Driessen et al., 2010, p. 1). If good communication between these two departments is lacking or if the maintenance planning department regularly changes the planning, demands are random from a spare parts inventory control point of view.

The spare parts network of a user/maintenance organization usually consists of two echelon levels, with the main depot being located at or close to the central repair shop; see Figure 1 for a typical example. The more expensive components are usually repaired by the maintenance organization or sometimes by an outside repair shop, which may be owned by the OEM. Less expensive components may not be economically repairable and are thus consumable. Less expensive consumables are often not specific and can be obtained through multiple sources, but other consumables may be sourced at the
OEM only. In that case, the lead time may be quite high, as mentioned above, and it is often unreliable. Repair times at the internal repair shop are usually more reliable.

If outside suppliers supply a few different parts only, then it often makes sense to order those in batches, especially if lead times are high and the components are relatively inexpensive. This will lead to lower ordering costs, since those costs often have a fixed component per order, irrespective of the order size. Internally in the network, batching per part type makes little sense, since every couple of days usually a shipment of various parts is sent from the central depot to each of the local warehouses. Batching or, better, consolidation of different parts then occurs automatically. Similarly, it also does not make sense to consider multiple supply modes (transportation modes) in the own network, although that does make sense in some cases at the external supplier (e.g., an expedited repair mode).

For the more expensive parts, there exists usually no emergency option in these networks in the sense that a lead time of less than a day or a few days is achievable. However, in case of an emergency, there typically exists some way to get a part relatively fast. For example, the repair shop may be told to give priority to some repairs, and in aviation, for instance, there usually exist possibilities to get parts from other airlines. Still, usage of these options is to be prevented. Therefore, at the tactical planning level, spare parts may be planned as if there is no emergency option whatsoever and demands are backordered.

A further complication in spare parts inventory control for expensive, repairable parts is that repair of a Line Replaceable Unit (LRU) is often achieved by replacing one or more Shop Replaceable Units (SRUs). These, in turn, may also be repaired by replacing smaller components. This means that so-called multi-indenture spare parts models are required.

In many cases, especially in the military world, the service level target is based on the number of backorders. In other cases, (part or order) fill rates are used to measure the service level, although it is acknowledged that there should be a focus on system-oriented service levels (as argued in Section 1). Time-based fill rates are not very common (the percentage of demands that is fulfilled in less than a certain time). Service level targets in user networks are typically not as strict as in OEM networks.

2.2. OEM networks

We give examples of OEMs that provide maintenance services in Table 4. The 14 companies that participated in the aforementioned benchmark study on which Cohen et al. (1997) report are all such
Table 4: Examples of OEMs maintaining sold systems

<table>
<thead>
<tr>
<th>OEM</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASML</td>
<td>Kranenburg (2006); Kranenburg and Van Houtum (2009); Vliegen (2009)</td>
</tr>
<tr>
<td>Cisco</td>
<td>Our experience (e.g., Arts, 2010)</td>
</tr>
<tr>
<td>IBM</td>
<td>Cohen et al. (1990); Kutanoglu (2008); Jalil et al. (2010)</td>
</tr>
<tr>
<td>Océ</td>
<td>Our experience (e.g., Rijk, 2007; Schetters, 2010)</td>
</tr>
<tr>
<td>Teradyne</td>
<td>Cohen et al. (1999)</td>
</tr>
<tr>
<td>Vanderlande Industries</td>
<td>Our experience (e.g., Vlasblom, 2009)</td>
</tr>
<tr>
<td>Volvo Parts Corporation</td>
<td>Howard et al. (2010)</td>
</tr>
</tbody>
</table>

OEMs. Interestingly, Cohen et al. report that most companies use a time-based fill rate, i.e., the percentage of components that can be delivered upon request in less than a certain amount of time (say, 2 hours). Since then, the focus has shifted and users are increasingly focusing on the availability of their technical systems. They sometimes even demand Performance-Based Logistics (PBL, in defense) or ‘power by the hour’, as mentioned above. OEMs are increasingly interested in providing more after sales service, for two reasons: the first is that customers increasingly require good after sales service so that providing such service gives a competitive advantage, and the second reason is that selling services is at least as profitable as selling goods (for both reasons, see, e.g., Oliva and Kallenberg, 2003; Aberdeen Group, 2005; Cohen et al., 2006; Atos Consulting, 2011). As a result, in many industries, OEMs are, or are increasingly becoming, responsible for after sales service.

Typically, a lot of corrective maintenance is performed, although this is gradually changing in favor of preventive maintenance, in particular condition-based maintenance. The OEM replaces the failed component and, in the case of a somewhat more expensive component, sends the component to the repair shop of the company that originally manufactured that component. This could be the OEM itself or another company. In the latter case, the OEM (in the terminology that we have used above) is in fact a system integrator (the term OEM would then better fit the companies that manufacture each of the components).

Figure 2 gives a typical example of a network as it is used by OEMs that maintain the systems that they have sold. According to Cohen et al. (1997, pp.630–631), “…the three-echelon structure is most prevalent. It is followed in popularity by the two-echelon structure. In most of the three-echelon structures, the middle echelon is dedicated to making emergency shipments only. Therefore, for replenishment purposes, most of the companies use only two echelons.” We also usually see two echelon levels for replenishment purposes; emergency shipments are, in our experience, usually supplied from the central depot at one of the three regions or continents. However, there may also exist quick response stocks that are in between the depicted first and second echelon level (e.g., at Océ and Volvo, see Van Wijk et al., 2013; Axsäter et al., 2013, respectively), or some of the local warehouses act as main warehouses that can perform lateral transshipments to another local warehouse (e.g., at ASML, see Kranenburg and Van Houtum, 2009). The three central depots at each of the three regions can also usually perform lateral transshipments to each other. In some cases, one of them is a main central depot, for instance, when the manufacturing facility is close to that depot. Having these types of emergency and lateral transshipment options is a key difference with the companies that maintain their own technical systems, partly due to tighter service level targets that are typically used in OEM networks compared with user networks. Because of the various options, it may also be relevant to use multiple supply mode models that consider a cheaper, slower supply mode and a faster, more expensive one.

In some cases, there may be third parties, instead of the OEM, that take the responsibility upon
Figure 2: Archetypical network of an OEM that maintains its sold systems
them to perform maintenance at multiple companies. In some ways, this is not different from OEMs servicing the technical systems. For instance, service contracts are used in both cases. In other respects, however, this is a key difference. For example, if an OEM is responsible for the availability of the technical systems that it manufactures for an extensive period, it makes sense to improve the systems by designing-for-maintenance or designing-for-life-cycle-costs. It also means that the OEM is enabled to do so, because it gets direct feedback from its installed base. This is not the case if a third party performs the maintenance.

3. Single-location model

In this section, we describe single-location, multi-item inventory models. Such models can be used for both user and OEM networks. They can be applied directly in the special case that a network consists of only one stockpoint (which could occur if all technical systems can be supplied fast enough from one stockpoint, e.g., because they are all installed in a relatively small region). This is the situation that is assumed for the description of the basic model in Section 3.1. For larger networks, a single-location model may be a useful building block, e.g., in the following cases:

- In a user or OEM network where the central depot usually has sufficient stock, e.g., because the same parts are still used to manufacture new technical systems (in the case of an OEM network), and where lateral transshipments are seldomly used. It may then be appropriate to determine the base stock levels of each local warehouse via a single-location model, taking into account a certain average delay for the replenishments at the central depot.

- In a user network in which the central depot and the local warehouses are at close distance of each other and where shipments between all stockpoints are possible against a low cost. Such a network may be seen as one large virtual stockpoint for which the total inventory is determined first, and only in a second stage the allocation of the inventory to the various locations is considered. The single-location model that we discuss below may then be used for the first step.

- In an OEM network in which a certain region has no interaction with the other regions and where all stock points in that region are at close distance of each other. The single-location model may be used for such a region in a similar way as described at the previous bullet.

- In a user or OEM network in which the local warehouses are divided into groups, with lateral transshipments being applied only within each group. Then for each group, a multi-location model with lateral transshipments may be used, as described in Section 5; for the central warehouse, a single-location model may be used, with demand streams resulting from each of the groups.

A single-item version of the basic model of this section was formulated for the first time by Feeney and Sherbrooke (1966), who also discussed some extensions (to compound Poisson demand processes and the lost sales case). Sherbrooke (1968) extended this model to a multi-item distribution system with one central depot and multiple local warehouse, the so-called METRIC model (see Section 4), and he proposed a greedy heuristic for the determination of base stock levels. Here, we consider a model that generalizes the model of Feeney and Sherbrooke (1966) to a multi-item model, and a greedy algorithm is presented as one of the possible optimization methods. We discuss this model quite extensively because a lot of aspects of more complicated models can already be explained here. This helps the discussions in the remaining sections.
We start with the description of the model with a service level constraint in terms of the aggregate expected number of backordered demands. For the optimization within this basic model we will use a greedy heuristic. The description of the basic model, an explanation of the main assumptions, the evaluation of the model, and its optimization are given in Sections 3.1, 3.2, 3.3, and 3.4, respectively. After that, we discuss alternative optimization techniques in Section 3.5 and alternative service measures in Section 3.6.

3.1. Model description

Consider a single warehouse where several spare parts are kept on stock to serve an installed base of machines of the same type. The machines consist of multiple parts, of which we consider only the critical ones. A failure of a critical part implies that the whole machine goes down. Upon failure, the defective part is taken out of the machine and immediately sent to a repair shop. The machine is repaired by placing a functioning spare part, as soon as one is available. Due to this repair-by-replacement policy, this type of parts is called Line Replaceable Units (LRUs). Instead of sending a defective part to a repair shop, the part may also be scrapped. In this case, immediately a new part is ordered at an outside supplier. From a modeling point of view, both cases are identical. In our explanation below, however, we will use the terminology of repairable parts.

The set of LRUs is denoted by $I$, and the number of LRUs is $|I|$ ($\in \mathbb{N} := \{1, 2, \ldots\}$). For notational convenience, the LRUs are assumed to be numbered $i = 1, \ldots, |I|$. For each LRU $i \in I$, demands occur according to a Poisson process with a constant rate $m_i (\geq 0)$. The rate $m_i$ denotes the demand rate for all machines together. The total demand rate for all LRUs together is denoted by $M = \sum_{i \in I} m_i$ and we assume that $M > 0$. A demand is fulfilled immediately if possible, and otherwise backordered and fulfilled as soon as possible. Each demand is accompanied by the return of a defective part, which is immediately sent into repair. The time that a defective part spends in the repair shop is called the repair leadtime. Repair leadtimes of different LRUs are assumed to be independent and repair leadtimes of parts of the same LRUs are assumed to be independent and identically distributed (i.i.d.). The mean repair leadtime for LRU $i$ is denoted by $t_i (> 0)$. Because each defective part is immediately sent into repair, the inventory position of LRU $i$, defined as the physical stock minus backordered demand plus parts in repair, is constant. This constant amount is denoted by $S_i (\in \mathbb{N}_0 := \mathbb{N} \cup \{0\})$.

Instead of saying that each defective part is immediately sent into the repair shop (or that for each defective part immediately a replacement is ordered), we may also say that for each LRU the stock is controlled by a continuous-review basestock policy with basestock level $S_i$ for LRU $i$, also written as an $(S - 1, S)$ policy or called a one-for-one replenishment policy. The basestock level, which also denotes the initial amount that is taken on stock, is a decision variable.

The objective is to minimize the total inventory holding costs, subject to a constraint on the aggregate expected number of backorders. Minimizing the investment in spare parts is equivalent to minimizing the inventory holding costs, assuming that both cost types are linear in the number of parts. The inventory holding costs per part of LRU $i$ per time unit is $c_i^h (> 0)$, the total inventory holding costs for LRU $i$ are then $C_i(S_i) = c_i^h S_i$, and the aggregate inventory holding costs are given by:

$$ C(S) = \sum_{i \in I} C_i(S_i) = \sum_{i \in I} c_i^h S_i, $$

where $S = (S_1, \ldots, S_{|I|})$ denotes a vector consisting of all basestock levels. The expected number of backorders of LRU $i$, in steady state (i.e., at an arbitrary point in time in the long run), is denoted by
The aggregate expected number of backorders, in steady state, is:

\[ EBO(S) = \sum_{i \in I} EBO_i(S_i). \]  

(1)

The target level for \( EBO(S) \) is given by \( EBO^{\text{obj}} \) and the solution space is:

\[ S = \{ S = (S_1, \ldots, S_{|I|}) \mid S_i \in \mathbb{N}_0, \forall i \in I \}. \]

Hence, in mathematical terms, our optimization problem, Problem \((P)\), is:

\[
\begin{align*}
(P) \quad & \min C(S) \\
& \text{subject to } EBO(S) \leq EBO^{\text{obj}} \\
& \text{ } S \in S
\end{align*}
\]

Problem \((P)\) has a linear objective function, a nonlinear constraint, and integral decision variables. It thus is a **nonlinear integer programming problem**.

The expected backorder position \( EBO_i(S_i) \) denotes the number of parts of LRU \( i \) that is missing in all machines of the installed base together. A part is said to be missing in case a defective part has not been replaced yet by a ready-for-use part because there was no ready-for-use spare part available. Similarly, \( EBO(S) \) denotes the total number of missing parts in all machines together, and thus is a measure for the inconvenience due to insufficient stock of ready-for-use spare parts. The constraint on the aggregate expected number of backorders is closely related to an availability constraint, where the availability \( A(S) \) denotes the fraction of machines that is not down due to a missing part, or equivalently, the fraction of time that any given machine is not down due to a missing part. This availability is usually called the supply availability and can be calculated as \( \frac{\text{MTBM}}{\text{MTBM} + \text{MSD}} \) with MTBM being the mean time between maintenance and MSD being the mean supply delay (see, e.g., Sherbrooke, 2004, p.38). See Section 3.6.2 for a detailed description of the relation with the availability constraint. In short, if it hardly occurs that any machine has two or more parts missing, then:

\[ A(S) \approx 1 - \frac{1}{N} EBO(S), \]

where \( N \) denotes the total number of machines, and thus setting a maximum level \( EBO^{\text{obj}} \) for the total expected backorder position is equivalent to setting a minimum level \( A^{\text{obj}} = 1 - \frac{1}{N} EBO^{\text{obj}} \) for the availability. Notice that active maintenance time or hands-on-tool time is not influenced by the inventory control policy and is therefore not incorporated in the availability measure that we use.

### 3.2. Overview of assumptions

We summarize and discuss the main assumptions made in Section 3.1:

1. **Demands for the different LRUs occur according to independent Poisson processes.**
   The assumption of independent Poisson processes is justified when a failure of a component does not lead to additional failures of other components in the same machine. In general this is true. The assumption of Poisson processes is justified either when lifetimes of components are exponential or when lifetimes are generally distributed and the number of machines that is served by the warehouse is sufficiently large.
2. **For each LRU, the demand rate is constant.**
The single warehouse serves multiple machines. When one or more machines fail and defective parts cannot be provided immediately, then some machines may be down for a while and the demand rate for a given LRU decreases accordingly. However, when the fraction of machines that is down is always sufficiently small, either because downtimes are short in general or because downtimes occur only rarely, then the decrease in demand rate is small, and thus it is reasonable to assume a constant demand rate. In other cases, workload of a defective machine may be routed to another machine, so that the total workload and thus the total failure rate remains the same (unless the number of operating machines becomes too small).

3. **Repair leadtimes for different LRUs are independent and repair leadtimes for parts of the same LRU are independent and identically distributed.**
For repairable LRUs, this assumption is justified if planned repair leadtimes have been agreed with repair shops (external companies or departments within the same company). It then is the responsibility of the repair shop to meet the planned leadtimes. In practice, planned leadtimes often occur either because repair is executed by an external company or in order to decompose the inventory control from the control of the repair facilities. An analogous reasoning holds for consumable LRUs.

4. **A one-for-one replenishment strategy is applied for all LRUs.**
This is justified as long as there are no fixed ordering costs or if the fixed ordering costs are small relative to the prices of the LRUs (or, thinking of the Economic Order Quantity rule, relative to the price multiplied by the demand rate). If fixed ordering costs are relevant, then fixed order quantities may be appropriate to assume and an \((s, Q)\) policy may be used instead of a basestock policy for each LRU. This extension is described in Section 6.3.

### 3.3. Evaluation

In this section, we evaluate the steady-state behavior and the aggregate expected number of backorders \(EBO(S)\) for a given basestock policy \(S\). Because parts of different LRUs have no interaction, the steady-state behavior can be evaluated per LRU. This leads to a closed-form expression for \(EBO_i(S_i)\). \(EBO(S)\) itself then follows from (1).

Consider an arbitrary LRU \(i\), and assume that the basestock level \(S_i\) is given. The repair and demand fulfilment process of this LRU is depicted by the Petri net in Figure 3. On the left-hand side in this figure, demands for ready-for-use parts, accompanied with defective parts, arrive with rate \(m_i\). The defective parts follow the upper stream in the figure. That is, they first go into repair which takes on average \(t_i\)
time units. Then they arrive in a queue with ready-for-use parts. Actually this queue represents the physical stock, also called stock on hand. The demands for ready-for-use parts follow the lower stream. That is, these requests are sent to the warehouse, where they are fulfilled immediately if there is enough stock on hand and after some delay otherwise. Delayed requests are fulfilled according to a first-come, first-served (FCFS) discipline. When both a request and a ready-for-use part are available, they merge (i.e., the transition on the righthand side in the figure ‘fires’) and leave the system. It is easily seen that at any point in time at least one of the two queues on the righthand side in the figure is empty: if the stock on hand is positive, then there will be no requests waiting for a ready-for-use part; if the number of requests in the queue (the number of backorders) is positive, then there will be no part in the queue with on hand stock.

The state of the system at time instant \( t \) may be described by \((X_i(t), I_i(t, S_i), B_i(t, S_i))\), where \( X_i(t) \) denotes the number of parts in repair at time \( t \), \( I_i(t, S_i) \) denotes the stock on hand of ready-for-use parts at time \( t \), and \( B_i(t, S_i) \) denotes the number of backordered demands at time \( t \). Both \( I_i(t, S_i) \) and \( B_i(t, S_i) \) depend on \( S_i \). Notice that \( X_i(t) \) does not depend on \( S_i \) (\( X_i(t) \) depends only on the Poisson arrival process of defective parts, as seen in Figure 3). The amount \( X_i(t) \) represents the number of parts in the repair pipeline and is therefore also called the pipeline stock. Notice that \((X_i(t), I_i(t, S_i), B_i(t, S_i))\) constitutes a partial description only; for a full description, since repair leadtimes are generally distributed, it is also required to denote how long parts have been in repair.

The possible values for the tuples \((X_i(t), I_i(t, S_i), B_i(t, S_i))\) are given by:

\[(0, S_i, 0), (1, S_i - 1, 0), \ldots, (S_i - 1, 1, 0), (S_i, 0, 0), (S_i + 1, 0, 1), (S_i + 2, 0, 2), \ldots\]

The first \( S_i \) states in this sequence are with positive stock on hand, the state \((S_i, 0, 0)\) is the unique state where both the stock on hand and the number of backordered demands is zero, and after that the states with a positive number of backordered demands are obtained. A transition is made from one state to the next state in this sequence when a demand occurs, while a completion of a repair leads to a transition from one state to a previous state in this sequence. From the sequence with all possible states, we observe that the values of \( I_i(t, S_i) \) and \( B_i(t, S_i) \) follow directly from the values of \( X_i(t) \) and \( S_i \). It holds that:

\[ I_i(t, S_i) = (S_i - X_i(t))^+, \quad (2) \]
\[ B_i(t, S_i) = (X_i(t) - S_i)^+, \quad (3) \]

where \( x^+ = \max\{0, x\} \) for any \( x \in \mathbb{R} \). These equations imply that:

\[ I_i(t, S_i) - B_i(t, S_i) = S_i - X_i(t), \]

or, equivalently, that:

\[ X_i(t) + I_i(t, S_i) - B_i(t, S_i) = S_i. \]

The latter equation is known as the stock balance equation (see, e.g., Sherbrooke, 2004, p.24) and shows that the number of parts in the upper stream of the Petri net in Figure 3 is always \( S_i \) more than the number of requests in the lower stream.

Let \( X_i, I_i(S_i), \) and \( B_i(S_i) \) be the steady-state variables corresponding to \( X_i(t), I_i(t, S_i) \), and \( B_i(t, S_i) \), respectively. In other words, they are random variables denoting the number of parts in repair, the
number of ready-for-use parts, and the number of backordered demands in steady state. By (2) and (3):

\[
I_i(S_i) = (S_i - X_i)^+,
\]

\[
B_i(S_i) = (X_i - S_i)^+.
\]

In our model, defective parts enter the repair pipeline according to a Poisson process and each defective part stays on average a time \(t_i\) in the repair pipeline. The repair pipeline may be seen as a queueing system with infinitely many servers and service times \(t_i\). In other words, the repair pipeline is an \(M/G/\infty\) queueing system and we may thus apply Palm’s Theorem (Palm, 1938):

**Palm’s Theorem:** If jobs arrive according to a Poisson process with rate \(\lambda\) at a service system and if the times that the jobs remain in the service system are independent and identically distributed according to a given general distribution with mean \(EW\), then the steady-state distribution for the total number of jobs in the service system is Poisson distributed with mean \(\lambda EW\).

Application of this theorem to the repair pipeline leads to part (i) of the following lemma; the parts (ii) and (iii) of this lemma follow from part (i) and the equations (4) and (5).

**Lemma 3.1.** Let \(i \in I\).

(i) The pipeline \(X_i\) is Poisson distributed with mean \(m_i t_i\), i.e.:  
\[
P\{X_i = x\} = \frac{(m_i t_i)^x}{x!} e^{-m_i t_i}, \quad \forall x \in \mathbb{N}_0.
\]

(ii) The distribution of the stock on hand \(I_i(S_i)\) is given by:

\[
P\{I_i(S_i) = x\} = \begin{cases} 
\sum_{y=S_i}^{\infty} P\{X_i = y\} & \text{if } x = 0; \\
P\{X_i = S_i - x\} & \text{if } x \in \{1, \ldots, S_i\}.
\end{cases}
\]

(iii) The distribution of the number of backordered demands \(B_i(S_i)\) is given by:

\[
P\{B_i(S_i) = x\} = \begin{cases} 
\sum_{y=0}^{S_i} P\{X_i = y\} & \text{if } x = 0; \\
P\{X_i = x + S_i\} & \text{if } x \in \mathbb{N}.
\end{cases}
\]

Lemma 3.1 contains the main results for the evaluation of a given policy. From this lemma, we easily obtain relevant service measures, among which the expected backorder positions \(EBO_i(S_i)\):

\[
EBO_i(S_i) = \mathbb{E} B_i(S_i) = \sum_{x=S_i+1}^{\infty} (x - S_i) P\{X_i = x\}
\]

\[
= m_i t_i - S_i + \sum_{x=0}^{S_i} (S_i - x) P\{X_i = x\}, \quad \forall S_i \in \mathbb{N}_0.
\]

Notice that the latter expression for \(EBO_i(S_i)\) is most appropriate for computational purposes as it avoids complications because of sums with infinitely many terms. Computations can further be simplified using
the fact that for $S_i \in \mathbb{N}$:

$$EBO_i(S_i) = EBO_i(S_i - 1) - 1 + \sum_{x=0}^{S_i} P\{X_i = x\}.$$  

3.4. Optimization

Instead of solving Problem (P) directly, we consider a closely related problem, Problem (Q), with two objectives, minimization of the investment $C(S)$ and minimization of the aggregate expected number of backorders $EBO(S)$:

$$(Q) \quad \begin{align*}
\min & \quad C(S) \\
\min & \quad EBO(S) \\
\text{subject to} & \quad S \in S
\end{align*}$$

This problem is a multi-objective programming problem. For this problem, we will derive so-called efficient solutions. A solution $S \in S$ is efficient for Problem (Q) if and only if there is no other solution $S' \in S$ with $C(S') \leq C(S)$ and $EBO(S') \leq EBO(S)$, and strict inequality for at least one of these inequalities. Alternatively stated, a solution $S \in S$ is efficient for Problem (Q) if and only if $C(S') > C(S)$, or $EBO(S') > EBO(S)$, or $(C(S'), EBO(S')) = (C(S), EBO(S))$ for all $S' \in S$. Let $E^*$ denote the set of all efficient solutions for Problem (Q). Then the points $(C(S), EBO(S))$, $S \in E^*$, constitute an efficient frontier for the total inventory investment versus aggregate expected number of backorders. From this efficient frontier, an optimal solution for Problem (P) may be picked.

Problem (Q) has the following structure: $C(S) = \sum_{i \in I} C_i(S_i)$, $EBO(S) = \sum_{i \in I} EBO_i(S_i)$, and $S = S_1 \times S_2 \times \ldots \times S_{|I|}$, where $S_i = \mathbb{N}_0$ represents the solution space for $S_i$ for all $i \in I$, i.e., the objective functions are separable and the solutions space is a Cartesian Product, and thus Problem (Q) as a whole is separable (Fox, 1966). In addition, for all LRUs $i \in I$ the functions $C_i(S_i) = c_i^h S_i$ are linear, and, as we shall derive in Section 3.4.1, the functions $EBO_i(S_i)$ are decreasing and convex. Therefore, a greedy procedure may be applied to generate efficient solutions, see Section 3.4.2.

3.4.1. Convexity of the expected backorder positions

**Definition 3.1.** Let $f(x)$ be a function on $\mathbb{Z}$ and $x_0 \in \mathbb{Z}$.

(i) $f(x)$ is decreasing for $x \geq x_0$ if:

$$\Delta f(x) = f(x + 1) - f(x) \leq 0, \ \forall x \geq x_0.$$  

(ii) $f(x)$ is convex for $x \geq x_0$ if:

$$\Delta^2 f(x) = \Delta f(x + 1) - \Delta f(x) \geq 0, \ \forall x \geq x_0.$$  

Notice that $\Delta f(x + 1) - \Delta f(x) = f(x + 2) - 2f(x + 1) + f(x)$, $\forall x \in \mathbb{Z}$. The definitions for strictly decreasing and strictly convex are obtained by replacing the inequality signs by strict inequality signs. The definitions for (strictly) increasing and (strictly) concave are obtained by turning the (strict) inequality signs around.

The expected number of backorders $EBO_i(S_i)$ for LRU $i \in I$ is a function on $\mathbb{N}_0$. Lemma 3.2 says that $EBO_i(S_i)$ is decreasing and convex on its whole domain.
Lemma 3.2. For each LRU $i \in I$, $EBO_i(S_i)$ is decreasing and convex for $S_i \in \mathbb{N}_0$.

Proof. Let $i \in I$. By (6):

$$\Delta EBO_i(S_i) = EBO_i(S_i + 1) - EBO_i(S_i) = - \sum_{x=S_i+1}^{\infty} P\{X_i = x\} \leq 0, \ \forall S_i \in \mathbb{N}_0,$$

which shows that $EBO_i(S_i)$ is decreasing on its whole domain. Further:

$$\Delta^2 EBO_i(S_i) = \Delta EBO_i(S_i + 1) - \Delta EBO_i(S_i) = P\{X_i = S_i + 1\} \geq 0, \ \forall S_i \in \mathbb{N}_0,$$

which shows that $EBO_i(S_i)$ is convex on its whole domain.

3.4.2. Greedy algorithm

Problem (Q) is separable and the functions $EBO_i(S_i)$ are decreasing and convex on their whole domains. Hence we can prove that a set of efficient solutions can be generated by a greedy algorithm. A first efficient solution $S = (S_1, \ldots, S_{|I|})$ is obtained by setting $S_i = 0$ for each LRU $i \in I$. This solution is efficient because it has the lowest possible investment $C(S) = 0$. Next, for each LRU $i$, we compute the decrease in $EBO(S)$ relative to the increase in $C(S)$ when $S_i$ would be increased by one unit. The increase in $C(S)$ equals $c_i^b$, while the change in $EBO(S)$ equals (using (7)):

$$\Delta_i EBO(S) = \Delta EBO_i(S_i) = - \sum_{x=S_i+1}^{\infty} P\{X_i = x\} = \left(1 - \sum_{x=0}^{S_i} P\{X_i = x\}\right).$$

The decrease in $EBO(S)$, which is equal to $-\Delta_i EBO(S)$, divided by the increase in $C(S)$, equal to $c_i^b$, is denoted by $\Gamma_i$. The LRU with the highest value for $\Gamma_i$ is selected (also referred to as ‘biggest bang for the buck’), and the corresponding basestock level is increased by one unit (ties may be broken arbitrarily). The new solution $S$ is also efficient and is added to a set of efficient solutions. The generation of efficient solutions is continued until a given aggregate expected number of backorders or inventory investment has been reached, or until some other stop criterium is met. The formal procedure is described in Algorithm 3.1, where $e_k$ is an $I$-dimensional unit row-vector consisting of $|I| - 1$ zeros and a one at the $k$-th position.

Algorithm 3.1. (Greedy algorithm)

Step 1. $S_i := 0$ for all $i \in I$ (so $S := (0, \ldots, 0)$);

$E := \{S\}$;

$C(S) := 0$ and $EBO(S) := \sum_{i \in I} m_i t_i$.

Step 2. $\Gamma_i := \frac{1}{c_i^b} (1 - \sum_{x=0}^{S_i} P\{X_i = x\})$ for all $i \in I$;

$k := \arg \max_{i \in I} \Gamma_i$;

$S := S + e_k$;

$E := E \cup \{S\}$.

Step 3. $C(S) := C(S) + c_k^b$;

$EBO(S) := EBO(S) - 1 + \sum_{x=0}^{S_k} P\{X_k = x\}$;

If ‘stop criterium’, then stop, else goto step 2.

In the following lemma, it is formally stated that Algorithm 3.1 generates efficient solutions for Problem (Q). The proof of this lemma follows directly from Theorem 2 in Fox (1966).
Lemma 3.3. At termination of Algorithm 3.1, the set $E$ consists of efficient solutions for Problem $(Q)$, i.e., $E \subset E^\ast$.

For the computation of the pipeline stock probabilities $P\{X_i = x\}$ in Algorithm 3.1, we advice to use the following recursion for the sake of efficiency and to avoid numerical problems:

$$P\{X_i = x\} = \begin{cases} e^{-m_i}t_i & \text{if } x = 0; \\ m_i + 1P\{X_i = x\} & \text{if } x \in \mathbb{N}. \end{cases} \quad (8)$$

In general, the greedy algorithm generates an ordered set $E = \{S_0, S_1, S_2, \ldots\}$ of efficient solutions for Problem $(Q)$, where $EBO(S_0) > EBO(S_1) > EBO(S_2) > \ldots$ and $0 = C(S_0) < C(S_1) < C(S_2) < \ldots$. For Problem $(P)$ with a given target $EBO_{obj}$, obtaining a feasible solution from the set $E$ generated by the greedy algorithm is straightforward: take the first solution $S^l \in E$ with $EBO(S^l) \leq EBO_{obj}$. This solution is optimal if and only if there is no solution $S \in E^\ast$ with $EBO(S^l) < EBO(S) \leq EBO_{obj}$. In general, the solution $S^l$ will be close to optimal if $EBO(S^l)$ is close to $EBO_{obj}$. The optimality gap will be larger if at the last iteration of the algorithm, the basestock level of an LRU is increased that gives a large jump for the aggregate expected number of backorders (and the corresponding costs). For real-life problems, such large jumps are not very likely because there are many LRUs.

We can conclude that for instances with sufficiently many LRUs, the greedy algorithms will generate good heuristic solutions for Problem $(P)$. Besides, a greedy algorithm is efficient, it is easy to implement in practice, and it is an algorithm that is easy to understand by practitioners. To find an optimal solutions, Problem $(P)$ may be solved by a similar algorithm as for knapsack problems. A disadvantage of those algorithms is that a small change in input parameters (cost prices of the LRUs, demand rates, or the target $EBO_{obj}$) may lead to large changes in the optimal solution. The solution generated by the greedy algorithm, however, will be rather robust.

3.5. Alternative optimization techniques

We can also solve Problem $(Q)$ with other techniques than the greedy algorithm of Section 3.4.2: we describe Lagrange relaxation in Section 3.5.1 and we briefly mention Dantzig-Wolfe decomposition in Section 3.5.2.

3.5.1. Lagrange relaxation

We apply the Lagrangian relaxation technique to Problem $(P)$; for a general description of this technique, we refer to Appendix B of Porteus (2002). The Lagrangian for $(P)$ is defined as:

$$L(S, \lambda) = \sum_{i \in I} c_i^b S_i + \lambda \left( \sum_{i \in I} EBO(S_i) - EBO_{obj} \right),$$

where $\lambda \geq 0$ is a Lagrange multiplier.

It has been noticed before that Problem $(Q)$ is separable. This also holds for Problem $(P)$ (see also the definition of separable problems in Porteus, 2002, Appendix B). We can separate Problem $(P)$ because it is a linear combination of LRU objectives and constraints. It is known that in separable problems, the Lagrangian is also separable. The Lagrangian can be rewritten as:

$$L(S, \lambda) = \sum_{i \in I} L_i(S_i, \lambda) - \lambda EBO_{obj}, \quad (9)$$
where:

\[ L_i(S_i, \lambda) = c_i^h S_i + \lambda EBO_i(S_i) \]

is the decentralized Lagrangian for LRU \( i \). Notice that, in Equation (9), we have \(|I|\) different Lagrangians, one for every LRU. Notice also that we have only one \( \lambda \) because we have only one constraint in our problem.

For any given value of \( \lambda \), we can find a base stock level that minimizes the decentralized Lagrangian (for every LRU \( i \)). Since the decentralized Lagrangians are convex functions, we know that it has either one unique minimum or multiple minima in subsequent points. One way to find this minimum is to start with \( S_i = 0 \) and increase it by 1 at a time, until the values for the decentralized Lagrangian start increasing. The resulting base stock vector is a solution to problem \((P)\). We can now vary the value of \( \lambda \) to find different solutions to Problem \((P)\). Then, we calculate the corresponding value of \( EBO(S) \) and \( C(S) \). As soon as we find a value of \( EBO(S) \) that is at or below our target value, we can stop the procedure.

Using the Lagrange relaxation method gives us optimal solutions of Problem \((P)\) for specific values of \( EBO^{obj} \). This follows from the so-called Everett Result (Everett, 1963), which for our problem reads as follows:

**The Everett result:** If, for a given \( \lambda \geq 0 \), \( S(\lambda) \) minimizes \( L(S, \lambda) \) over \( S \in S \), then \( S(\lambda) \) is optimal for Problem \((P)\) for every \( EBO^{obj} \in (0, \infty) \) that satisfies

\[ EBO^{obj} \geq EBO(S(\lambda)) \text{ and } \lambda (EBO(S(\lambda)) - EBO^{obj}) = 0. \]

If we take \( \lambda = 0 \), then each Lagrangian \( L_i(S_i, \lambda) \) is strictly increasing, and we find \( S(0) = (0, \ldots, 0) \) and \( EBO(S(0)) = \sum_{i \in I} m_i t_i. \) The solution \( S(0) = (0, \ldots, 0) \) is optimal for Problem \((P)\) for every \( EBO^{obj} \geq \sum_{i \in I} m_i t_i. \) For each \( \lambda > 0 \), the solution \( S(\lambda) \) is optimal for Problem \((P)\) for \( EBO^{obj} = EBO(S(\lambda)). \) I.e., then the optimality of \( S(\lambda) \) is guaranteed for one specific value of \( EBO^{obj} \) (but the solution might also be optimal for slightly higher values of \( EBO^{obj} \)).

The Lagrange relaxation method gives efficient solutions for Problem \((Q)\). This follows directly from Theorem 1 in Fox (1966). In fact, the Lagrange relaxation yields exactly the same solutions as the Greedy approach. This is not a coincidence. When we study the details of the execution of the greedy procedure and the execution of the Lagrangian relaxation method, we see the similarities. The key is a one-to-one relationship between the \( \Gamma_i \) values computed in the greedy algorithm and the values of \( \lambda \) for which \( S(\lambda) \) changes to the next solution in the Lagrange relaxation method.

**3.5.2. Dantzig-Wolfe decomposition**

A method that one may also apply to Problem \((P)\) is Dantzig-Wolfe decomposition, as introduced by Dantzig and Wolfe (1960). For details of this method applied to our problem, see Section 1.4.2 of Kranenburg (2006). It appears that this method yields exactly the same solutions as the Lagrange relaxation method; for further references about this parallel, see Kranenburg (2006).

**3.6. Alternative service measures**

Now consider the situation that we are interested in some other service measure instead of the aggregate expected number of backorders. Fortunately, it is possible to adjust the greedy algorithm procedure to incorporate a different service constraint. There are many alternative service measures possible; we discuss the adjustments required for three of those that are used relatively frequently. In
Section 3.6.1, we discuss the implications of using the expected waiting time. We do the same for the availability in Section 3.6.2 and for the aggregate fill rate in Section 3.6.3.

3.6.1. Expected waiting time

It is straightforward to adapt the service level constraint based on the expected number of backorders to one that is based on the expected waiting time until an arbitrary spare parts demand is fulfilled. The expected waiting time for a spare part of LRU \(i \in I\) when the base stock level is \(S_i\), can be determined using Little’s formula (Little, 1961):

\[
W_i(S_i) = \frac{EBO_i(S_i)}{m_i}.
\]

Taking all LRUs together, the aggregate expected waiting time \(W(S)\) at local warehouse \(j \in J_{loc}\) is:

\[
W(S) = \sum_{i \in I} \mathbb{P}\{\text{an arbitrary demand is for LRU } i\} \times (\text{expected waiting time for LRU } i) = \frac{1}{M} \sum_{i \in I} EBO_i(S_i).
\]

This means that we get a problem that is equivalent to the original problem.

3.6.2. Average availability

As stated in Section 3.1, the constraint on the aggregate expected number of backorders is closely related to an availability constraint. The average availability is equal to the fraction of time that any given machine is available. Let \(N\) be the total number of machines, and let \(Z_i\) be the number of parts of LRU \(i\) installed per machine. We can approximate the average availability as follows. The average number of backorders of LRU \(i\) is \(EBO_i(S_i)\). Hence, the probability that a given part of LRU \(i\) in a given machine is working is equal to \(1 - \frac{EBO_i(S_i)}{NZ_i}\). Next, ignoring dependencies between these probabilities for the various parts in a given machine, we obtain the following approximation for \(A(S)\):

\[
A(S) \approx \prod_{i \in I} \left(1 - \frac{EBO_i(S_i)}{NZ_i}\right)^{Z_i}.
\]

For sufficiently high values of \(A(S)\), the product on the right hand side may be approximated by its first order approximation:

\[
A(S) \approx 1 - \sum_{i \in I} Z_i \frac{EBO_i(S_i)}{NZ_i} = 1 - \frac{1}{N} \sum_{i \in I} EBO_i(S_i) = 1 - \frac{1}{N} EBO(S).
\]

Hence, for a sufficiently high target \(A^{\text{obj}}\) for \(A(S)\), a heuristic solution for the problem with a target average availability may be obtained via the heuristic solution for Problem \((P)\) with target \(EBO^{\text{obj}} = N(1 - A^{\text{obj}})\) for the aggregate expected number of backorders.

3.6.3. Aggregate fill rate

The aggregate fill rate is defined as the probability that an arbitrary demand for the total group of LRUs is fulfilled immediately, or, equivalently, as the fraction of the total demand stream that is fulfilled from stock. Let the fill rate for LRU \(i\), also called item fill rate, be denoted by \(\beta_i(S_i)\), then:

\[
\beta(S) = \sum_{i \in I} \frac{m_i}{M} \beta_i(S_i).
\]

The target aggregate fill rate is given by \(\beta^{\text{obj}}\).
Demands for LRU $i$ arrive according to a Poisson process, and thus, by the PASTA (Poisson Arrivals See Time Averages) property, an arbitrary arriving demand observes the system in steady state. Hence, with probability $P\{I_i(S_i) > 0\} = P\{X_i < S_i\}$, a positive stock on hand is observed and the demand can be fulfilled immediately, and otherwise not. Therefore:

$$\beta_i(S_i) = \sum_{x=0}^{S_i-1} P\{X_i = x\}. \quad (11)$$

The item fill rate $\beta_i(S_i)$ for an LRU $i \in I$ is a function on $\mathbb{N}_0$. Lemma 3.4 states that $\beta_i(S_i)$, and thus also $f_i(S_i) = \frac{m_i}{S_i} \beta_i(S_i)$, is increasing on its whole domain and concave for $S_i \geq \max\{m_i t_i - 1, 0\}$, where $[x]$ denotes the rounded value to above for any $x \in \mathbb{R}$.

**Lemma 3.4.** For each LRU $i \in I$, the item fill rate $\beta_i(S_i)$ is increasing on its whole domain and concave for $S_i \geq \max\{m_i t_i - 1, 0\}$.

**Proof.** Let $i \in I$. By (11):

$$\Delta \beta_i(S_i) = \beta_i(S_i + 1) - \beta_i(S_i) = P\{X_i = S_i\} \geq 0, \quad \forall S_i \in \mathbb{N}_0,$$

which shows that $\beta_i(S_i)$ is increasing on its whole domain. Further:

$$\Delta^2 \beta_i(S_i) = P\{X_i = S_i + 1\} - P\{X_i = S_i\}, \quad \forall S_i \in \mathbb{N}_0. \quad (13)$$

By (8):

$$P\{X_i = S_i + 1\} = \frac{m_i t_i}{S_i + 1} P\{X_i = S_i\}, \quad \forall S_i \in \mathbb{N}_0,$$

and by substitution of this recursive relation into (13), we find:

$$\Delta^2 \beta_i(S_i) = \left(\frac{m_i t_i}{S_i + 1} - 1\right) P\{X_i = S_i\}, \quad \forall S_i \in \mathbb{N}_0.$$

From this formula, it follows that $\Delta^2 \beta_i(S_i) \leq 0$ if and only if $\frac{m_i t_i}{S_i + 1} - 1 \leq 0$, i.e., if and only if $S_i \geq m_i t_i - 1$. In other words, $\beta_i(S_i)$ is concave for $S_i \geq m_i t_i - 1$. Because of the integrality and nonnegativity of $S_i$, the condition $S_i \geq m_i t_i - 1$ is equivalent to $S_i \geq \max\{m_i t_i - 1, 0\}$. \hfill $\square$

The amount $m_i t_i$ represents the average number of parts in the repair pipeline. If this average pipeline stock is smaller than or equal to 1, then $\max\{m_i t_i - 1, 0\} = 0$ and thus $\beta_i(S_i)$ is concave on its whole domain. If the average pipeline stock is larger than 1, then $\max\{m_i t_i - 1, 0\} > 0$ and $\beta_i(S_i)$ is not concave on its whole domain but, roughly spoken, on the righthand side of the average pipeline stock, which is the relevant part for optimization purposes.

We now reformulate Problem (Q) as defined in Section 3.4. First, we replace the minimization of $EBO(S)$ by the maximization of $\beta(S)$. Second, we limit the solution space to $S' = S'_1 \times S'_2 \times \ldots \times S'_{|I|}$, with $S'_i = \{S_i \in \mathbb{N}_0 \mid S_i \geq m_i t_i - 1\}$ for all $i \in I$. Hence, we obtain the Problem (Q'):

$$\begin{align*}
(Q') \quad \min & \quad C(S) \\
\max & \quad \beta(S) \\
\text{subject to} & \quad S \in S'
\end{align*}$$
In this problem, solutions with small $S_i$ are excluded. Obviously, such solutions are not relevant for high target aggregate fill rates.

Problem ($Q'$) is still separable and the functions $f_i(S_i)$ are now increasing and concave on their whole domains $S'$. Hence a set of efficient solutions can be generated by a greedy algorithm. A first efficient solution $S = (S_1, \ldots, S_{|I|})$ is obtained by setting $S_i = \max\{\lceil m_i t_i - 1 \rceil, 0\}$ for each LRU $i \in I$. This solution is efficient because it has the lowest possible investment. Next, we execute greedy steps. In each step, we compute for each LRU $i$ the increase in $\beta(S)$ relative to the increase in $C(S)$ when $S_i$ would be increased by one unit. The increase in $C(S)$ equals $c_i h_i$, while the increase in $\beta(S)$ equals (using (12)):

$$\Delta_i \beta(S) = \Delta f_i(S_i) = \frac{m_i}{M} (\beta_i(S_i + 1) - \beta(S_i)) = \frac{m_i}{M} \mathbb{P}\{X_i = S_i\}.$$ 

The increase in $\beta(S)$ divided by the increase in $C(S)$ is denoted by $\Gamma_i$. The LRU with the highest value for $\Gamma_i$ is selected, and the corresponding basestock level is increased.

4. METRIC model

In Section 3, we have discussed single-location models. In practice, however, spare parts networks usually consist of multiple echelon levels, see Section 2. In the current section, we discuss the simplest example of such a network, a two-echelon network, consisting of a number of local warehouses and a central depot. The model that we discuss has been proposed in the seminal work of Sherbrooke (1968). The extension to general multi-echelon networks is quite straightforward, see, e.g., Rustenburg et al. (2003).

We start with a description of the model in Section 4.1 and an overview of the key assumptions in Section 4.2. There are quite some similarities with the model and assumptions as discussed in Sections 3.1 and 3.2, respectively. We next discuss evaluation of this model in Section 4.3, and a greedy heuristic for the optimization problem in Section 4.4. We conclude with a discussion of alternative service measures in Section 4.5.

4.1. Model description

We have a non-empty set $J^{loc}$ of local warehouses, numbered $j = 1, \ldots, |J^{loc}|$. Each local warehouse serves a number of technical systems that are all the same or at least similar. Each technical system consists of a non-empty set of all LRUs, numbered $i = 1, \ldots, |I|$. We assume that the total stream of failures of LRU $i \in I$ as observed by local warehouse $j \in J^{loc}$ constitutes a Poisson process with a constant rate $m_{i,j} (\geq 0)$. For at least one LRU $i$ and local warehouse $j$, it holds that $m_{i,j} > 0$. Apart from the local warehouses, there exists a central depot, denoted by index 0. Let $J$ denote the set of all stock points, i.e., $J = \{0\} \cup J^{loc}$.

If a part of LRU $i$ fails at a local warehouse $j$, a spare part stocked at the local warehouse $j$ is used to replace the defective part, if possible. Otherwise, a backorder arises, until a spare part becomes available. Upon failure, also immediately a replenishment order is placed at the central depot. Define $m_{i,0} := \sum_{j \in J^{loc}} m_{i,j}$ as the total demand rate for LRU $i$ at the central depot. The demand at the central depot is also a Poisson process since it is the superposition of the Poisson demand processes at the local warehouses. The replenishment order arrives after a deterministic leadtime $t_{i,j}$ (order-and-ship time), if stock is available at the central depot. Otherwise, the order is backordered until a spare part becomes available at the central depot. The defective part at the local warehouse is immediately sent to the central depot to be repaired there. It takes a certain random leadtime with mean $t_{i,0}$ before the
defective part is repaired and back in stock at the central depot. Equivalently, from a modeling point of view, the defective part can be scrapped and after a certain random leadtime, a newly purchased part is back in stock at the central depot. As in Section 3, we will use the terminology of repairable parts. Notice that we thus assume that each LRU \( i \) at each stock point \( j \) is controlled according to a base stock policy, with base stock level \( S_{i,j} \). The policy in the total network is defined by the \( |I| \times |J| \) matrix \( S \), consisting of elements \( S_{i,j} \). Each column in this matrix, denoted by a vector \( S_j \), consists of all base stock levels at stock point \( j \in J \).

We assume that, for each LRU \( i \in I \), backordered replenishment orders from the local warehouses at the central depot are fulfilled in first-come, first-served (FCFS) order. A holding cost \( c_h^i \) is counted per spare part of LRU \( i \), and the aggregate holding costs are given by:

\[
C(S) = \sum_{i \in I} \sum_{j \in J} c_h^i S_{i,j}.
\]

The expected number of backorders for an LRU \( i \in I \) at local warehouse \( j \in J_{loc} \) at an arbitrary point in time at the long run, is given by \( EBO_{i,j}(S_{i,0}, S_{i,j}) \) (notice that this number only depends on \( S_{i,0} \) and \( S_{i,j} \)), and the aggregate expected number of backorders is:

\[
EBO_j(S_0, S_j) = \sum_{i \in I} EBO_{i,j}(S_{i,0}, S_{i,j}).
\]

At local warehouse \( j \), there is a maximum level \( EBO_{j, obj} \) given for the aggregate expected number of backorders (a target for all warehouses together is also possible, see Section 4.5.2). Our goal is to determine a system’s stocking policy \( S \) to minimize the total holding cost subject to targets for the the aggregate expected numbers of backorders per local warehouse.

Our optimization problem, Problem \((R)\), can be formulated as:

\[
(R) \quad \min \quad C(S)
\]

subject to \( EBO_j(S_0, S_j) \leq EBO_{j, obj}, \quad \forall j \in J_{loc} \)

\( S_{i,j} \in \mathbb{N}_0, \quad \forall i \in I, \quad \forall j \in J \)

Note that in the case of consumable spare parts, it may sometimes be more logical to exclude the average number of items in transportation in the calculation of the inventory holding costs; this is easily changed since this part of the costs is constant and equals \( \sum_{i \in I} \sum_{j \in J} c_h^i m_{i,j} t_{i,j} \) (by Little’s law: Little, 1961).

4.2. Overview of assumptions

In addition to the assumptions that we have discussed in Section 3.2, there are two assumptions that we consider in more detail here:

- **For each LRU, the order-and-ship times are assumed to be deterministic.**

The order-and-ship times are the leadtimes between the central depot and the local warehouses. They consist of administrative delays, order picking, and actual transportation times. All these activities can therefore be controlled quite well; this also holds for transportation leadtimes which are specified in contractual agreements with third party logistics providers. As a result, the total leadtime will be quite stable and assuming deterministic order-and-ship times is reasonable. For exact
evaluations, the assumption of deterministic order-and-ship times is necessary, while approximate evaluations can be adapted for uncertainty in these times.

- **Replenishment orders at the central depot are fulfilled in FCFS order.**

  It intuitively makes a lot of sense to use a FCFS discipline at the central depot, and it is most easy to implement in practice. However, if a local warehouse still has stock on hand and is first in the queue at the central depot, while a second local warehouse has backorders (and zero stock on hand) and is second in the queue at the central depot, it is definitely better to send the first ready-for-use part at the central depot to the second local warehouse. The latter issue is an allocation issue that can be addressed at the operational planning level. The METRIC model itself supports inventory level decisions at the tactical planning level and then a simplifying FCFS service discipline assumption is justified. This simplifying assumption is also supported by the literature on multi-echelon distribution systems; the cost difference under FCFS and optimal allocation is relatively small (see, e.g., Gallego et al., 2007).

These two assumptions, together with the assumptions of base stock control and Poisson demand processes with constant rates (as already discussed for the single-location model), are key for obtaining a simple and efficient exact evaluation procedure, also for the METRIC model with a general multi-echelon structure. Due to these assumptions, all demand processes at the most downstream local warehouses immediately propagate to higher echelons, and next simple recursive relations are obtained for pipeline stocks and net stocks by going from upstream to downstream locations.

### 4.3. Evaluation

For a given policy $S$, evaluation of the steady-state behavior can be done exactly, as described for the first time by Graves (1985). The proof of the following results is analogous to the proof of Lemma 3.1.

Define $X_{i,0}$ as the total amount on order for LRU $i \in I$ at the central depot in steady state, i.e., the total number of parts that is in repair at the central depot, also called the pipeline. $X_{i,0}$ is Poisson distributed with mean $m_{i,0} t_{i,0}$, i.e.:

$$
P \{ X_{i,0} = x \} = \frac{(m_{i,0} t_{i,0})^x}{x!} e^{-m_{i,0} t_{i,0}}, \forall x \in \mathbb{N}_0.
$$

Let $I_{i,0}(S_{i,0})$ be the stock on hand for LRU $i \in I$ at the central depot, as a function of the base stock level $S_{i,0}$. Its distribution is given by:

$$
P \{ I_{i,0}(S_{i,0}) = x \} = \begin{cases} 
\sum_{y=S_{i,0}}^{\infty} P \{ X_{i,0} = y \} & \text{if } x = 0; \\
\sum_{y=0}^{x} P \{ X_{i,0} = y \} & \text{if } x \in \{1, \ldots, S_{i,0}\}.
\end{cases}
$$

Next, define $B_{i,0}(S_{i,0})$ as the number of backordered demands, for LRU $i \in I$ at the central depot, as a function of $S_{i,0}$. It is distributed as follows:

$$
P \{ B_{i,0}(S_{i,0}) = x \} = \begin{cases} 
\sum_{y=0}^{S_{i,0}} P \{ X_{i,0} = y \} & \text{if } x = 0; \\
\sum_{y=-S_{i,0}}^{x} P \{ X_{i,0} = y \} & \text{if } x \in \mathbb{N}.
\end{cases}
$$

We now define $B_{i,0}^{j}(S_{i,0})$ as the number of backorders of LRU $i \in I$ of local warehouse $j \in J^{\text{loc}}$ in the backorder queue at the central depot. As each backordered demand at the central depot stems from
local warehouse \( j \) with probability \( m_{i,j}/m_{i,0} \), the probability distribution of \( B^{(i)}_{i,0}(S_{i,0}) \) is obtained by:

\[
P \left\{ B^{(i)}_{i,0}(S_{i,0}) = x \right\} = \sum_{y=x}^{\infty} \left( \frac{y}{x} \right) \left( \frac{m_{i,j}}{m_{i,0}} \right)^{x} \left( 1 - \frac{m_{i,j}}{m_{i,0}} \right)^{y-x} P \left\{ B_{i,0}(S_{i,0}) = y \right\}.
\]

Let, for each LRU \( i \in I \) and local warehouses \( j \in J_{\text{loc}} \), \( Y_{i,j} \) be defined as the total demand during the order-and-ship time \( t_{i,j} \), and \( X_{i,j}(S_{i,0}) \) be defined as the total amount on order given base stock level \( S_{i,0} \). It holds that \( X_{i,j}(S_{i,0}) = B^{(i)}_{i,0}(S_{i,0}) + Y_{i,j} \). This summation is allowed since the order-and-ship time is deterministic (see, e.g., Muckstadt, 2005, pp.70–71, for an extensive explanation). From the distribution of \( X_{i,j}(S_{i,0}) \), we can derive the distribution of \( I_{i,j}(S_{i,0}, S_{i,j}) \), the physical stock for LRU \( i \) at local warehouse \( j \), and \( B_{i,j}(S_{i,0}, S_{i,j}) \), the backorder position for LRU \( i \) at local warehouse \( j \), as a function of the base stock levels \( S_{i,0} \) and \( S_{i,j} \), analogous to our derivation for the central depot above. It is now easy to obtain the expected backorder positions \( EBO_{i,j}(S_{i,0}, S_{i,j}) \), analogous to Equation (6):

\[
EBO_{i,j}(S_{i,0}, S_{i,j}) = \mathbb{E}B_{i,j}(S_{i,0}, S_{i,j}) = \sum_{x=S_{i,j}+1}^{\infty} (x - S_{i,j})P\{X_{i,j}(S_{i,0}) = x\} = m_{i,j}t_{i,j} - S_{i,j} + \sum_{x=0}^{S_{i,i,j} - x} P\{X_{i,j}(S_{i,0}) = x\}, \quad \forall S_{i,j} \in \mathbb{N}_0.
\]

Exact evaluation as explained above, leads to a computational issue, since the probabilities \( P\{X_{i,j} = x\} \), \( i \in I, j \in J \), should be calculated for all values \( x \in \mathbb{N}_0 \). In practice, however, we limit ourselves to \( x \in \{0, \ldots, x_{i,j}^{\text{max}}\} \), with \( x_{i,j}^{\text{max}} = \min \{x \mid P\{X_{i,j} \leq x\} \geq 1 - \epsilon\} \) and \( \epsilon = 10^{-6} \), and we allocate the remaining probability mass \( 1 - P\{X_{i,j} \leq x_{i,j}^{\text{max}}\} \) to \( P\{X_{i,j} = x_{i,j}^{\text{max}}\} \).

For large systems with many LRUs and local warehouses, the computational effort of the exact evaluations may become too high, and then approximate evaluation methods like METRIC or Graves’ approximation can be used. The METRIC approximation assumes that successive replenishment actions at the local warehouses are independent processes, all with the same mean \( t_{i,j} + (m_{i,j}/m_{i,0})\mathbb{E}B_{i,0}(S_{i,0}) \), which leads to a simple Poisson distribution for the variables \( X_{i,j}(S_{i,0}) \) (this may be seen as a single-moment fit). Graves (1985) proposes a different approximate evaluation method based on two-moment fits of negative binomial distributions on the variables \( X_{i,j}(S_{i,0}) \). This two-moments procedure leads to accurate approximations in all cases, while the METRIC approximation is good in many cases but it does lead to large deviations in several other cases (especially when \( \mathbb{E}B_{i,0}(S_{i,0}) \) is large). Wong et al. (2007), for instance, present the results of experiments evaluating the accuracy of both approximate evaluation methods when used for executing the greedy procedure (for a target expected waiting time as we discuss in Section 4.5.1).

### 4.4. Greedy algorithm

A feasible solution may be obtained in an efficient way via a greedy procedure similar to the procedures described in Wong et al. (2005, 2007, with constraints on the expected waiting times). The basic idea of this procedure is to add units of stock in an iterative way, as in Section 3.4. The difference is that at each iteration, we add one unit of stock for an LRU \( i \in I \) at a stock point \( j \in J \) such that we gain the largest decrease in distance to the set of feasible solutions per extra unit of additional cost. The procedure is terminated when a feasible solution is obtained.

Let \( e_{i,j} \) be a matrix having the same structure as the basestock matrices \( S \), with a one at the position corresponding to LRU \( i \in I \) and stock point \( j \in J \), and with zeros at all other positions. Further, in the
description below, we denote the variables $EBO_j(S_0, S_j)$ simply as $EBO_j(S)$. The greedy procedure starts by setting all base stock levels equal to zero. We define for each solution $S$ the distance to the set of feasible solutions as:

$$\sum_{j \in J_{\text{loc}}} \left( EBO_j(S) - EBO_{j_{\text{obj}}} \right)^+, $$

where $(x)^+ = \max(0, x)$. In each iteration, for each combination of $i \in I$ and $j \in J$, we calculate the reduction of the distance to the set of feasible solutions:

$$\Delta_{i,j} EBO = \sum_{l \in J_{\text{loc}}} \left[ \left( EBO_l(S) - EBO_{l_{\text{obj}}} \right)^+ - \left( EBO_l(S + e_{i,j}) - EBO_{l_{\text{obj}}} \right)^+ \right],$$

and we compute the ratio $\Gamma_{i,j} = \Delta_{i,j} EBO / c_i$. The basestock level corresponding to the LRU and stock point with the highest value for $\Gamma_{i,j}$ is increased by one unit (ties may be broken arbitrarily). The algorithm stops when a feasible solution is found. A formal description of the greedy procedure is given below as Algorithm 4.1:

**Algorithm 4.1.** (Greedy algorithm)

**Step 1.** $S_{i,j} := 0$ for all $i \in I$, $j \in J$ (so $S_j := (0, \ldots, 0)$ for all $j \in J$ and $S := (S_0, S_1, \ldots, S_{|J_{\text{loc}}|})$);

$C(S) := 0$ and $EBO_j(S) := \sum_{i \in I} m_{i,j} (t_{i,0} + t_{i,j})$ for all $j \in J_{\text{loc}}$.

**Step 2.** $\Gamma_{i,j} := \frac{\Delta_{i,j} EBO}{c_i}$ for all $i \in I$, $j \in J$;

$(k, l) := \arg \max_{(i,j) \in I \times J} \Gamma_{i,j}$;

$S := S + e_{k,l}$.

**Step 3.** $C(S) := C(S) + c_l$;

Calculate $EBO_j(S)$ for all $j \in J_{\text{loc}}$;

If $EBO_j(S) \leq EBO_{j_{\text{obj}}}$ for all $j \in J_{\text{loc}}$, then stop, else goto step 2.

4.5. Alternative service measures

We discussed, in Section 3.6, alternative service measures for the single-location model. Analogous to the changes that we have to make for single-location models, we can make changes to the METRIC model to incorporate those service measures. However, we discuss only one of those service measures, the expected waiting time in Section 4.5.1. We then discuss usage of a service level constraint on the total expected number of backorders over all local warehouses in Section 4.5.2.

4.5.1. Expected waiting time

As in the single-location problem (see Section 3.6.1), it is straightforward to adapt the service level constraint based on the expected number of backorders to one that is based on the expected waiting time. The expected waiting time for getting a ready-for-use part of LRU $i \in I$ at local warehouse $j \in J_{\text{loc}}$ when the base stock level is $S_{i,0}$ at the central depot and $S_{i,j}$ at the local warehouse, $W_{i,j}(S_{i,0}, S_{i,j})$, can be determined by Little’s formula (Little, 1961): $W_{i,j}(S_{i,0}, S_{i,j}) = EBO_{i,j}(S_{i,0}, S_{i,j}) / m_{i,j}$. Taking
all LRUs together, the aggregate expected waiting time \( W_j(S_0, S_j) \) at local warehouse \( j \in J^{loc} \) is:

\[
W_j(S_0, S_j) = \sum_{i \in I} P \{ \text{an arbitrary demand at local warehouse } j \text{ is for LRU } i \} 
\times (\text{expected waiting time for LRU } i \text{ at local warehouse } j)
\]

\[
= \sum_{i \in I} \frac{m_{i,j}}{m_{i,j}} \times EBO_{i,j}(S_{i,0}, S_{i,j}) = \sum_{i \in I} \frac{EBO_{i,j}(S_{i,0}, S_{i,j})}{m_{i,j}}.
\]

This means that we get a problem that is equivalent to the original problem.

4.5.2. Expected number of backorders over all local warehouses

Instead of using a service level target per local warehouse, we can also use an aggregate service level target over all local warehouses:

\[
\sum_{j \in J^{loc}} EBO_j(S_0, S_j) \leq EBO^{obj},
\]

where \( EBO^{obj} \) denotes the aggregate target. This is the service level target that Sherbrooke uses in his seminal paper (Sherbrooke, 1968) and in his book (Sherbrooke, 2004). Using such restriction may especially be interesting for users/maintenance organizations (see Section 2.1); OEMs servicing the installed base of their customers (see Section 2.2) have to achieve a certain service level for each customer.

Optimization can be done using a greedy algorithm that is very similar to Algorithm 3.1, but finding efficient solutions is not guaranteed. To find efficient solutions, a more time consuming greedy-like algorithm can be used, see Muckstadt (2005) or Basten et al. (2012a).

5. Emergency and lateral shipments

In several real-life situations, downtime of technical systems is too expensive to just patiently wait for a delivery when a requested spare part can not be delivered immediately from the nearest local warehouse. In such situations, there are typically procedures in place to deliver a spare part from another source, especially in OEM networks, see Section 2.2. The part may be delivered from a neighboring local warehouse via a lateral transshipment or from the central depot via an emergency procedure. Alternatively, an emergency repair of the defective part may be executed. Such procedures will be somewhat expensive in general, but it is very beneficial to apply them if downtime costs of technical systems are much higher. For the local warehouse where the demand was placed initially, it means that the demand is lost instead of backordered when it cannot be satisfied from stock. This has some consequences for our models and their analysis. We discuss this for single-location models in Section 5.1 and for two-echelon systems in Section 5.2. For the lateral transshipments, we restrict ourselves to reactive transshipments, although proactive transshipments have also been considered in the literature. The latter are transshipments that are performed, e.g., at the beginning of each week. We refer to Paterson et al. (2011) for an overview of the literature on both reactive and proactive lateral transshipments. A recent paper in which the two types of transshipments are compared, and that contains a quite extensive overview of the related literature, is Seidscher and Minner (2013).

5.1. A single location model with emergency shipments

Consider the single-location model of Section 3, but assume now that a demand is fulfilled from elsewhere by an emergency shipment in case a requested part can not be fulfilled from stock. Assume
that the average time for an emergency shipment is equal to $t_{im}$ for LRU $i$. Instead of a constraint on
the aggregate expected number of backorders, we get a constraint on the aggregate mean waiting time.
Define $W_i(S_i)$ as the mean waiting time for an arbitrary demand for LRU $i$. It holds that:

$$W_i(S_i) = (1 - \beta_i(S_i)) t_{im},$$

where $\beta_i(S_i)$ is the fill rate for LRU $i$. Next, we define $W(S)$ as the mean waiting time for an arbitrary
demand for all LRUs together:

$$W(S) = \sum_{i \in I} m_i W_i(S_i).$$

There are two types of costs now. As before, for each LRU $i$, there are unit inventory holding costs $c_{ih}$. In addition, there are costs for the emergency shipments: $c_{iem}$, each time that an emergency shipment
is performed for LRU $i$. We assume that $c_{iem}$ contains the costs for a fast delivery from another location.
When an emergency delivery is applied, one regular replenishment is applied less, and therefore those
costs may be subtracted. The average costs per time unit for LRU $i$ for emergency shipments are equal
to $m_i (1 - \beta_i(S_i)) c_{iem}$. This leads to the following formula for the total average costs per time unit for
LRU $i$:

$$C_i(S_i) = c_{ih} S_i + m_i (1 - \beta_i(S_i)) c_{iem},$$

and the total average costs, over all LRUs together, are equal to $C(S) = \sum_{i \in I} C_i(S_i)$. The optimization
problem, ($P'$), that we want to solve is as follows:

$$(P') \quad \min \quad C(S)$$
subject to

$$W(S) \leq W_{\text{obj}}$$

$$S \in S$$

The evaluation of a given policy basestock policy $S$ can still be done per LRU. Under the application
of emergency shipments, the number of parts in the repair pipeline of LRU $i$ is limited from above by
$S_i$. I.e., the behavior of the number of parts in repair of LRU $i$ is no longer as in an $M/G/\infty$ queue but
as in an $M/G/c/c$ queue with $c = S_i$ parallel servers, arrival rate $m_i$, and mean service time $t_i$. The
$M/G/c/c$ queue is also called an Erlang loss system. The fill rate $\beta_i(S_i)$ of LRU $i$ is obtained via the
so-called Erlang loss probability. The fill rate is equal to the fraction of time that there is at least one
part on stock, which is equal to the fraction of time that at least one server is free in the corresponding
Erlang loss system. The latter probability is equal to 1 minus the Erlang loss probability. Hence:

$$\beta_i(S_i) = 1 - \frac{(m_i t_i)^{S_i}}{\sum_{j=0}^{S_i} (m_i t_i)^j j^{S_i}}.$$ (14)

Karush (1957) has shown that the Erlang loss probability is strictly convex and decreasing as a
function of the number of servers (see also Remark 2 in Kranenburg and Van Houtum, 2007). This
implies that $\beta_i(S_i)$ is strictly concave and increasing on its whole domain. As a result:

- For each $i \in I$, $W_i(S_i)$ is decreasing and concave on its whole domain.
- For each $i \in I$, $C_i(S_i)$ is convex on its whole domain. The function $C_i(S_i)$ may now be decreasing
  for smaller values of $S_i$, because of the presence of the emergency costs.
Let $S_{i,\min} := \arg\min C_i(S_i)$. Then, obviously, for Problem $(P')$ and its corresponding multi-objective programming problem, we may exclude solutions with $S_i < S_{i,\min}$ for some $i \in I$. Then, efficient solutions can be generated for $C(S)$ and $W(S)$ in a similar way as for Problem $(Q)$ in Section 3 (see Fox, 1966, Section 8); the factors $\Gamma_i$ are now computed as $\Gamma_i := \Delta W_i(S_i)/\Delta C_i(S_i)$ with $\Delta W_i(S_i) = W_i(S_i) - W_i(S_i + 1)$ and $\Delta C_i(S_i) = C_i(S_i + 1) - C_i(S_i)$, $S_i \geq S_{i,\min}$.

5.2. Two-echelon models with lateral and emergency shipments

Consider the two-echelon model of Section 4. We now assume that the following alternative options are considered to satisfy a demand for an LRU $i \in I$ at local warehouse $j \in J_{loc}$ if local warehouse $j$ is out of stock:

1. **Lateral transshipment**: First, the stocks are checked at one or more other local warehouses $k \in J_{loc}$, $k \neq j$, that are at a relatively close distance to $j$. If one of these warehouses has a part on stock, then the demand is immediately coupled to that part and the part is delivered at the required place, leading to a delay $t_{lat}^{i,j,k}$ and an extra cost $c_{lat}^{i,j,k}$ for the lateral transshipment itself.

2. **Emergency shipment from the central depot**: If the demand cannot be fulfilled by the above option, then the stock at the central depot is checked. If the central depot has a part on stock, then the demand is immediately coupled to that part and the part is delivered at the required place via an emergency shipment, leading to a delay $t_{cd}^{i,j}$ and an extra cost $c_{cd}^{i,j}$ for the emergency shipment itself.

3. **Emergency shipment from the repair shop**: If the demand cannot be fulfilled by the above two options, then a ready-for-use part will be delivered from the repair shop. It is assumed that this is always possible, e.g., by quickly finishing the repair of a part of LRU $i$ in the shop. This option leads to a delay $t_{rs}^{i,j}$ and an extra cost $c_{rs}^{i,j}$ for the emergency repair/shipment itself.

Generally, the delays and extra costs increase when moving down this list of options.

In this case, the use of the above options may depend on the basestock levels at all locations. Therefore, we define $\hat{S}_i := (S_{i,0}, S_{i,1}, \ldots, S_{i,J_{loc}-1})$, $i \in I$; and $\hat{S} := (\hat{S}_1, \ldots, \hat{S}_|I|)$. Let $\beta_{i,j}(\hat{S}_i)$ be the probability that a demand for LRU $i$ at local warehouse $j$ is satisfied by the local warehouse itself. And let $\alpha_{i,j,k}(\hat{S}_i)$, $\theta_{i,j}(\hat{S}_i)$, and $\gamma_{i,j}(\hat{S}_i)$ be the probabilities that the demand is satisfied by a lateral transshipment from another local warehouse $k$, an emergency shipment from the central depot, and an emergency shipment from the repair shop, respectively. It holds that:

$$\beta_{i,j}(\hat{S}_i) + \sum_{k \in J_{loc}, k \neq j} \alpha_{i,j,k}(\hat{S}_i) + \theta_{i,j}(\hat{S}_i) + \gamma_{i,j}(\hat{S}_i) = 1, \quad \forall i \in I, \forall j \in J_{loc}.$$ 

The mean waiting time for a demand of LRU $i$ at local warehouse $j$ is given by:

$$W_{i,j}(\hat{S}_i) = \sum_{k \in J_{loc}, k \neq j} \alpha_{i,j,k}(\hat{S}_i)t_{lat}^{i,j,k} + \theta_{i,j}(\hat{S}_i)t_{cd}^{i,j} + \gamma_{i,j}(\hat{S}_i)t_{rs}^{i,j},$$

and the aggregate mean waiting time for an arbitrary demand at local warehouse $j$ is given by:

$$W_j(\hat{S}) = \sum_{i \in I} \frac{m_{i,j}}{\sum_{k \in I} m_{k,j}} W_{i,j}(\hat{S}_i).$$
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For the total costs of LRU \( i \), it holds that:

\[
C_i(\hat{S}_i) = c_i^h \sum_{j \in J} S_{i,j} + \sum_{j \in J^{loc}} m_{i,j} \left\{ \sum_{k \in J^{loc}, k \neq j} \alpha_{i,j,k}(\hat{S}_i)c_{i,j}^{\text{lat}} + \theta_{i,j}(\hat{S}_i)c_{i,j}^{\text{cd}} + \gamma_{i,j}(\hat{S}_i)c_{i,j}^{\text{rs}} \right\}.
\]

The total costs for all LRUs together are given by:

\[
C(\hat{S}) = \sum_{i \in I} C_i(\hat{S}_i).
\]

Let \( W_j^{\text{obj}} \) denote the target for the aggregate mean waiting time at local warehouse \( j \). Then, our optimization problem, Problem \((R')\), can be formulated as:

\[
\begin{align*}
\min \quad & C(\hat{S}) \\
\text{subject to} \quad & W_j(\hat{S}) \leq W_j^{\text{obj}}, \quad \forall j \in J^{loc} \\
& S_{i,j} \in \mathbb{N}_0, \quad \forall i \in I, \quad \forall j \in J
\end{align*}
\]

For the Problems \((P)\), \((R)\), and \((P')\), as described in the Sections 3, 4, and 5.1, it is possible to do exact and efficient evaluations of given solutions. Unfortunately, this does not hold for Problem \((R')\). Hence, many approximate evaluation procedures have been developed for the above and related models. Based on an approximate evaluation procedure, good feasible solutions can be generated by greedy heuristics. Both the approximate evaluation procedures and the greedy heuristics are discussed below. We start the discussion for a system that is one step simpler.

Consider the above system, but with infinite stock in the central depot. We then get a single-echelon, multi-location system. An emergency shipment from the central depot will always be possible, and thus \( \gamma_{i,j}(\hat{S}_i) = 0 \) for all \( i \in I \) and \( j \in J^{loc} \). The above expressions for \( W_{i,j}(\hat{S}_i), W_j(\hat{S}_i) \), and \( C(\hat{S}) \) are still valid (although the \( S_{i,0} \) have to be excluded in the vectors \( \hat{S}_i \) and \( \hat{S} \)). In the expression for \( C_i(\hat{S}_i) \), the inventory holding costs \( c_i^h S_{i,0} \) at the central depot have to be excluded. The remaining problem is denoted as Problem \((R'')\).

Problem \((R'')\) has been studied by Kranenburg and Van Houtum (2009). The authors develop an iterative, approximate evaluation procedure based on a decomposition of the connected local warehouses into individual local warehouses and a modeling of the overflow demand streams (i.e., the requests for lateral transshipments) as Poisson demand streams with appropriate rates. Under this decomposition, the individual local warehouses have a steady-state behavior that is identical to that of Erlang loss systems (i.e., \( M/G/c/c \) queues) with appropriately chosen parameters, and thus simple closed-form expressions are obtained for this behavior. In the iterative algorithm, the steady-state behavior of the individual local warehouses and the rates of the overflow demand streams are alternatingly updated. This leads to an approximate evaluation procedure that has been shown to be accurate and efficient. The main idea behind this procedure stems from Axsäter (1990). For the model of Kranenburg and Van Houtum, the procedure was further refined by Van Wijk et al. (2012), who modeled the overflow demand streams as interrupted Poisson processes (and who allowed so-called hold back levels). More restricted models have also been proposed, for example by allowing lateral transshipments in one direction only (see, e.g., Olsson, 2010). Reijnen et al. (2009) model a general structure for the lateral transshipments that generalizes many other structures that have been studied in the literature.

Based on the above procedure, Kranenburg and Van Houtum (2009) formulated a greedy heuristic consisting of two steps. In the first step, per LRU, the starting solution is \( \hat{S}_i = (0, \ldots, 0) \) and, in a greedy fashion, parts are added until no further decrease of \( C_i(\hat{S}_i) \) is obtained (similarly as for Problem \((P')\), the costs \( C_i(\hat{S}_i) \) may be decreasing for small base stock levels because of the lateral and emergency shipment costs). In the second step, all combinations of LRUs and local warehouses are taken into account at
the same time, and parts are added in a greedy fashion until a feasible solution is obtained (this step is similar to the greedy steps for Problem \( R \)). Kranenburg and Van Houtum (2009) tested the generated heuristic solutions against a lower bound obtained by Dantzig-Wolfe decomposition and found very small optimality gaps for problems with sufficiently many LRUs (say, 100 or more LRUs). Earlier, Wong et al. (2005) tested the same greedy heuristic, but than based on another approximate evaluation procedure, and also found small optimality gaps.

Let us now return to Problem \( (R') \). Intuitively, a greedy heuristic that is similar as for Problem \( (R''') \) should lead to good feasible solutions. In order to obtain a sufficiently fast procedure for problems of real-life size, such a greedy heuristic should be based on an efficient and still accurate approximate evaluation method. However, so far, such a method is not available. A method that is accurate, but not sufficiently fast is the one developed by Alfredsson and Verrijdt (1999) for a system where all local warehouse look for lateral transshipments from all other local warehouse (full pooling). The authors first aggregate the stock of all local warehouses and analyze a two-dimensional Markov process to obtain the fraction of demands satisfied by emergency shipments from the central depot and repair shop. Next, the decomposition idea of Axsäter (1990) is applied to analyze the local warehouses and to obtain the fractions of demand satisfied by the own local warehouse and by lateral transshipments. The method requires a numerical solution of the two-dimensional Markov processes, which requires relatively much computational effort.

It is not clear what the best method is to solve Problem \( (R') \). The most straightforward way would be via developing an efficient and accurate approximate evaluation method for the full two-echelon system. This may be based on combining ideas from the above papers and similar approaches for related systems. In particular, use of a two-dimensional Markov process, as in Alfredsson and Verrijdt (1999), is to be avoided. Maybe, a coupling between the local warehouses and the central depot can be made as in approaches for two-echelon models without lateral, but with emergency shipments, see Muckstadt and Thomas (1980) and Özkan et al. (2013). An alternative way is to decompose the two-echelon system in a single-location model for the central depot (cf. the model in Section 3) and a model for the local warehouses (cf. the single-echelon, multi-location model as discussed above), where an appropriate coupling is needed between these two models. E.g., first, basestock levels for the central depot may be determined, where then targets are assumed for the required service towards the local warehouses, and next the basestock levels for the local warehouses are generated such that the total system performance meets the aggregate mean waiting time constraints. The latter approach has the advantage of being able to incorporate other aspects that play a role at the central depot level.

Finally, we would like to mention that similar approaches have been used for a few variants of the systems discussed above: (i) a two-echelon system as in Problem \( (R') \) but without emergency shipments from the central depot and repair shop, see Axsäter (1990); (ii) a two-echelon system as in Problem \( (R') \) but with first looking for an emergency shipment from the central depot and then for a lateral transshipment, see Grahovac and Chakravarty (2001); (iii) a two-echelon system as in Problem \( (R') \) but without lateral transshipments shipments, see Muckstadt and Thomas (1980) and Özkan et al. (2013); (iv) a single-echelon, multi-location system as in Problem \( (R'') \) but without emergency shipments, see Kukreja et al. (2001).

6. Extensions

In this section, we discuss various extensions that may be made to spare parts models. In practice, networks may consist of more than two echelon levels, and we may need to stock not only the components
that are used during maintenance (LRUs), but also their subcomponents (called SRUs). We discuss both extensions in Section 6.1. In Section 6.2, we discuss including condemnation, i.e., the property that a certain percentage of repairable components turns out not to be repairable, for instance, because a component has been repaired already a number of times. We discuss replacing the one-for-one replenishment policy by batching of replenishments in Section 6.3, and in Section 6.4, we discuss servicing various types of customers, i.e., multiple demand classes. Next, differences in criticality of components are discussed in Section 6.5: not all components cause immediate downtime of the technical system and they may thus be treated differently. Dynamic allocation rules that take into account the actual status of the inventory network when deciding on how to fulfil a demand are discussed in Section 6.6, and we discuss the usage of data that results from condition monitoring of technical systems in Section 6.7. Finally, we discuss extensions in which spare parts inventory models are combined with models for other problems. We discuss three such examples: the interaction with capacity planning in the repair shop in Section 6.8, in Section 6.9 the relation with locating stock points when designing an inventory network, and the relation with the so-called Level Of Repair Analysis (LORA) problem in Section 6.10.

6.1. Multi-echelon systems and multi-indenture product structures

As denoted in Section 2, in practice, networks may consist of more than two echelon levels. Fortunately, as long as the network has a distribution structure (i.e., a tree structure), both the exact and approximate evaluation procedure for the METRIC method as described in Section 4.3 can easily be extended to multi-echelon networks, see Sherbrooke (2004), Rustenburg et al. (2003), and the references therein. The same holds for the greedy heuristic, as discussed in Section 4.4. Including lateral and emergency shipments leads to the same (or even more) complications as we discussed for two-echelon models in Section 5.2.

Especially in user networks, as discussed in Section 2.1, it may be necessary to not only stock Line Replaceable Units (LRUs) that are used during maintenance, but also their subcomponents, Stock Replaceable Units (SRUs). These SRUs are used to repair LRUs in a repair shop; we say that such SRUs are at the second indenture level in the product structure. If an SRU is not in stock when needed, the repair leadtime of the LRU may be seriously increased. The effect of these delays may be incorporated when setting planned repair leadtimes; it is then the responsibility of the repair shop to manage the stock of SRUs. Alternatively, an integrated planning model for the LRUs and SRUs may be used. Both options may make sense, depending on the exact environment, see Driessen et al. (2010).

Multi-indenture models can be used for the integrated planning of both LRUs and SRUs, and possibly of components at indenture levels below the SRUs. The first extension of the METRIC model to multi-indenture models is the MOD-METRIC model of Muckstadt (1973). Evaluating a stocking policy in a multi-indenture, multi-echelon model can be done similar to what we showed in Section 4.3, see, e.g., Rustenburg et al. (2003), and the greedy heuristic, as described in Section 4.4, can also still be used to find a good solution. To the best of our knowledge, there has been no research on lateral and emergency shipments in multi-indenture models.

In multi-echelon, multi-indenture models, it is also possible to incorporate that certain fractions of repairs are performed at one echelon level, whereas the rest is repaired at another echelon level (repairs may also be distributed over more than two echelon levels). However, combining this with lateral and emergency shipments makes the analysis of the resulting model probably very difficult. Models that include outsourcing a certain fraction of repairs or replacing a certain fraction of failed components by new components, are easier to analyze, and may be combined with lateral and emergency shipments. Such models are said to include condemnation, see Section 6.2.
6.2. Condemnation

We have thus far assumed that either all parts of a given LRU can be repaired (repairable parts) or that they all are discarded and replaced by a newly purchased component (consumable parts). In the case of a repairable part, we have assumed that such repairs are always successful. In practice, this is often more subtle. In many cases, components can fail due to various reasons. Some of the resulting defects may be repairable and others may not. It may also be that a part is only repaired for a limited number of times, because its performance slowly decreases after each repair. Such phenomena are referred to as condemnation.

From a modeling point of view, condemnation can be easily incorporated, which was already noticed by Feeney and Sherbrooke (1966). The idea is to introduce a parameter $r_i$ that represents the probability for a failed part of LRU $i$ that it can be repaired. At the most upstream location, we distinguish a mean repair leadtime $t_{i\text{rep}}$ and a mean procurement leadtime $t_{i\text{proc}}$. Then an arbitrary failed part leads to the arrival of a ready-for-use/new part at the most upstream location after an average leadtime $t_i = r_i t_{i\text{rep}} + \left(1 - r_i\right) t_{i\text{proc}}$. These $t_i$'s are the leadtimes that can be used in the models of Sections 3 to 5, without changing anything else.

6.3. Batching

In the models of Sections 3 to 5, we assume one-for-one replenishments in the whole system. In local warehouses, this is generally justified because they receive consolidated replenishments from central depots. However, at the most upstream locations, failed parts are sent into repair or orders are placed at outside suppliers: then some form of batching may be desired. This is especially true in user networks, as discussed in Section 2.1. Reasons for using batching may be fixed setup costs for certain repair activities, fixed ordering and delivery costs that are charged by external suppliers, or pack sizes that are prescribed by suppliers. Applying the logic of the Economic Order Quantity rule denotes that generally one-for-one replenishments will make sense for the more expensive LRUs, which have high inventory holding costs and/or low demand rates. For less expensive components, however, it may be appropriate to use a fixed batch size $Q$, and thus to follow an $(s, Q)$-policy instead of a basestock policy (see also Section 2.1). For the single-location model of Section 3, we can handle an $(s, Q)$-policy if a deterministic replenishment leadtime is assumed. For an LRU $i$ with reorder level $s_i$ and batch size $Q_i$, it then holds that at an arbitrary time point $t$, the inventory position (the amount of stock on hand plus on order) is uniformly distributed on the integers $s_i + 1, \ldots, s_i + Q_i$ (see, e.g., Proposition 5.1 of Axsiotis, 2006). This property can be used to determine the probability distribution at time point $t + t_i$, and the rest of the analysis goes along the same lines as before. For the the two-echelon model of Section 4, the extension can be made in a similar way, see also Topan et al. (2010). For the models of Section 5 with emergency and lateral shipments, it is much less clear how the effect of a fixed batch size can be included.

6.4. Multiple demand classes

In many real-life OEM networks (see Section 2.2), some customers demand a higher service level than others, e.g., delivery after four hours versus next day delivery. There could exist, for instance, silver, gold, and platinum contracts that are increasingly higher priced.

The most simple way to deal with this, is to not differentiate at all in the spare parts supply and give all customers the highest service level. Although this policy, referred to as the ‘round-up policy’ (see, e.g., Deshpande et al., 2003), seems strange, it is regularly used in practice (see, e.g., Cohen et al., 2006). This may be either because management decides that the simplicity of this policy makes it attractive (it is still possible to differentiate customers in another way, e.g., by adapting the dispatching policy.
for service engineers) or because service engineers see that there is stock on hand and do not want to let their customer wait, even though the customer has a low priced contract. The most simple way to differentiate between customer classes is by holding separate stocks for both customer classes. This policy is denoted as the ‘separate stock’ policy (see, e.g., Deshpande et al., 2003). The downside of this policy is that inventory pooling benefits are not capitalized, but, again, the policy may be interesting because of its simplicity to implement.

By far the most studied policy that combines demand streams of various customer classes while differentiating between the various classes, is the critical level policy. The basic idea of this policy is, for the example of two demand classes, that there is a certain critical level \( K_i \) for LRU \( i \). When on hand stock is higher than or equal to \( K_i \), demands from both classes of customers are fulfilled FCFS, but when on hand stock is lower than \( K_i \), demands of premium customers are fulfilled only, while the demands of the other customers are backordered (or lost, depending on the model assumptions). This policy has been applied to a spare parts inventory setting in several papers, see, e.g., Dekker et al. (2002), Deshpande et al. (2003), Kranenburg and Van Houtum (2008), Möllering and Thonemann (2010), and Enders et al. (2013). In these studies, the cost performance of critical level policies is also compared numerically to the round-up and separate stock policies, see, e.g., Deshpande et al. (2003) and Kranenburg and Van Houtum (2008).

To the best of our knowledge, Abouee-Mehrizi et al. (2012) are the only ones who consider multiple demand classes in a two-echelon network, i.e., a network consisting of local warehouses that may have different backordering (and holding) costs and a central warehouse with finite inventory. Using at the central warehouse a critical level policy as described above may lead to sending a spare part to a high priority local warehouse (having high backordering costs) that already held some on-hand stock, while a low priority local warehouse may be out of stock. Abouee-Mehrizi et al. compare various priority rules at the central depot, including the critical level policy and a generalized version of that policy (which they call the Multilevel Rationing and Generalized Multilevel Rationing policies, respectively).

There are also other ways to differentiate between customer classes. Alvarez et al. (2013a) for instance, propose to use, in the case of a stock out, emergency shipments for priority customers only, and Alvarez et al. (2013b) propose to differentiate by using dedicated stocks at some customers only.

6.5. Criticality

So far, we have assumed that if any component fails, the entire system fails. In practice, this assumption is not always justified; there are many components whose failures do not lead to the system breaking down. We say that the criticality of a component need not be 100%; the criticality of a part is related to the consequences for the system if that part is not replaced immediately. When an OEM has a service contract with the users of its systems, then this criticality may not be relevant. However, for users that maintain their own systems, this may be very relevant to consider, as discussed in Section 2.1.

The consequences may depend on the part itself (e.g., a toilet in a train is not critical), the exact failure mode of a failed part, the position of a component in the system (a component may occur at multiple places in a system, and the criticality may differ per position), the level of redundancy per position, and so on. A good way to address these factors is by going back to the reliability data of a system and to incorporate the above factors in the modeling. This has been done, for instance, by Van Jaarsveld and Dekker (2011). De Smidt-Destombes et al. (2004) have proposed spare parts models for so-called \( k \)-out-of-\( n \) systems in which there are \( n \) identical components, out of which \( k \) (\( k < n \)) need to function.
6.6. Dynamic allocation rules

In the models discussed in Section 5, the rules for the use of emergency and lateral shipments may be denoted as static rules. This is appropriate for inventory models that are used at a tactical level. At the operational planning level, however, it may be more beneficial to use so-called dynamic rules, under which the choice of the option to fulfil a demand depends on the actual status of the inventory network. Suppose that a demand occurs at a local warehouse that is out of stock at that moment. Then it may make sense to look at when a next part arrives from the replenishment pipeline. If a part would arrive in half a day, and a lateral transshipment would take an equal or longer time, then it makes sense to fulfil the demand by the part in the pipeline. Such usage of so-called pipeline information has been shown to be quite beneficial in certain cases, see, e.g., Chu et al. (2001), Axsäter (2003), Minner et al. (2003), Howard et al. (2010), and Yang et al. (2013). Another type of information that may be beneficial to use, is about the actual on hand stocks of neighboring local warehouses when a lateral transshipment is needed. It then makes sense to fulfil a demand from a neighboring local warehouse that has still two or more parts on stock rather than from a warehouse that has only one part left, see, e.g., Jalil (2011) and Tiemessen et al. (2013).

6.7. Advance demand information

Inventory control may benefit from using information on the condition of the installed base and from other forms of advance demand information (ADI), e.g., resulting from customers that place orders that will lead to an actual demand only after a certain lead time. The seminal paper on ADI is that of Hariharan and Zipkin (1995). The authors assume a continuous review, base stock policy with full backordering in both a single location system and a serial system. Hariharan and Zipkin (1995, p.1600) find that “the effect of a demand leadtime on overall system performance is precisely the same as a corresponding reduction in the supply system”.

We are aware of the following papers that consider, in the context of spare parts inventory control, ADI that results from monitoring the degradation state of components in the installed base, all of which consider a periodic review model: Deshpande et al. (2006), Li and Ryan (2011), Louit et al. (2011), and Lin et al. (2012). In addition to adapting the spare parts supply, the maintenance policy may also be adapted, see, e.g., Elwany and Gebraeel (2008), Wang et al. (2008, 2009), and Rausch and Liao (2010).

6.8. Repair shop capacity planning

Decisions that are made about the repair shop, heavily influence the amount of spare parts that may be required; enabling faster repairs may mean that less spare parts are required to achieve the same service level. In some cases, repairs themselves may become faster, for example, by automating part of the process; in other cases, delays in the repair shop due to queuing in front of bottlenecks may be reduced by installing more equipment or hiring more manpower (more servers). Especially in the case of a user who maintains its own systems (see Section 2.1), decisions on the repair shop and the inventory control may be made jointly, which can lead to lower costs than when the inventory control policy is determined after the decisions on the repair shop have been made.

To the best of our knowledge, Van der Heijden et al. (2013) have been the only ones to consider the explicit trade-off between enabling faster repairs and stocking more spare parts on a tactical level. For a multi-echelon, multi-indenture model, they extend the greedy heuristic that we have discussed in Sections 3.4.2 and 4.4 to include the option to reduce certain lead times, instead of stocking more spare parts. Various authors have considered the trade-off between adding more servers (e.g., equipment) and adding more spare parts: there exist various papers in which capacitated repair shops have been
introduced in METRIC type models (see, e.g., Díaz and Fu, 1997) and there has also been some work on the joint optimization of the number of servers and amount of spare parts (see, e.g., Sleptchenko et al., 2003).

6.9. Facility location problem

Especially for OEMs that perform maintenance on the installed base that they have sold (see Section 2.2), it may be worthwhile to not see the layout of the spare parts network as a given. Companies such as IBM increasingly depend on logistics service providers (LSPs) such as DHL or UPS to stock their spare parts close to the customers. In other words, LSPs are responsible for the stocking locations at echelon level 1 (see Figure 2). As a result, it is relatively inexpensive to change the stocking locations and the decision on where to locate these stock points, the facility location problem, thus becomes a tactical problem instead of a strategic problem.

The locations of the stock points and the amount of spare parts may then be optimized jointly, which is especially relevant if time based service constraints have been agreed upon with customers (e.g., a certain percentage of requested parts should be fulfilled within a certain number of hours). Candas and Kutanoglu (2007), for instance, solve the joint problem by linearizing fill rate functions and then solving the resulting mixed integer linear programming formulation. Rappold and Van Roo (2009) use a two-step approach: the first step consists mainly of the facility location problem whereas the second step considers the spare parts inventories. The capacities of the locations, which Candas and Kutanoglu, for example, do not consider, are taken into account in both steps.

6.10. Level of repair analysis

Level Of Repair Analysis (LORA) is a term that stems from the military and it refers to deciding on which components to repair upon failure and which to discard, where in the repair network to perform repairs, and where to install capabilities such as manpower and equipment. In the models that we have discussed above, we have assumed that such decisions have already been taken. However, these decisions influence the required amount of spare parts drastically. For instance, repairing a certain component at echelon level 1 leads to a lead time that is short compared to discarding that component and replacing it by a newly purchased component. As a result, a number of papers has been written on this subject. Alfredsson (1997) and Basten et al. (2012a) solve the joint problem integrally, but in order to do so, they have to make simplifying assumptions. For example, they consider two-echelon networks only and single-indenture product structures. Basten et al. (2012b) focus on more general network and product structures, but it means that they have to resort to a two-step approach. In the first step, they perform the LORA, and in the second step, they take the decisions on spare parts inventories. They next feedback the results on the spare parts inventories to the LORA and they generally find good solutions after a couple of iterations. The drawback is that here is no guarantee on the performance of their heuristic.

7. Conclusions and application in practice

We have discussed a broad range of spare parts inventory control models. It should be clear by now that there have been a lot of results over, approximately, the last 50 years, and that there are still a lot of opportunities for further research on these models. Combining spare parts inventory control problems with other problems poses interesting challenges too, of which some have been treated in Section 6. Some of the models that we have discussed have found their way into applications that are used in practice. We end this survey paper by pointing to some literature that presents these applications.
Multi-echelon, multi-indenture, METRIC-type models have been implemented in various software tools, in use at various organizations. Historically, military organizations, especially the US military forces, have been the first to adopt such models. In his book, Sherbrooke (2004, Chapter 10) discusses quite extensively that various models (e.g., VARI-METRIC and MOD-METRIC) have been implemented in the US military forces decades ago. For instance, VMetric (see, e.g., Sherbrooke, 2004, Appendix E) is a software tool that is based on VARI-METRIC and that has been used by, among others, the US Coast Guard; VMetric has been developed by TFD Group.

OPUS10, by Systecon, has been used by various European aircraft manufacturers and NATO air forces (Sherbrooke, 2004, p.232); Inventri, based on VARI-METRIC and the work of Rustenburg (2000), is in use at Thales Nederland (Basten et al., 2012b).

Also outside the military, these models have been applied. Cohen et al. (1990) report on a software tool in use at IBM, Optimizer, that uses multi-indenture, multi-echelon models. Morris Cohen is further one of the founders of MCA Solutions (Morris Cohen & Associates). Both MCA Solutions and Xelus, which offered Xelus Parts, have been acquired by Servigistics, which offers Servigistics’ Service Parts Management. All these software tools are (were) based on multi-indenture, multi-echelon models.

Finally, some other models have found their way into applications as well. A single-echelon, multi-location model with lateral transshipments (mentioned at the end of Section 5.2) has been implemented at ASML, see, e.g., Kranenburg and Van Houtum (2009), and Deshpande et al. (2006) report on a project performed at the US Coast Guard, in which, among other things, the usage of an inventory control policy that uses advance demand information (see Section 6.7) is investigated. At the time of writing by Deshpande et al., the US Coast Guard was contracting commercial vendors to develop decision support containing this policy.

Draper and Suanet (2005) explain that IBM has developed the Global Part System (GPS), which consists of both components that IBM has developed itself and components that it has purchased. At the time of writing by Draper and Suanet, GPS was used to support IBM’s four central warehouses only, but it was planned that its patented Network Neighborhood would be integrated in order to support local stock points. Network Neighborhood uses time based service level targets and lateral transshipments (Erke et al., 2003).
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