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Summary

Markets demand continuously for higher quality, higher speed, and more energy-efficient professional printers. In this thesis, control strategies have been developed to improve the performance of both professional inkjet and laser printers.

Drop-on-Demand (DoD) inkjet printing is considered as one of the most promising printing technologies. It offers several advantages including high speed, quiet operation, and compatibility with a variety of printing media. Nowadays, it has been used as low-cost and efficient manufacturing technology in a wide variety of markets. Although the performance requirements, which are imposed by the current applications, are tight, the future performance requirements are expected to be even more challenging. Several requirements are related to the jetted drop properties, namely, drop velocity, drop volume, drop velocity consistency, productivity, and reliability. Meeting the performance requirements is restricted by several operational issues that are associated with the design and operation of inkjet printheads. Major issues that are usually encountered are residual vibrations in and crosstalk among ink channels. This results in a poor printing quality for high-speed printing. Given any arbitrary bitmap, the main objective is to design actuation pulses such that variations in the velocity and volume of the jetted drops are minimized.

Several model-based feedforward control techniques using an existing model are implemented to generate appropriate input pulses for the printhead. Although the implementation of the model-based techniques shows a considerable improvement of the printhead performance compared with the current performance, further improvements are still necessary. We observe that besides the pulse shape the state of the ink surface at the nozzle plate (speed, position) at the start of the pulse influences the drop velocity considerably. This state at firing depends also on previous pixels in the bitmap of the image. Consequently, any pulse design has to guarantee almost the same initial state when firing a drop. Based on these facts, a model-free optimization scheme is developed to
minimize the drop velocity variations taking into account the bitmap information. Experimental results show the effectiveness of the optimized pulses.

Laser printing systems are highly depending on the appropriate combination of several design factors so as to become functional in a desired working range. The physical printing process involves multiple temperature set points at different places, precise electro-magnetic conditions, transfer of toner through certain pressures and layouts, and many other technical considerations. In the laser printing system there are several challenging issues and unknown disturbances. They originate from different sources, such as the printer itself (unknown phenomena appear, disturbances that are not foreseen, wear, contamination, failures, bugs), the environment of the system (power supply variations, temperature, humidity, vibrations), and the printing media (weight, coating, thermal properties, humidity characteristics, and initial temperature).

These issues have a negative effect on the stability and performance of the laser printing system. The objective is to design a control scheme to achieve printing quality requirements and a high productivity. Good printing quality means that the fusing temperature should track a certain reference signal at different operating conditions. Based on the printing system behavior, we propose two different control schemes to cope with the large parameter variations and disturbances, namely, a Model Reference Adaptive Controller (MRAC) and a nonlinear (scheduled) observer-based output feedback control scheme. Both control techniques yield considerable performance improvements compared with the present industrial controller.
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Chapter 1

Introduction

This work has been performed as a part of the Octopus project. This project was a cooperation between Océ Technologies, the Embedded Systems Institute, Eindhoven University of Technology, and seven academic partners. The main goal of this project is to define new techniques, tools, and algorithms to design professional printers, which adapt themselves to cope with changes that occur during operation. Printers and paper reproduction systems need to make on-line trade-offs between several system aspects so as to guarantee the performance of the system. By doing so, different demands of the customers can be optimally met in real-time using the same machine.
1.1 Professional printing systems

The market of professional printing systems is a segment where Océ plays a dominant role with systems that produce, distribute, and manage documents. Documents are printed in color or black and white and in a variety of formats, see Figure 1.1. The Océ customers are typically working in offices, education, industry, or the graphics industry. As such, the market of Océ starts at the top of the low cost office printers and ranges up to the offset lithography printers.

Faster, better quality, and lower costs of ownership are the main challenges for the development of professional printing systems. Recent advances in printing technology over the past few decades have made printing systems commercially available for home and office environments, with industry constantly pushing the limits in terms of productivity, accuracy, resolution, minimizing disturbance levels, reliability, and finding new applications. These printers depend on a wide range of deposition methods such as thermal and piezoelectric inkjet, and laser printing.

Figure 1.1: Various professional printers developed at Océ.

Several applications in industry are using inkjet printing technology due to its ability
1.2 Research targets

The thesis is divided into two main parts: a drop-on-demand inkjet printing system and laser color printing.

- The first case tackles the operational issues, residual vibrations and crosstalk, encountered in a drop-on-demand inkjet printing system.
These operational issues limit now the attainable performance of the printhead. Large variations in the drop properties result as a consequence of varying the jetting frequency and the bitmap. That results in the following research goal,

1. **Design simple actuation pulses for an arbitrary bitmap and a range of jetting frequencies such that the resulting drop properties are similar under all conditions.**

- The second part of this thesis focuses on laser color printing.

Laser printers have to produce high quality prints, have a high throughput, have to be reliable under a large range of conditions, and yield a low per-print cost. As a result, such printers should be adaptable with respect to variations in media, and the environmental variations. These challenges pose the following research goals,

1. **Achieve accurate temperature control within a constrained real-time environment with fast and large parameter variations.**

2. **Design a control system that incorporates the available information about the print job to maximize throughput while satisfying in all situations quality constraints.**

### 1.3 Methodology and main contributions

#### 1.3.1 Inkjet printing system

The operational issues are large, but they are also reproducible and predictable. There are rather accurate models, but no sensors available for real-time measurements. Therefore, feedforward control is suitable for designing the actuation pulse. In this thesis, two different feedforward approaches are investigated.

Firstly, an inverse-based feedforward control is implemented to deal with the residual vibrations and crosstalk. Inverse-based control is successfully used for high-precision application since it has the ability to perfectly track a desired trajectory with high precision. That makes this control strategy very appealing in our application. We explore different possibilities of the inverse control to cope with the residual vibrations and crosstalk.

To overcome the modeling problems that usually degrade the performance of the model-based feedforward control, an experimental-based feedforward control is proposed. In this approach, the actuation pulse is optimized based on the measured drop properties. The optimization is carried out with a printhead in the loop. Therefore, all modeling issues are avoided. The main advantage of this approach is that the feedforward input
is designed based on the drop properties, which are the main measure for the printing quality, and not on an intermediate variable. By understanding the physics of a print-head, a simple structure of the actuation pulse is suggested. This structure allows a simple optimization and opens a possibility for real-time pulse adaptation if measurements become available. We show throughout the thesis that designing the proper pulse will considerably improve the printhead performance without redesigning the existing printhead.

1.3.2 Laser printing system

Based on the research goals and the analysis of existing control strategies show that gain scheduling, adaptive control and/or robust control are appropriate strategies. As we know the changing parameters, robust control will be too conservative yielding less performance. For adaptive control the emphasis has to be focused on fast adaptation rate.

Adaptive control is a very powerful tool when the system dynamics are time varying. The main difference between adaptive control and robust control is that adaptive control does not need any priori knowledge about the bounds on these uncertain or time-varying parameters. Robust control guarantees that if the changes are within given bounds the control law need not be changed, while stability is guaranteed. Adaptive control is concerned with control laws, which adapt themselves. The large and fast variations in the printing system require adaptive controllers with a short adaptation phase. Therefore, we propose two methods to improve the adaptation convergence of the adaptive control.

Since the main source of parameter variations is due to different printing jobs, which is known, gain scheduling is an appropriate choice to incorporate this knowledge. Once an operating point is detected, the controller parameters are changed to the appropriate values, which are obtained from the precomputed parameters set. Transitions between different operating points, which lead to significant parameter changes, are handled by interpolation or by increasing the number of operating points. Thus, the gain scheduler consists of a look-up table and the appropriate logic for detecting the operating point and choosing the corresponding values of the controller parameters from the table. Adaptive control and gain scheduling are both used to adapt the printing system to physical runtime variations and to optimize the system to the different and changing preferences of the user.
1.4 Thesis outline

Part I: Professional Inkjet Printing System
In chapter 2, we start with a historical overview about the development of inkjet printing systems. We explain the basic principles and the structure of the printhead under investigation. That leads to a discussion over the operational issues that degrade the performance of the printhead. We present an experimental setup, which is used to study the printhead. Finally, we indicate the main industrial and research challenges and a short overview about the methods to achieve these objectives.

In chapter 3, we present the application of the inverse-based feedforward control to cope with the residual vibrations and crosstalk in the inkjet printer. We start with exploring the basics of the model-based inverse control and with formulating the control objectives. Finally, the application of the feedforward control to single and multi channel(s) with simulation and experimental results are described.

In chapter 4, an experimental-based control strategy is developed to reduce the effect of the residual vibrations and crosstalk. A new parametrization of the actuation pulse is introduced. Based on physical understanding the dynamics of an ink channel, we define a solution: each pulse has to start with the same state (meniscus velocity and meniscus position). We formulate optimization problems to reduce the drop velocity variations for both single and multi channel(s). Finally experimental results show the effectiveness of the optimized pulses.

Part II: Professional Laser Printing System
In chapter 5, we present an overview of the laser printing system. A brief description of the printing process is given. We identify a set of challenging control problems that are relevant to the printing process. Consequently, we motivate the use of adaptive control to tackle these control problems.

In chapter 6, model reference adaptive controller (MRAC) is selected to improve the behavior of the laser printing system. Two different methods to improve the convergence of the MRAC, namely, using a nonlinear varying adaptation gain and using multiple adaptation gains with a new adaptation law are addressed. Using a numerical example, the performance of the two methods are compared with the performance of the standard MRAC. Finally, the application of the proposed approaches for a printing system is illustrated.

In chapter 7, a Takagi-Sugeno (T-S) model is proposed as a feasible approximation to the laser printing system. A robust control problem is formulated taking into account the approximation error. Based on the print job, state and output feedback controllers are designed. The application of this robust gain-scheduling control design to a professional printing system is discussed.

In chapter 8, the conclusions and the recommendation of this research are presented.
Chapter 2

Drop-on-Demand Professional Inkjet Printer

Drop-on-demand (DoD) inkjet printing is an efficient technology for depositing picoliter drops on various printing surfaces. DoD technology is compatible with various liquids and does not require contacting the printing media. DoD inkjet printing combines several advantages including high speed, quiet operation, and compatibility with a variety of printing surfaces. Moreover, with DoD printing one can make patterns without any additional lithographic processes. Inkjet printing can reduce the number of processing steps compared to conventional patterning processes. This results in a lower production cost in manufacturing. Besides the well known small inkjet printers used as home or office appliances, professional inkjet printers are widely used in industry. Nowadays, DoD inkjet technology is applied in many engineering and scientific applications, see Figure 2.1. Inkjet technology is not only used for document printing, the production of posters, and CAD drawings but it is also applied in the electronics industry for the production of polyLED displays and the production of biochips for medical research. In textile industry, wide-format inkjet printers are used to print on silk, cotton, and polyester. Inkjet technology plays also an important role in 3D printing of rapid prototyping [1]-[5].
2.1 Inkjet printing technologies

In inkjet technology, one distinguishes between continuous inkjet or drop-on-demand (DoD). For continuous inkjet printer, a continuous stream of ink is supplied to the print-head. DoD is a broad classification of inkjet printing technologies where drops are ejected from the printhead only when required. The drops are usually formed by the creation of pressure pulses within the printhead. The particular method that is used to generate these pressure pulses creates the primary subcategories within DoD technology, namely, thermal, piezoelectric, electrostatic, and acoustic. In this section, we provide a short overview of the development of the inkjet technology. After that, we explain the basic mechanisms of different inkjet technologies.

2.1.1 History of inkjet technologies

In 1878, Lord Rayleigh described the basic principles of how a liquid stream breaks up into drops [6]. However, it took several decades before implementing these physical principles into a working device. The first device based on these principles was developed in 1948 by Siemens Elema in Sweden [7]. This device was similar to a galvanometer. Instead of using a pointer as an indicator, a pressurized continuous stream of ink was used to record the signal onto a transported recording media.
In the early 1960s, the principle of continuous inkjet printing was established. By applying a pressure wave pattern, the ink stream is split into drops of uniform size and spacing [8]. After breakoff, an electric charge is imposed on the drops. While passing through an electric field, the uncharged drops are deflected into a collector for recirculation, whereas the remaining charged drops are disposed directly onto the media to form an image. In the 1970s, IBM launched a development program for continuous inkjet technology [9].

In the late 1970s, the first DoD inkjet technology appeared. A DoD printer ejects ink drops only when these drops are used in imaging on the media. Many DoD inkjet systems were invented, developed, and produced commercially in the 1970s and 1980s, including the Siemens PT-80 serial character printer [10]. In these printers, a voltage pulse causes ink drops to be ejected as a result of a pressure wave created by mechanical motions of piezoelectric ceramic actuators.

In 1979, Canon invented a mechanism, called the bubble jet, where ink drops are ejected from the nozzle by the expansion of a vapor bubble on the top surface of a heater located near the nozzle [11]. At the same time, Hewlett-Packard developed a similar inkjet technology called ThinkJet (thermal inkjet) [12]. This development was the first low-cost inkjet printer based on the bubble jet principle.

Since the late 1980s, thermal inkjet or bubble jet printers became the practicable alternative to impact dot-matrix printers for home and office use, mainly because of their color capabilities, small size, low cost, and quietness. For more details about the history of inkjet technology development, see [13]-[16].

### 2.1.2 Inkjet technology map

Inkjet printing has been implemented in many different designs and has a wide range of potential applications. A basic overview of inkjet technologies is shown in Figure 2.2. Inkjet printing technologies are divided into the continuous and the DoD inkjet methods.

The basic mechanism of the continuous printing technology is to pump fluid from a reservoir to small nozzles, which eject a continuous stream of drops at high frequency, typically from 50 kHz to 175 kHz, using a vibrating piezoelectric crystal. The drops are electronically charged by passing them through a set of electrodes. The charged drops then pass a deflection plate that uses an electrostatic field to deflect the drops that will be printed. Undeflected drops are collected and returned for re-use.

As depicted in Figure 2.3, in this deflection methodology, the continuous inkjet is de-
signed as a binary or multiple deflection system that separates drops for print from drops that are recollected and not printed. In a binary deflection system, the drops are either charged or uncharged. The charged drops are disposed directly onto the media, while the uncharged drops fly into a gutter for recirculation. In a multiple deflection system, drops are charged and deflected to the media at several levels. The uncharged drops pass straight to a gutter from where the ink is recirculated.

Also the DoD inkjet printers eject ink drops as a result of an electric signal, but only when needed. Depending on the actuator, the DoD printing technology is classified into thermal and piezoelectric. In the thermal process, drops of ink are forced out of the nozzle by heating a resistor to 350 – 400°C, which causes a thin film of ink above the heater to vaporise into a rapidly expanding bubble. Depending on its configuration, a thermal inkjet is either a roof-shooter with an orifice located on top of the heater, or a side-shooter with an orifice located on a side nearby the heater, see Figure 2.4.

The advantages of thermal inkjet include the high nozzle density and potential for very small drop sizes. High nozzle density leads to compact devices, potentially, high-resolutions, and low printhead costs. On the other hand, the drawbacks of this technology are mainly related to the limitations of the fluids that can be used. The fluid has to contain a substance that can be vaporized at reasonable temperatures and has to withstand the effects of high temperatures. Moreover, these high temperatures can form a hard coating on the resistive element, which degrades its efficiency and, ultimately, the life of the printhead.

Nowadays, professional and industrial inkjet printers use a piezoelectric actuator in an
2.1. INKJET PRINTING TECHNOLOGIES

(a) Binary-deflection system

(b) Multiple-deflection system

Figure 2.3: Continuous inkjet printer configurations.

Figure 2.4: DoD thermal inkjet printer configurations.
ink-filled chamber behind each nozzle instead of a heating element. By applying a voltage, the piezoelectric material changes its shape or size, which generates a pressure pulse in the fluid forcing a drop of ink to leave the nozzle.

Based on the piezoelectric actuator deformation mode, the piezoelectric technology is classified into four main types, namely, squeeze mode, bend mode, push mode, and shear mode, see Figure 2.5. For squeeze mode, radially polarized ceramic tubes are used. In both bend and push mode design, the electric field is generated between the electrodes parallel to the polarization of the piezoelectric material. In a shear mode printhead, the electric field is designed to be perpendicular to the polarization of the piezoelectric actuator.

A piezoelectric inkjet printer allows a wide variety of fluids in a highly controllable manner and high reliability with a long life for the printhead. However, the printheads are expensive, which limits the applicability of this technology in low-cost applications.

2.2 DoD piezoelectric inkjet printer

In this thesis, we focus on a DoD piezoelectric inkjet printhead, which consists of ink channels with a high integration density. Each channel is equipped with its own piezoelectric actuator. The ink in the channel is supplied from a reservoir, which is located above the channels. Filters ensure that no unwanted particles enter the ink channels. An actuator foil covers the ink channels in the channel block. The foil is connected to the actuator plate with piezoelectric elements and substrate. The nozzle plate, which contains the nozzles, is mounted to the bottom of the head. The part of the head between a channel and a nozzle is called the connection. In Figure 2.6, an exploded view of the piezoelectric inkjet printhead is shown together with a schematic representation of a single channel.

2.2.1 Printhead dynamics

The fluid dynamics in the ink channel is governed by the wave propagation equation [15]-[16]. Consider the one-dimensional linear wave equation

\[
\frac{\partial^2 P}{\partial x^2} - \frac{1}{\nu^2} \frac{\partial^2 P}{\partial t^2} = 0, \tag{2.1}
\]

and

\[
\frac{\partial^2 \zeta}{\partial x^2} - \frac{1}{\nu^2} \frac{\partial^2 \zeta}{\partial t^2} = 0, \tag{2.2}
\]
2.2. DoD Piezoelectric Inkjet Printer

Figure 2.5: DoD Piezoelectric inkjet printer modes.

Figure 2.6: Schematic representation of a single channel (a) and overview of a piezoelectric inkjet printhead (b).
with

\[ x \in [0, L], \quad t \geq 0, \]

that describes the pressure \( P(x, t) \) and the particle displacement \( \zeta(x, t) \) in a medium of a one-dimensional channel, where \( \nu \) is the sound speed in the medium and \( L \) is the length of the channel. The relation between the pressure \( P \) and the displacement \( \zeta \) is given by

\[
P = -\rho\nu^2 \frac{\partial \zeta}{\partial x},
\]

with \( \rho \) the fluid density. Suppose that the sound speed \( \nu \) is a constant, then each solution of (2.1) can be written as

\[
P(x, t) = f(x - \nu t) + g(x + \nu t),
\]

where \( f \) and \( g \) are two twice-differentiable functions. The pressure inside the channel is therefore the sum of two pressure profiles. The pressure wave \( f \) travels in the positive direction of the x-axis with velocity \( \nu \), while the pressure wave \( g \) travels in the negative direction of the x-axis with velocity \( \nu \).

When an obstruction occurs at some location inside a channel, part of the pressure wave is transmitted and part is reflected. A reflection coefficient describes either the amplitude or the intensity of a reflected wave relative to an incident wave. The reflection coefficient is closely related to the transmission coefficient. The simplest cases to analyze are the idealized open and closed ends. These assumptions are also appropriate for the end conditions in the DoD inkjet channel, where the side on which the nozzle plate is attached can be modeled as closed, since the nozzle opening is a negligible fraction of the channel cross-sectional area. The reservoir side can be considered as open, since the inside diameter of the reservoir is considerably larger than the inside diameter of the channel. The pressure reflections from open and closed ends are obtained from the boundary conditions with the use of (2.1) and (2.3).

Consider first the open end, where the (left) boundary condition of (2.1) is assumed to be zero pressure \( P(0, t) = 0 \). This boundary condition is satisfied by superimposing a similar pressure wave of opposite sign on the incident pressure wave. This pressure wave is traveling in the opposite direction at the same distance from the end as the incident wave. On the other hand, for the closed end the boundary condition is zero velocity \( \frac{\partial \zeta}{\partial t}(L, t) = 0 \). Since the displacement \( \zeta(x, t) \) satisfies the same wave equation as the pressure (2.1), it follows that the velocity also satisfies a similar equation. Hence, displacement and velocity have propagating wave solutions similar to (2.4). Therefore, when the wave reflects from an open end, the phase of the reflected wave is the same
According to the above analysis, a trapezoidal pulse is applied to the piezoelectric actuator to fire a drop, as shown in Figure 2.7. Then, ideally, the following occurs. First, a pressure distribution is generated in the channel by enlarging the volume in the channel. The initial pressure profile splits and propagates in both directions. These pressure waves are reflected at the reservoir that acts as an open end and at the nozzle that acts as a closed end. A negative pressure profile reflects at the nozzle and causes the meniscus to retract. The meniscus is the curve in the upper surface of the ink close to the surface of the nozzle. Next, by decreasing the channel’s volume to its original value, a positive pressure profile reflects at the nozzle and causes the meniscus to retract. The meniscus is the curve in the upper surface of the ink close to the surface of the nozzle. Consequently, the wave traveling toward the reservoir is canceled, whereas the wave traveling toward the nozzle is amplified such that the pressure is large enough to result in a drop.

### 2.2.2 Drop formation

For simulating the drop formation the nonlinear Navier-Stokes equations have to be solved numerically. Usually, these models are 3D or 2D and computationally intensive. For a typical printhead, the drop formation process includes four main stages, as shown
in Figure 2.8 where red color reflects low pressure inside the channel, while blue color represents high pressure in the channel.

First, the negative pressure inside the ink channel causes a retraction of the meniscus. This negative pressure is caused by the initial pressure wave that hits the channel nozzle interface, as explained in the previous section, see Figure 2.8A.

As a result of the positive pressure wave that hits the channel nozzle, the meniscus velocity starts to increase and starts moving outside the nozzle without deformation. Then, the meniscus surface starts deforming in outward direction against the surface tension. The deformed area grows in both radial and axial direction. After that, the velocity of the ink reaches its maximum, see Figure 2.8B-C.

As shown in Figure 2.8D, the pressure becomes negative again and the velocity of the meniscus starts to decrease. This causes a decreasing flow of mass and kinetic energy in outward direction. Due to the surface tension, necking of the drop’s tail takes place at the tip of the nozzle.

Finally, the velocity of the ink becomes negative, the tail breaks, and the drop is jetted. During this process the tail might break up, forming satellite drops. These satellites may or may not catch up with the main drop and merge, see Figure 2.8E. Satellite drops highly affect the printing quality. Therefore, the combination of ink properties, viscosity and surface tension, nozzle design and actuation pulse is tuned to create consistent drops without depositing satellites on the printing media.

Figure 2.8: The drop formation process simulated by Flow3D.
2.2.3 Printhead performance

Although the performance requirements, which are imposed by the current applications, are tight, future performance requirements are expected to be even more challenging. Several requirements are related to the resulting drop properties, namely, drop velocity, drop volume, drop velocity consistency, productivity, and reliability.

The resulting drops are required to have a certain velocity, typically around $5 - 10$ m/s. A high drop velocity results in a short time of flight. Therefore, the disturbance effects, such as variations in the printhead-printing media distance, are reduced, thus the dot position errors are smaller. Depending on the application, the performance requirement concerning volume typically varies from 1 to 25 picoliters. Some applications require that the drop size is varied during the operation. For instance, when large areas are needed to be covered, large drops are desired, whereas for high-resolution printing small drops are desirable.

Consistency of drop velocity is a crucial issue for the printing quality. The variations in the drop velocity between successive drops and between the nozzles must stay within 1 m/s, to avoid irregularities and shadow effects in the printed object. The productivity of a printhead is mainly determined by the number of nozzles per inch and the jetting frequency. Jetting frequency is defined as the number of drops that a channel jets within a certain time, which is typically $50 - 60$ kHz. Evidently, these two factors depend on the design of the printhead and the actuation signal.

Reliability of the jetting process is one of the prominent performance requirements for printheads. Reliability is defined as the absence of nozzle failures per a certain number of jetted drops, a typical value for nozzle failure is once per million drops.

2.3 Operational issues

Meeting the above performance requirements is severely disrupted by several operational issues that are associated with the design and operation of inkjet printheads. Major issues that are usually encountered are residual vibrations and crosstalk. We discuss this items next.

2.3.1 Residual vibrations

After a drop is jetted, the fluid mechanics within an ink channel are not at rest immediately. Traveling pressure waves remain present. Figure 2.9 shows the time trajectory of the meniscus velocity when a standard trapezoidal actuation pulse is applied to the piezoelectric actuator. Usually, the fixed actuation pulse is designed under the assump-
tion that a channel is at rest. This assumption is apparently not satisfied for about 100 \( \mu s \), see Figure 2.9, after the actuation pulse. The time needed for the residual vibrations to damp out is substantially larger than the short actuation time. This transient time in the residual vibrations limits the maximally attainable jetting frequency to 10 kHz, and, therefore, the drop properties and even the stability of the jet process cannot be guaranteed at higher frequencies. These oscillations have significant consequences concerning the productivity and drop consistency of a printhead.

The presence of residual vibrations highly affects the volume and the velocity of the subsequent drops being fired. Since the initial values of meniscus position and meniscus velocity play a crucial role in determining the velocity of the jetted drop, the residual vibrations result in a different initial meniscus position and velocity for the subsequent drops. To obtain acceptable drop characteristics with this fixed actuation pulse, the fixed actuation pulse is designed for a specific basic jetting frequency with a small range of frequencies around this basic frequency. To be more flexible and robust, the printhead must jet drops over a wider frequency range with the same or even improved drop properties.

For a continuous jetting nozzle, the DoD frequency curve for the velocity, as shown in Figure 2.10, is obtained. The DoD curve describes the relation between the jetting frequency and the drop velocity. This curve demonstrates that, depending on the jetting frequency, positive or negative interference of the pressure waves results in a higher or lower drop velocity. As depicted in the figure, considerable velocity fluctuations result from the presence of the residual vibrations. The drop velocity varies from 2.5 to 13.5 m/s. Ideally, the drop velocity is required to be independent on the jetting frequency and to remain constant for all jetting frequencies, as shown in Figure 2.10.

### 2.3.2 Crosstalk

A second phenomenon that is encountered in jetting is the interaction between different channels, this phenomenon is known as crosstalk. The crosstalk originates from the fact that the pressure waves within one channel influence the neighboring channels. This type of crosstalk is known as acoustic crosstalk. Another source of the crosstalk is the deformation of the channel. Since all piezoelectric fingers are connected to a substrate, a deformation of one piezoelectric actuator induces a deformation of the neighboring units. Consequently, the volume of the neighboring channels changes too, which induces pressure waves in the neighboring channels. The deformation of the printhead structure can originate from two sources. The first source is the result of a channel being actuated and is referred to as direct voltage crosstalk. The second source is the result of the occurring pressure wave that causes deformation of the channel and is called indirect or pressure crosstalk.
Figure 2.9: Simulated time response of the meniscus velocity on a fixed trapezium-shaped pulse.

Figure 2.10: Drop-on-demand velocity curve of the standard pulse for different jetting frequencies.

Drop speed is required to be constant and independent of the DoD frequency.
The influence on the drop velocity of the center channel of an array of channels when neighboring channels are active is shown in Figure 2.11. When the direct neighbor, channel 1 or -1, in particular, becomes active, the drop velocity of channel zero drops from 6 to 5 m/s. As shown, the effect of crosstalk on the drop velocity is substantial. Note that for channels located further away, the influence of crosstalk decreases. Optimally, the drop velocity is required to be constant and independent on the actuation of the neighboring channels.

2.4 Experimental setup

A schematic overview of the experimental setup is depicted in Figure 2.12. With this setup, inkjet printheads can be investigated in various ways. The input is the voltage applied to a piezoelectric actuator of the inkjet printhead. Two sensors are available in this setup. The piezoelectric element can be used not only as an actuator but also as a sensor to measure the pressure waves in the channel after jetting a drop, this signal is known as PAINT signal. A charge-coupled device camera, equipped with a microscope, is used to monitor the properties of the resulting drop.

The ink drops are monitored by means of optical methods like stroboscopic illumination at drop formation rate and high-speed camera. The setup can be divided into a part, which controls the printhead and a part to visualize the drops. The required reference temperature is controlled by a PID controller. The printhead is mounted in the vertical direction with the nozzles faced down. An air pressure unit keeps the pressure in the ink reservoir 8 mbar below the ambient pressure to avoid that the ink flows out of the nozzles under the influence of gravity.

As depicted in Figure 2.12, the setup is connected to a computer that is equipped with cards for image processing and communication. On this computer, the desired actuation signals can be programmed and relevant data can be stored and processed. After defining the actuation signal parameters, these parameters are sent to a waveform generator. The waveform generator sends the signal to an amplifier unit. From the amplifier unit, the signal is fed to a switchboard. The switchboard is controlled by a computer and determines which channels are provided with the appropriate actuation signals. An oscilloscope is used for tracing both the actuation and PAINT signals. This oscilloscope is connected to the computer and displayed data can be stored on the computer.

2.5 Objectives

Residual vibrations and crosstalk result in large variations in the drop velocity and volume. In the current inkjet printers, a fixed actuation pulse is used. This pulse cannot
2.5. Objectives

Figure 2.11: Influence on the drop velocity of channel 0 (center channel) by actuation of different neighboring channels at the same time.

Figure 2.12: Schematic diagram of the experimental setup.
cope with the mentioned operational issues that highly affect the print quality. Apparently, the state (both meniscus position and velocity) at the firing instant determines the drop velocity and drop volume. The state at firing depends also on the bitmap (pixels on/off). Differences in drop velocity cause drops to arrive at the printing media at unpredictable positions. Differences in volume lead to color density variations on the printing media. These variations result in ragged edges or banding, and therefore reduce print quality.

The main objective in this study is to improve the performance of the printhead. In particular, we focus on drop velocity consistency and productivity. Thus, we want to minimize the velocity variations that occur due to the presence of the residual vibrations and crosstalk.

This problem statement can be translated to the following objectives:

1. To reduce the drop-velocity variations for each nozzle at each jetting frequency (≤ 1 m/s)

2. To reduce the drop-velocity variations over all the jetting frequencies (flat DoD curve), it has to be less than 1 m/s over the frequency range 20-70 kHz.

3. To reduce the effect of the crosstalk. For any arbitrary bitmap, the maximum drop-velocity variation of the jetted drops has to be less than 1 m/s.

Thus, given an arbitrary bitmap, our main objective is to design actuation pulses such that the same initial meniscus state at firing a drop is guaranteed.

2.6 Control limitations

To achieve these objectives, the actuation pulse should be designed to damp the residual vibrations and minimize the crosstalk. There are several control techniques to design the actuation input. However, there are two basic restrictions that don’t allow full control of the printhead.

1. No sensors are available for online measurements of any variable. Consequently, this excludes any possibility for feedback control. Since the printheads behave in a predictable way based on their physical designs, feedforward control can still be a suitable option.

2. Only certain classes of actuation inputs can be used, since only trapezoidal-shaped pulses can be generated using the current driving circuits. This limits the control scope to a pulse shaping problem.
2.7 Methodology

In chapter 3, a model-based control approach to design the jetting pulses is described. In this approach, an inversion-based feedforward controller is proposed, where the controller dynamics are chosen to be the inverse of the printhead dynamics. This cancels all system dynamics and yields an overall unity transfer function. This is the Perfect Tracking Controller (PTC) strategy. Hence, the actual drop velocity will be exactly the same as the desired input velocity. A common difficulty in realizing a PTC strategy, however, is that the PTC may produce unbounded or oscillatory outputs. This will occur when the transfer function of the system contains zeros that cannot be canceled. Two classes of zeros are regarded in this respect, unstable zeros (non-minimum phase or unstable inverse) and stable oscillatory zeros (oscillatory inverse). The former implies an unstable controller, while the latter might generate oscillatory control efforts reaching the actuator saturation levels. Since the dynamics of the printhead shows a non-minimum phase behavior, various feedforward control algorithms are presented in chapter 3. An optimal inversion method is used to cope with the residual vibrations and the crosstalk.

In chapter 4, an experimental-based control is proposed with a printhead in the loop. The drop properties are measured using a high-speed camera. An image of the time history of the drops traveling from the nozzle plate to the printing medium is recorded. Based on this image, an image processing technique is developed to retrieve the actual velocity of each drop. The input pulse is optimized such that the error between the actual drop velocity and desired drop velocity is minimized. A novel jet pulse structure is proposed to cope with single channel residual vibrations, crosstalk, and even generalize optimization over each bitmap to be printed.

Both approaches result in strongly reduced interactions. The results are experimentally verified and provide very valuable steps towards flexible and robust printing systems [33].
Chapter 3

Model-Based Feedforward Control for a DoD Inkjet Printhead

Feedback control is based on the ability to measure the controlled variable. In the inkjet printer, no sensors are available for online measurement of the system variables. Therefore, feedback control is not possible and a feedforward controller is the only appropriate solution for controlling the printhead. Although residual vibrations and crosstalk effects are large, these effects are lightly predictable and reproducible. Hence, a model-based feedforward controller can be appropriate for this case. With a rather good model of the dynamics of the printhead, the construction of a feedforward controller as the inverse dynamics of the plant is a reasonable choice. In this chapter, we present the implementation of an inverse-based feedforward controller to deal with the residual vibrations and crosstalk.
3.1 Introduction

Model-based feedforward inversion of system dynamics is usually used to design inputs that achieve high-precision output tracking, this input is referred to as the inverse input. The inversion technique is applied to several output tracking applications, for example, aircraft control, high-precision positioning of piezoelectric probes, and robotic tracking control.

Major difficulties in realizing a model-based inversion strategy are that the resulting controller may produce unbounded or oscillatory outputs. This problem occurs when the system is non-minimum phase. Moreover, the model-based inversion strategy is sensitive to model uncertainty. These difficulties have been addressed in the development of optimal-inversion techniques in [25]. In particular, the optimal-inversion technique proves useful to account for modeling errors by inverting only the system model in frequency regions, where the model uncertainty is sufficiently small [26]. Another challenge in implementing the optimal-inversion approach is that the resulting input tends to be noncausal [26]. This approach therefore requires the knowledge of the entire future trajectory of the desired output to compute the inverse input at the current time instant. The noncausality of the optimal input restricts the stable-inversion technique to trajectory-planning applications. This restriction is alleviated through the development of the preview-based approach to the stable-inversion technique [27], which obtains the inverse input by using a finitely previewed trajectory rather than the entire future desired trajectory.

In this chapter, we present the application of the optimal inversion technique to cope with the residual vibrations and the crosstalk. We start with a review of the basics of the model-based inverse control. After that, we present the application of the feedforward control to a single channel with simulation and experimental results. Finally, multichannels inversion is addressed to cope with the crosstalk between the channels.

3.2 Inverse-based control

As mentioned, inverse systems play an important role in feedforward control design. This section reviews the main principles of the inversion-based approaches to find feedforward inputs that improve the performance of the inkjet printhead. The existing models for the inkjet printhead are linear or can be linearized. Therefore, in this section we present the inversion problem of a linear system. Consider the linear time invariant system,

\[
\dot{x}(t) = Ax(t) + Bu(t),
\]

\[
y(t) = Cx(t) + Du(t),
\]
where \( x(t) \in \mathbb{R}^n \) is the system state, and where the number of inputs is the same as the number of outputs, \( u(t) \in \mathbb{R}^m \) and \( y(t) \in \mathbb{R}^m \). This implies that the system is square. The transfer matrix is given by
\[
G(s) = C(sI - A)^{-1}B + D. \tag{3.3}
\]

**Definition 3.2.1.** A square rational function \( G(s) \) is invertible if there exist a square rational function \( H(s) \) (of the same dimension as \( G(s) \)) such that
\[
G(s)H(s) = H(s)G(s) = I \quad \text{for all } s \in \mathbb{C}.
\]

In case of non-square systems, the concept of a left inverse and right inverse is introduced. A left inverse of \( G(s) \) is defined as \( H_L(s) \), with the property that \( H_L(s)G(s) = I \). Similarly, the right inverse is defined as \( H_R(s) \), with the property that \( G(s)H_R(s) = I \). For feedforward control design, the right inverse is more valuable because \( u(s) := H_R(s)y_d(s) \) computes the input that, when applied to \( G(s) \), gives the output \( y_d \). A non-square system has different number of inputs and outputs. If the number of inputs of \( G \) is larger than the number of its outputs, there is no unique solution for the right inverse problem.

### 3.2.1 dc-gain inverse

The simplest feedforward method is dc-gain inversion, where the feedforward input \( u_{ff} \) is computed as
\[
u_{ff}(t) = [G(0)]^{-1}y_d(t),
\]
where \( y_d \) is the desired output of \( G \) and \( G(0) := -CA^{-1}B + D \) (assuming that \( A^{-1} \) exits) denotes the dc-gain of the system whose inverse (as a matrix) is assumed to exist here. This approach is suitable for slow desired trajectories, but results in a significant tracking error if the operating frequency is increased since the dynamics is not taken into account. Note that the maximum tracking error increases with both the amplitude of the desired trajectory as well as the frequency that needs to be tracked.

### 3.2.2 Pole-zero cancellation inverse

If the system dynamics are stable and minimum phase, i.e., there are no poles and zeros in the open right half of the complex plane, then the inverse feedforward is obtained by inverting the system dynamics
\[
U_{ff}(s) = G^{-1}(s)Y_d(s).
\]
Note that \( U_{ff}(s) \) and \( Y_d(s) \) denote here the Laplace transforms of \( u_{ff}(t) \) and \( y_d(t) \) An important issue with the exact inverse is that the inverse \( G^{-1} \) may not be proper. That
means that for some entries of $G^{-1}$, the order of the numerator is higher than the order of the denominator.

If $G^{-1}$ is non-proper, let $R_d$ be the minimal integer such that

$$\frac{1}{s^{R_d}} G^{-1}(s) = [s^{R_d} G(s)]^{-1}$$

is proper. We then define

$$U_{ff}(s) = [s^{R_d} G(s)]^{-1} \hat{Y}_d(s) = [s^{R_d} G(s)]^{-1} s^{R_d} Y_d(s), \quad (3.4)$$

set $H(s) := [s^{R_d} G(s)]^{-1}$ and $\hat{Y}_d(s) := s^{R_d} Y_d(s)$.

Therefore, the desired trajectory $y_d$ is assumed to be sufficiently smooth (at least $R_d$ times differentiable with respect to time). Based on this assumption, a proper exact inverse is obtained as

$$U_{ff}(s) = H(s) \hat{Y}_d(s).$$

Note that if the system is non-minimum phase, $H(s)$ will be unstable. Indeed the non-minimum phase system zeros at the right half plane become the unstable poles of $H(s)$. Therefore, (3.4) will typically result in an unbounded feedforward input $u_{ff}$ over time for any desired non-zero trajectory $y_d$.

### 3.2.3 Optimal inversion

The inversion problem is presented as the minimization of a quadratic-cost function. For a sufficiently smooth desired output $y_d \in L_2$ the optimal inversion problem is to minimize the following cost function,

$$\mathcal{J}(u) = \int_0^\infty u(t)^\top R u(t) + [y(t) - y_d(t)]^\top Q [y(t) - y_d(t)] dt, \quad (3.5)$$

where, $R \succ 0$ and $Q \succeq 0$ are weighting matrices.

**Frequency domain solution**

The optimal inverse is obtained as a filter as developed in [27] that minimizes $\mathcal{J}$. Suppose that the system (3.3) is invertible as a rational operator. Hence, there exists a rational transfer matrix $G^{-1}(s)$ such that $G^{-1}(s) G(s) = I$. We assume that system (3.3) and its inverse are analytic on the imaginary axis.

Define

$$G_{opt}(s) := [R + G^*(s) Q G(s)]^{-1} G^*(s) Q. \quad (3.6)$$
The feedforward control input $u_{ff} = u_{opt}$ is defined using a filter $G_{opt}(s)$ and the desired output $y_d$ as

$$U_{opt}(s) = G_{opt}(s)Y_d(s)$$ (3.7)

Therefore, this optimal input $u_{opt}(t) = \mathcal{L}^{-1}(U_{opt}(s))$ minimizes $J(u)$. Assume that $G_{opt}(s)$ is proper, by proper choice of $R, Q$, the inverse filter $G_{opt}(s)$ can be decomposed into a stable and anti-stable part,

$$G_{opt}(s) = G_{opt}^{st}(s) + G_{opt}^{as}(s),$$ (3.8)

where

$$G_{opt}^{st}(s) = C_{st}(sI - A_{st})^{-1}B_{st} + D_{st},$$ (3.9)

$$G_{opt}^{as}(s) = C_{as}(sI - A_{as})^{-1}B_{as} + D_{as},$$ (3.10)

with $A_{st}, B_{st}, C_{st}, D_{st}$ and $A_{as}, B_{as}, C_{as}, D_{as}$ represent the state space realizations of $G_{opt}^{st}(s)$ and $G_{opt}^{as}(s)$, respectively so

$$\lambda(A_{st}) \subset \mathbb{C}^- := \{s \in \mathbb{C}|\text{Re } s < 0\}$$

and

$$\lambda(A_{as}) \subset \mathbb{C}^+ := \{s \in \mathbb{C}|\text{Re } s > 0\}$$

The bounded solution to the optimal inversion problem is then obtained by convolving the desired output $y_d$ with the stable part of $G_{opt}$ forward in time and with the anti-stable part backward in time as indicated in the following lemma.

**Lemma 3.2.1.** Let the desired output $y_d \in \mathcal{L}_2$ be defined for $t \in \mathbb{R}$, and $G_{opt}(s)$ is proper. Then the optimal inverse input $u_{opt}(t)$ that minimizes $J$ for all time $t \in (-\infty, \infty)$ is given by

$$u_{opt}(t) = u_{opt}^{st}(t) + u_{opt}^{as}(t),$$ (3.11)

with $u_{opt}^{st} \in \mathcal{L}_2$, $u_{opt}^{as} \in \mathcal{L}_2$ be defined by

$$u_{opt}^{st}(t) = C_{st} \int_{-\infty}^{t} e^{A_{st}(t-\lambda)}B_{st}y_d(\lambda)d\lambda + D_{st}y_d(t),$$ (3.12)

$$u_{opt}^{as}(t) = -C_{as} \int_{t}^{\infty} e^{A_{as}(t-\lambda)}B_{as}y_d(\lambda)d\lambda + D_{as}y_d(t).$$ (3.13)

**Proof.** the complete proof is given in [27]
The computation of the optimal inverse input (3.11) at a time \( t \) requires the knowledge of all future values of the desired output \( y_d \) (unless \( G_{opt} \) is stable). In particular, the computation of \( u_{opt}^{as}(t) \) in (3.13) requires knowledge of all future values of the desired output \( y_d(t) \) for the time interval \([t, \infty)\). For practical reasons, \( u_{opt}^{as}(t) \) is often approximated by truncating the integral in (3.13), by using the information of the desired output during finite time interval \([t, t+T_p]\)

\[
\hat{u}_{opt}^{as}(t) = -C_{as} \int_t^{t+T_p} e^{A_{as}(t-\lambda)} B_{as} y_d(\lambda) d\lambda + D_{as} y_d(t).
\]

(3.14)

Hence, with this approximation the finite-preview-based optimal inverse input is given by

\[
\hat{u}_{opt}(t) = u_{opt}^{st}(t) + \hat{u}_{opt}^{as}(t).
\]

(3.15)

Note that the finite-preview-based implementation leads to tracking errors. The tracking error can be made arbitrarily small by choosing a sufficiently large preview time \( T_p \). In addition, this approach is highly sensitive to model uncertainties.

**Optimal state-space solution**

The frequency domain solution method described in section 3.2.3 assumes that the system is square (square \( G \)) and stable, and \( G_{opt} \) is proper. This is not usually the case. Moreover, it ignores the role of initial conditions. With the state space solution these assumptions are not necessary. In this section, we present a generalized state space approach that minimizes the cost function (3.5), where the role of initial conditions is included and without any conditions on non-minimum phase zeros or stability. This approach is also valid for non-square systems and does not need to assume that \( G_{opt} \) is proper.

**Theorem 3.2.1.** Let \( y_d \in \mathcal{L}_2 \) be the desired output. Then the optimal inverse input \( u_{opt}(t) \) that minimizes \( J \) for all time \( t \) is given by

\[
u_{opt}(t) = F_1 x(t) + F_2 p(t) + Ly_d(t),
\]

(3.16)

where

\[
F_1 := -\bar{R}^{-1}(B^T K + D^T Q C), \quad F_2 := -\bar{R}^{-1} B^T, \quad L := \bar{R}^{-1} D^T Q,
\]

and

\[
\bar{R} := R + D^T Q D, \quad K = K^T \geq 0 \quad \text{is the solution of the algebraic Riccati equation (ARE)}
\]

\[
A^T K + K A - (B^T K + D^T Q C)^T \bar{R}^{-1} (B^T K + D^T Q C) + C^T Q C = 0
\]

and \( p(t) \) is the solution of (the anti causal) system

\[
p = -(A + BF_1)^T p + (C^T + F_1 D^T) Q y_d, \quad p(\infty) = 0.
\]
Proof. Consider the candidate Lyapunov function
\[ V(x, p) = \frac{1}{2} x^\top K x + x^\top p, \]
\[ \dot{V} = \frac{1}{2} (\dot{x}^\top K x + x^\top K \dot{x}) + \dot{x}^\top p + x^\top \dot{p}, \]
by completing the squares and using the ARE
\[ A^\top K + KA - (B^\top K + D^\top QC)^\top \bar{R}^{-1} (B^\top K + D^\top QC) + C^\top QC = 0, \]
we obtain after long mathematical manipulations,
\[ \dot{V} = -u^\top R u - (y - y_d)^\top Q (y - y_d) + \frac{1}{2} y_d (Q - QD \bar{R}^{-1} D^\top Q) y_d - p^\top B \bar{R}^{-1} B^\top p \]
\[ + \frac{1}{2} \left\| u + \bar{R}^{-1} (B^\top K + D^\top QC) x + \bar{R}^{-1} B^\top p - \bar{R}^{-1} D^\top Q y_d \right\|_{\bar{R}}^2 \]
\[ + x^\top (\dot{p} + (A - B \bar{R}^{-1} (B^\top K + D^\top QC))^\top p - (C^\top - \bar{R}^{-1} (B^\top K + D^\top QC)^\top D^\top) Q y_d). \]
Now set
\[ \dot{p} + (A - B \bar{R}^{-1} (B^\top K + D^\top QC))^\top p - (C^\top - \bar{R}^{-1} (B^\top K + D^\top QC)^\top D^\top) Q y_d = 0 \]
\[ \Rightarrow \dot{p} = -(A + BF_1)^\top p + (C^\top + F_1 D^\top) Q y_d, \]
Then, the time derivative of \( V \) with be
\[ \dot{V} = -u^\top R u - (y - y_d)^\top Q (y - y_d) + \frac{1}{2} \left\| u - F_1 x - F_2 p - Ly_d \right\|_{\bar{R}}^2 \]
\[ + \frac{1}{2} y_d (Q - QD \bar{R}^{-1} D^\top Q) y_d - p^\top B \bar{R}^{-1} B^\top p, \]
This equation can be written as
\[ u^\top R u + (y - y_d)^\top Q (y - y_d) = \frac{1}{2} \left\| u - F_1 x - F_2 p - Ly_d \right\|_{\bar{R}}^2 - \frac{dV}{dt} \]
\[ + \frac{1}{2} y_d (Q - QD \bar{R}^{-1} D^\top Q) y_d - p^\top B \bar{R}^{-1} B^\top p. \]
Integrating both sides we obtain
\[ J(u) = \frac{1}{2} x_o^\top K x_o + x_o^\top p_o + \frac{1}{2} \int_0^\infty \left\| u - F_1 x - F_2 p - Ly_d \right\|_{\bar{R}}^2 dt \]
\[ + \int_0^\infty \frac{1}{2} y_d (Q - QD \bar{R}^{-1} D^\top Q) y_d - p^\top B \bar{R}^{-1} B^\top p \ dt, \]
which is minimized for
\[ u^* = F_1 x + F_2 p + Ly_d. \]
That completes the proof.

Since the desired output is only known during finite time interval \([0, T_{\text{end}}]\), an approximate solution on the time interval is given as
\[ \hat{u}_{\text{opt}}(t) = F_1 x(t) + F_2 \dot{p}(t) + L y_d(t), \]
with
\[ \dot{p} = -(A + BF_1)^\top \dot{p} + (C^\top + F_1^\top D^\top)Q y_d, \quad \dot{p}(T_{\text{end}}) = 0. \]

### 3.2.4 Data-based inversion

For data-based inversion, the key point is to utilize the inverse of the system dynamics from the frequency-domain implementation scheme. A schematic diagram for the proposed approach is shown in Figure 3.1.

If \((U(jw), Y(jw))\) is the frequency response data, then a data-based estimate of the system transfer function is
\[ G(jw) = Y(jw)U(jw)^{-1} \quad w \in \mathbb{R} \quad (3.17) \]
where \(Y(jw)\) and \(U(jw)\) are the frequency-domain representation of the system output and input respectively. The inverse frequency response of the system is obtained as follows
\[ H(jw) = U(jw)Y(jw)^{-1} \quad w \in \mathbb{R} \quad (3.18) \]

Let the desired output \(y_d(t)\) be periodic and have finite energy, i.e. \(y_d \in L_2\). Then the inverse input can be calculated in the frequency-domain as
\[ U_{\text{inv}}(jw) = H(jw)Y_d(jw) \quad (3.19) \]

Finally the feedforward inverse input is transformed to the time-domain
\[ u_{\text{inv}}(t) = \mathcal{F}^{-1}(U_{\text{inv}}(jw)) \quad (3.20) \]
with \(\mathcal{F}^{-1}\) is inverse Fourier operator.

This approach is based on measured data which makes it insensitive to model uncertainties. However, the measured data should be sufficiently rich to capture the system dynamics. The causality-related limitations in the model-based inverse control approaches do not exist with the data-based inversion control approach. Particularly, the data-based inversion approach utilizes the inverse of the system dynamics from a frequency-domain implementation scheme. Due to the properties of the Fourier transform, the inverse input \((3.20)\) will be always bounded even in case of the inversion of a non-minimum phase system.
3.3 Control objectives

Our main concern is to improve the performance of an inkjet printhead with respect to productivity and drop-consistency. Improving the productivity is achieved by minimizing the effects of both the residual vibrations and the crosstalk. Drop-consistency is one of the most important performance issues. Currently, the drop-consistency requirement is only achieved at low jetting frequencies, 10-20 kHz. The jetting of any random bitmap yields large variations in the drop properties. These large variations originate from the residual vibrations and crosstalk, which are the major performance limiting factors when considering the drop-consistency.

Apparently, improving both the productivity and drop consistency require minimization of the residual vibrations and crosstalk. An inversion-based feedforward controller is employed to reduce the effect of the residual vibrations and crosstalk by perfect tracking of the reference trajectory.

3.4 Printhead model

Several analytical and numerical models, which describe the dynamics of the ink channel, are available in the literature [17]-[21]. In general, the numerical models are very accurate and they include high level of details. These models are usually finite element models in which the governing differential equations are numerically solved using complex meshes and numerical integration techniques. The main drawback of these models is that they have a very high computation time, typically 24 hours to analyze the jetting of one drop. That makes it not suitable for control design. On the other hand, analytical models are less complex since the governing differential equations are simplified to be solved analytically. Sometimes over-simplification results in models with poor accuracy while under-simplification leads to models with high complexity. Combined models that include both numerical and analytical models result in models with less computation time with a reasonable accuracy.
3.4.1 Lumped-parameter model

Lumped-parameter model adopts an equivalent electric circuit to describe the dynamics of the ink channel. This modeling technique is a useful and commonly applied analysis approach for designing piezoelectric inkjet systems. In this modeling framework, a single resonance is modeled with a capacitor, resistor, and inductor in series. Additional resonances is included by placing additional capacitor-resistor-inductor sets in parallel. The inductance represents the inertia, which is related to the fluid mass, the capacitance is a measure of fluid energy storage, and elasticity and the resistance is associated with any losses causing energy dissipation in the fluid, typically viscous losses. Accurate determination of the equivalent circuit parameters requires either a physical prototype or an accurate computational model to provide the data. In this model, it is assumed that the characteristic wavelength is larger than all dimensions in a channel. That means that the fluid in the flow direction is uniform at any instant in time. This assumption implies that the time required to transmit a change in the applied electric field on the piezoelectric actuator to a change in the meniscus shape at the nozzle is negligible. In [20], a transmission line models of the piezoelectric actuator, fluid chamber, and nozzle is proposed. This model permit analysis without the wavelength limitation and provide the ability to analyze the approximate interaction between multiple resonances in the complete system. However, this model still has a limited accuracy. Furthermore, a prediction error in the system response and the resonance frequencies may result form the assumption that the loss mechanisms are isolated to a single resistance in the motional component per resonance.

3.4.2 Two-port model

In [18], a two-port model is developed to describe the dynamics of the ink channel. This model employs the concept of bilaterally coupled systems. The ink channel is divided into subsystems, namely, reservoir, piezoelectric actuator, channel, connection, and nozzle. Each subsystem is modeled as a two-port system based on first principle modeling. To couple these subsystems, the Redheffer star product [24] is utilized. Consequently, the two-port model of an ink channel is obtained by connecting the subsystems and applying suitable boundary conditions. This model has less complexity and requires low computational time. However, due to the modeling error, this model can not capture the first resonance frequency of the channel dynamics, which is the most important resonance frequency. Moreover, this model does not consider the interactions between an ink channel and its neighbors.

3.4.3 Narrow-gap model

The Narrow-gap model, proposed in [17], describes the dynamics of one ink channel based on the narrow channel theory. This model describes the dynamics of one ink
channel from the piezoelectric input voltage to the meniscus velocity. It also describes the interactions between one channel and five neighboring ink channels from the piezo input voltage $u(k) \in \mathbb{R}^m$ to the meniscus velocity $y(k) \in \mathbb{R}^p$.

The derivation of the narrow channel equations is based on the Navier-Stokes equations of motion and a continuity equation. The continuity equation results from the balance between the change in mass and the flux of mass in a control volume. The Navier-Stokes equation, which is the continuum version of Newton’s second law, relates the inertial acceleration of particles of a fluid with internal and external forces that affect the channel.

In the narrow-gap model, the frequency response of the system is obtained using the swept sine technique. The frequency response of this model at a frequency $\omega_0$ is computed based on solving the wave equations for a sinusoidal input with the same frequency $\omega_0$. The frequency response is computed by repeating the same procedure over a frequency range. The frequency response of the printhead is obtained as shown in Figure 3.2. The detailed derivation of this model is given in [17]. This model has a relatively low complexity. Since there is no sensor available to measure the meniscus velocity, we could not validate this model. Therefore, we have to assume that this model represent the dynamics of the ink channel with a reasonable accuracy.

3.5 Single-channel feedforward control

In [28], a model-based inverse feedforward controller is developed to design an input pulse for a single channel such that the initial values of the meniscus position and velocity are the same for all jetted drops. A reasonable assumption is that these initial values have to be zero at the starting of each input pulse. This is achieved by suppressing the residual vibrations. In this section, the optimal-inversion feedforward control is applied to damp the residual vibrations in one ink channel. For the inversion-based feedforward controller synthesis, a lower order transfer function is identified to fit the frequency response of the printhead, see Figure 3.3. Both simulation and experimental results are performed to investigate the performance of the proposed inverse control inputs and to compare with the performance of the currently used standard input pulse.

The choice of the reference meniscus velocity is a crucial issue since it is the link between the performance objectives and the adopted control objectives as explained in section 3.3. The drop properties highly depend on the meniscus velocity trajectory. However, it is not easy to find the relation between the resulting drop properties and the meniscus trajectory. Moreover, different meniscus trajectories might result in drops with similar properties due to the high nonlinearity, which is introduced by the jetting mechanism. Two important issues should be considered in the design of the reference meniscus trajectory. First, the reference trajectory should allow the refill of the channel, which requires not immediately to bring the channel at rest after the jetting of the drop.
Figure 3.2: Frequency response of the narrow gap model. Mapping piezo voltage as input to meniscus velocity as output.

Figure 3.3: Frequency response of the narrow-gap model (dash-line) and the fitted transfer function (solid-line).
Secondly, the fluid dynamics should be brought gradually at rest to avoid a high input voltage. Therefore, as shown in Figure 3.4, the reference meniscus velocity is chosen to contain two parts, the first part determines the drop properties, drop velocity and volume, which are computed based on the response of the standard trapezoidal pulse. The second part is responsible for refilling the channel and after that the meniscus velocity is forced to settle at zero, to ensure zero initial condition of the subsequent drops. With the perfect tracking of the feedforward inverse control, the residual oscillations are damped out in time before the next pulse.

### 3.5.1 Simulation results

In this section, a SISO inversion-based feedforward control is implemented based on the narrow-gap model. Note that an ink channel shows a non-minimum phase behavior, which can be observed in Figure 2.9. Therefore, we implement the optimal inverse controller, as explained in section 3.2.3. Based on the optimal tracking of the feedforward inverse control, the residual oscillations will be damped out. The synthesis of the inversion-based feedforward controller includes identification of a lower order transfer function to fit the frequency response of the printhead, as shown Figure 3.3. The identified transfer function of the ink channel has an order of 16 and 4 non-minimum phase zeros.
We compare both the model-based input with the standard pulse in Figure 3.5. The feedforward input includes an additional negative pulse, which brings the channel to rest at $20 - 25 \, \mu s$. On the other hand, fluid dynamics take around 100 $\mu s$ to settle using the standard pulse. Thanks to the feedforward input, the attainable jetting frequency is increased to 50 kHz compared with 10 kHz. For frequencies higher than 50 kHz, overlapping of the input is needed.

Figure 3.6 shows the simulation results of jetting 10 drops at 40 kHz. For the standard pulse, the meniscus velocity does not quickly come to rest after jetting a droplet. Therefore, the initial meniscus state is non-zero before jetting the next pulse. This causes a difference in the velocity profiles of the subsequent drops, which is observed in Figure 3.6. As explained earlier in this chapter, the meniscus trajectory is a major feature and a changed meniscus velocity will result in drops having different velocities. The feedforward inverse inputs are able to highly damp the residual oscillations and ensure the same initial meniscus state for all subsequent drops. The difference in the velocity profiles of the proposed inverse input is negligible. Consequently, this controlled scheme will result in consistent drop properties for all drops.

### 3.5.2 Experimental results

The simulation results show that a considerable improvement can be achieved by implementing the feedforward inverse control. Thus, the proposed inverse feedforward control is applied to a real printhead and the results are compared with a standard pulse. We have fitted the feedforward input to a trapezoidal waveform. Since any arbitrary waveform can be generated using the waveform generator, we have applied both the original and fitted waveform. Both waveforms show very similar results. Therefore, we present here only the experimental results of the fitted waveform.

The time history on the time interval $[0, T]$ of the drop traveling from the nozzle plate to the paper are collected to analyze the performance of the printhead. Several experiments are carried out for various jetting frequencies ranging from 20 to 70 kHz and the performance of the printhead is analyzed in terms of the drop velocity. The drop velocity of jetting 10 drops over jetting frequencies $20 - 70$ kHz is depicted in Figures 3.7-3.8, for the standard pulse and the model-based feedforward inverse input, respectively. The model-based feedforward input shows less drop velocity variation compared to the standard pulse.

The performance is evaluated based on the maximum drop velocity variation over the whole range of the DoD frequencies, the behavior of the first drop, and the maximum drop velocity variation at each DoD frequency.
3.5. Single-Channel Feedforward Control

Figure 3.5: System response for jetting one drop (simulation).

Figure 3.6: System response for jetting 10 drops at 40 kHz (simulation).
Figure 3.7: Jetting 10 drops at different DoD frequencies, 20—70 kHz using the standard pulse.

Figure 3.8: Jetting 10 drops at different DoD frequencies, 20—70 kHz using the model-based feedforward pulse.
For the standard pulse, the drop velocity varies from 2 to 13.5 m/s, which is a considerable variation over the whole DoD frequencies. Figure 3.7 shows that the first drop behaves in a completely different manner compared to the subsequent drops. At 65% of the frequencies, the first drop is faster than the remaining drops. As a consequence, a poor printing quality is obtained and a shadow appears in the printed bitmap. Moreover, the maximum drop velocity variation at each jetting frequency is around 3 m/s, which is calculated as

\[ \Delta v_{max} = \max_f \Delta v(f). \] (3.21)

with

\[ \Delta v(f) = v_{max}(f) - v_{min}(f), \] (3.22)

with

\[ v_{max}(f) := \max_{t \in [0,T]} |v(t, f)|, \]

\[ v_{min}(f) := \min_{t \in [0,T]} |v(t, f)|. \]

By applying of the model-based feedforward pulse, the drop velocity variation over the whole frequency range is reduced from 12 to 3 m/s. As depicted in Figure 3.8, the first drop behaves in a similar manner as the remaining drops. At each DoD frequency, all the drops have similar velocity. We compute the maximum drop-velocity variation based on (3.21) and it is less than 1.5 m/s.

The simulation results show very small variations in the drop velocity. That implies a flat DoD curve and less drop-velocity variations at each jetting frequency. However, the experimental results shows 3 m/s variations in the DoD curve. That is due to modeling errors and unmodeled dynamics. Improving the printhead model will result in a better pulse design and therefore less drop-velocity variations.

### 3.6 Multi-channel control

In this section, a MIMO inverse control is implemented for a DoD inkjet printhead. The narrow-gap model is utilized for MIMO inverse feedforward control synthesis purpose, since it describes the dynamics of six ink channels from the piezo input voltage \( u(k) \in \mathbb{R}^m \) to the meniscus velocity \( y(k) \in \mathbb{R}^p \). The frequency response of this model is shown in Figure 3.2. A low order stable transfer matrix \( G(z) \) is identified to fit to the frequency response obtained from the narrow-gap model. The accompanying transfer
function \( G(z) \) and from the piezo input voltage \( u(k) \) to the meniscus velocity \( y(k) \) is denoted as:

\[
G(z) = \begin{bmatrix}
G_{11}(z) & G_{12}(z) & \cdots & G_{1m}(z) \\
\vdots & \ddots & \cdots & \vdots \\
G_{i1}(z) & \cdots & G_{ii}(z) & G_{im}(z) \\
G_{p1}(z) & \cdots & \cdots & G_{mm}(z)
\end{bmatrix}
\] (3.23)

and satisfies

\[
Y(z) = G(z)U(z)
\] (3.24)

where \( G_{ii}(z) \) represents the dynamics of channel \( i \), \( G_{ij}(z) \), \( j \neq i \) denotes the transfer function form the input of the channel \( i \) to the output of channel \( j \), and \( m = p = 6 \). The transfer function (3.23) is discretized from the continuous model with sampling interval 0.1 \( \mu \text{sec} \).

According to the assumption that all channels are identical and symmetric, the transfer matrix \( G(z) \) is symmetric i.e. \( G_{ij}(z) = G_{ji}(z) \) and diagonal terms are the same i.e. \( G_{ii}(z) = G_{jj}(z) \) for \( i \neq j \).

Figure 3.4 shows the reference meniscus velocity for one drop for one channel. If the actuation pulse, \( u(k) \) [\( V \)], is designed such that the meniscus velocity, \( y(k) \) [\( \text{m/sec} \)], follows the desired trajectory, \( y_d(k) \) [\( \text{m/s} \)], then the channel will come to rest very quickly after jetting the drop. This will reduce the interaction between the jetted drops at higher jetting frequencies.

Several jetting bitmaps are tested, Figure 3.9 shows a sample of the tested bitmaps. This bitmap is transformed to a desired meniscus velocity with jetting frequency 50 kHz as shown in Figure 3.10. The preview time is chosen to include the whole jetting pattern. Figure 3.10 shows the response of the MIMO inverse feedforward control. It is clear that the residual oscillations have been highly damped using the feedforward input as shown in Figure 3.11. Moreover, the effect of the crosstalk is not visible in the system response. The perfect tracking of the designed feedforward input leads to improvement of the damping of the channel, which brings the channel at rest after jetting the droplet and, therefore, ensures the same initial meniscus state for all the subsequent drops. Therefore this will result in consistent drop properties for all drops.

The simulation results show that a considerable improvement in the printhead performance can be achieved by implementing the MIMO inverse controller compared with the performance of the standard pulse. Thus, the inverse input, shown in Figure 3.11, is applied to a real printhead and the results are compared with a standard pulse. The time history of the drops traveling from the nozzle plate to the paper are collected to analyze
the performance of the printhead. Figure 3.12-3.13 show the drop velocity of the jetted bitmap using the proposed MIMO inverse input and the standard pulse respectively. The performance is evaluated based on maximum drop velocity variation of the jetted drops. The maximum drop velocity variation is less than 1 m/sec for the inverse input while it is 2 m/sec for the standard pulse. The improvement in the drop velocity consistency achieved using the MIMO inverse has a great consequences on the print quality as depicted in Figures 3.14-3.15. Figure 3.14 shows the printed bitmap, which has regular pattern when compared with Figure 3.15. Using the feedforward input results in droplets with similar velocity and small position error of the dots. Only few drop are misplaced and merged together. On the other hand, the difference in the velocity of the drops printed by the standard pulse leads to large gap between the first two drops and the remaining drop. Moreover, many drops are merged together and form one large dot on the printing media.
Figure 3.10: Reference meniscus velocity (dashed-line) and meniscus velocity using the proposed MIMO inverse feedforward input response (solid-line).

Figure 3.11: The feedforward control inputs.
Figure 3.12: Optimal inversion: Drop velocity of the jetted bitmap for the 6 channels.

Figure 3.13: Standard Pulse: Drop velocity of the jetted bitmap for the 6 channels.
Figure 3.14: Printed bitmap using the proposed MIMO optimal inversion.

Figure 3.15: Printed bitmap using the standard pulse.
3.7 Conclusions

It has been demonstrated that feedforward control is a suitable control strategy to overcome the residual vibrations and the crosstalk. Consequently, the printing quality of the inkjet printhead is considerably improved, beyond current achievements. The experimental results have shown the validity of the inverse-based feedforward approach. Although the implementation of the inverse-based feedforward control leads to a considerable improvement of the printhead performance compared to the current performance, the required performance is not achieved yet, the drop-velocity variations are still higher than 1 m/s. As illustrated in Figure 3.16, the main reason is that the design of the input pulse is based on a model, which is incomplete. The narrow-gap model does not predict the meniscus position, which has a major effect on the drop velocity. Moreover, this model does not include the refill dynamics of ink inside the channel after jetting a drop. The jetting process and drop formation dynamics are not considered in the design of the input pulse.

Figure 3.16: Schematic diagram of the inkjet printhead modeling.
Chapter 4

Experimental-Based Control for a DoD Inkjet Printhead

In chapter 3, we have presented a model-based feedforward control technique using the narrow-gap model. Although the implementation of the model-based technique has a considerable improvement of the printhead performance compared to the current performance, the desired performance is still not achieved yet. The printing quality is related to the drop velocity, which is affected by the meniscus state (both meniscus position and velocity) at firing instant. The state at the firing depends on the previous pixels in the bitmap (pixels on/off). The narrow-gap model does not include the dynamics of the meniscus position. The model of the jetting process and the drop formation is unknown. Consequently, with the available models, a proper input pulse cannot be designed. Moreover, there is no sensor available to measure the meniscus state and, therefore, we cannot identify a model based on measured data. The only available sensor is the CCD camera, which is used to monitor the jetted drops. Therefore, in this chapter, we develop a vision-based control strategy where the drop properties, i.e. velocity and volume, are measured using a CCD camera and the input pulse is optimized directly using the experimental setup. The input pulse is parameterized as function of the two resonance frequencies and the damping factor of the printhead. Moreover, we show that using this pulse structure, one can efficiently cope with single channel residual vibrations, crosstalk, and even generalize to optimization over arbitrary bitmaps that need to be printed.
4.1 Introduction

Recently, process performance optimization has received a great deal of attention, since it naturally allows for reducing production costs, improving product quality, and meeting safety requirements and environmental regulations. Optimization is typically based on a model that is used by a numerical algorithm to compute the optimal solution. In practice, however, an accurate model of the complex processes can hardly be identified or derived with affordable effort. The system identification is further complicated because the system measured data are usually noisy and signals often do not have sufficient information to allow for efficient system identification [29]. Therefore, optimization using an inaccurate model might result in suboptimal solutions or, even worse, infeasible solutions when constraints are present. Model uncertainty results primarily from trying to fit a model of limited complexity to a complex process system. Two main classes of optimization methods are available to handle these uncertainties. The first one is robust optimization, where it is assumed that the problem data is uncertain and it is only known to belong to some uncertainty set. The optimization is then performed by considering the worst case scenario [30]-[31]. However, this kind of methods requires the optimization of a highly complex model and that the optimal solution may become conservative. The second optimization method is the experimental-based optimization. Instead of initially building a model, the experimental-based optimization uses experimental measurements directly in conducting the optimization for the printing quality control. However, an experiment is different from a model prediction in the sense that it costs more time during the iterations.

In this chapter, an experimental-based control strategy is developed to reduce the drop velocity variations due to the residual vibrations in case that a single channel is jetting. In [32], a new input pulse is presented, see Figure 4.1, which consists of two trapezoidal pulses, namely, a jetting pulse and a quenching pulse. The positive jetting pulse is used to form and jet the drop, however this pulse cannot damp the residual vibrations generated after jetting of the ink drop. Therefore, a negative quenching pulse is added to damp the residual vibrations. The optimal pulse parameters are obtained by solving an optimization problem, which minimizes the error between the actual drop velocity and a desired drop velocity. The drop properties depend on the bitmap to be printed. Therefore, based on the bitmap the input pulse is updated. The 0-pixel in the pattern will result in succeeding drops with different properties. The input pulse has to be updated based on the number of preceding 0-pixels in the pattern. Thus an optimization problem is formulated for several jetting patterns. This optimization problem results in a set of pulses, which reduces the drop velocity variations for any random bitmap.
4.1. INTRODUCTION
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Figure 4.1: Parametrized input pulse.
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Figure 4.2: System response to the rising and falling edge of the input pulse.
4.2 Input pulse parametrization

Based on the physical effect of the input pulse parameters on the channel acoustics, the voltage pulse is parameterized as a function of two resonance frequencies and the damping factor of the printhead, see Figure 4.1. As explained in chapter 2, the jetting mechanism is related to the pressure wave of ink inside the channel. However, the pressure wave in ink generated by a waveform voltage is difficult to measure directly.

In the setup, a self-sensing signal from a piezoelectric, the PAINT signal, can be used to measure the pressure wave behavior in a single nozzle printhead. However, this signal has a very low signal to noise ratio, which makes this signal little accurate. The motion of the meniscus at the nozzle plate results from a pressure wave of ink generated from piezoelectric actuation.

The rising and falling times of the jetting pulse are used to generate the pressure wave inside the channel. The dwell time changes the relative phase of the generated pressure waves. At the rising edge, a negative pressure wave is generated, say $P_1$, while a positive pressure is generated at the falling edge, say $P_2$, see Figure 4.2. The rising and falling time of the jetting pulse is chosen to be the same to obtain the same characteristics of the pressure waves. To achieve the maximum pressure inside the channel and, therefore, the maximum drop velocity, the pressure waves, $P_1$ and $P_2$, have to be in phase. If the pressure waves generated from the rising and falling times have the same period with half period phase shift, an amplified pressure wave will be generated as a sum of the two pressure waves $P_1$ and $P_2$.

The period of the generated pressure waves is related to the jetting resonance frequency of the printhead, which is the second mode $F_2$ in the frequency response shown in Figure 3.3. Thus, the optimal dwell time of the pulse is chosen as half of the period of the second resonance frequency $F_2$ as shown in Figure 4.1. The amplitude of the jetting pulse is designed to jet a droplet with specific properties: drop velocity and drop volume.

For better printing performance, subsequent drops should not be jetted until the residual vibrations from the jetted drop have sufficiently damped out. These oscillations last for about 100 $\mu$sec, which limits the maximum jetting frequency to 10 kHz. However, industrial applications require jetting at higher frequencies to achieve higher printing speed and/or higher print resolution. The quenching pulse is introduced to suppress the residual vibrations and, therefore, a higher jetting-frequency is obtained. To achieve perfect cancellation of the residual oscillations, the quenching pulse is chosen similar to the jetting pulse but with a negative sign. The optimal amplitude of the quenching pulse is equal to the amplitude of the resonating pulse multiplied by the damping factor $\mu$ of the printhead with opposite sign of the resonating pulse. The choice of the quenching time instant is very crucial. The quenching time should be chosen such that the
pressure wave generated by the jetting pulse is in anti-phase with the one generated by the quenching pulse. Therefore, the quenching pulse is placed at one period of the first resonance frequency $F_1$. Both $T_r$ and $V_A$ are chosen to achieve desired drop properties.

If the exact values of the two frequency modes and the damping factor are known, the optimal pulse parameters to cope with the residual vibration can be easily obtained. To validate this new pulse parameterization and our assumptions, the narrow gap model is used to show that the residual vibration will be damped. We know that in this model $F_1 = 78$ kHz, $F_2 = 160$ kHz and the damping factor is $\mu = 0.5$, by designing a pulse based on these parameters the residual vibration is highly damped as shown in Figure 4.3.

4.3 Experimental-based optimization

In this section, we present an optimization-based approach to obtain the optimal parameters of the input pulse, see Figure 4.1. In this approach, the optimization is carried out on a real setup instead of using a printhead model. A schematic diagram of the approach is illustrated in Figure 4.4. We will be concerned with improving the drop properties, mainly the drop velocity. Therefore, we optimize the input pulse based on the drop velocity. In this approach, a high-speed camera is used to capture the drop, which is traveling from the nozzle plate to the printing media. A time history of the jetted drop is obtained. Using an image processing technique, the velocity of the jetted drops is estimated. The input pulse is optimized such that the error between the measured drop velocity $v_{actual}$ and a desired drop velocity $v_{desired}$ is minimized. The optimization process is done with a real printhead in the loop. No models are being used, hence all modeling issues are avoided. A schematic diagram of the approach is illustrated in Figure 4.4.

4.3.1 Image processing

Image processing refers to the use of different computer algorithms to extract or modify specific information in (digital) images. The purpose is to transform the digital image into another digital image which is usually used for image coding, image enhancement, image restoration, and/or image feature extraction [34]- [35]. In our approach, image processing is used for feature extraction. The goal of image feature extraction technique is to transform the image into another image from which specific image features can be derived.

Image based measurement has been widely applied in various kind of scientific applications as well as in many industrial and medical applications. The first scientific area that uses image processing is astronomy. In that area, the image processing techniques have
Figure 4.3: Simulation based on the narrow-gap mode.

Figure 4.4: Experimental-based optimization feedforward control approach.
been used to improve the quality of the pictures of the moon. Nowadays, vision feedback control has been introduced as a popular technique to increase the flexibility and the accuracy of robotic systems [36]. For example, the aim of the visual servo approach is to control a robot using the information provided by a vision system. It involves visual tasks, which are used in real time control of a production system, or in autonomous vehicle guidance such as navigation and collision avoidance. Moreover, image based measurement is very useful in situations when it is not possible to use human vision, such as underwater inspections, or in heavy polluted or hazardous environments such as nuclear power plants.

In our approach, a high-speed camera is used to record the time history of the drops traveling from the nozzle plate to the printing media. An image processing technique is developed to retrieve the actual velocity of each drop. Two different samples of the time history of 5 drops are shown in Figure 4.5. These images illustrate the measured positions of drops with respect to the nozzle of the printhead as function of time. Both the jetted drops and small satellite drops are shown. The image processing algorithm extracts only informations of the jetted drops. Towards this objective, the image is converted into a binary image, which has only two possible values for each pixel. Typically the two colors used for a binary image are black and white, where a “0” is assigned for black and a “1” for white. After that, the image is filtered to remove the small dots that represent the satellites. The filter, used in our approach, creates a flat disk-shaped structuring element with a specific neighborhood. The neighborhood is defined as a matrix containing 1’s and 0’s; the location of the 1’s defines the neighborhood for the morphological operation. The center of the neighborhood is its center element. Based on the number of 1’s in the neighborhood, the image is filtered. Finally, a pattern recognition technique based on the 2D pixel search is developed to obtain the positions of each drop. Figure 4.5 shows examples of the time history of the five drops and the reconstructed image. Once the image is reconstructed, the velocity of each drop is computed based on linear fit of the drop position and the traveling time.

4.3.2 Optimization problem

Experimental-based optimization adopts experimental measurements as function evaluations for optimization. Points are iteratively generated by a proper algorithm that provides the direction of improvement for the decision variables. An optimization algorithm, which reduces the number of test experiments, is desirable. As explained in section 4.2, the input pulse, see Figure 4.1, is parameterized with,

$$\theta := \text{col}(T_{rf}, F_1, F_2, \mu, V_A) \in \mathbb{R}^5.$$  

with $T_{rf} \,[\mu\text{s}]$ denotes the rise and fall time, $V_A \,[\text{V}]$ is the jetting pulse amplitude,
$F_1$ [kHz] and $F_2$ [kHz] represent the first and the second resonance frequency of the printhead, respectively, and $\mu[-]$ is damping factor of the channel.

The optimization problem is defined as

$$ J(\theta) = \sum_{f=F_{\min}}^{F_{\max}} \sum_{t=0}^{T} (v_{\text{desired}}(t, f) - v_{\text{actual}}(\theta, t, f))^2, $$

subject to

$$ \theta_{\min} \leq \theta \leq \theta_{\max}, $$

where $f$ is the jetting frequency, which is the basic frequency of jetting a train of drops and it is sampled with sampling frequency 0.5 kHz, $v_{\text{desired}}(t, f) = 6m/s \forall t, \forall f$ is the desired drop velocity, $v_{\text{actual}}$ [m/s] is the actual drop velocity, $T$ denotes the total time of the experiment, and $t$ is the time instant when a measurement is taken with sampling time 5 $\mu$s. $\theta_{\min}$ and $\theta_{\max}$ denote the lower and upper bounds of the decision variables, respectively, which are defined as

$$ \theta_{\min} := \text{col}(0.5, 65, 150, 0.25, 12), \quad \theta_{\max} := \text{col}(2, 85, 170, 0.75, 40). $$

The optimization is performed for jetting frequency range $[F_{\min}, F_{\max}] = [20, 60]$ kHz.
4.3. Experimental-based optimization

The optimal pulse that minimizes the cost function is given by

\[ \theta_{opt} = \arg \min_{\theta} J(\theta), \quad (4.3) \]

This problem formulation leads to a nonlinear optimization problem. A standard optimization algorithm is used to solve this constrained nonlinear optimization problem, which is not convex. The search algorithm can be generally categorized into two types, the gradient-based and gradient-free methods [37]-[39]. Gradient-based algorithms utilize gradients to provide search directions for improvement. The calculation of the gradient at a given point can be conducted by perturbations. Finite differencing is one method that is widely used for gradient calculations. Generally, gradient-based algorithms converge faster as the gradient leads to a good search direction for minimization. The gradient calculation based on the finite differences for the experimental-based optimization, however, needs a large number of experiments in case of a large number of decision variables. On the other hand, the gradient-free algorithm can be performed without computing the gradients, which in turn reduces the number of experiments required for the optimization. One of the standard gradient-free methods is based on Nelder-Mead simplex [40]. However, this technique is a heuristic search method that can converge to non-stationary points [41]. Therefore, we used a standard gradient-based algorithm to solve the optimization problem to minimize (4.1), namely, the trust region reflective algorithm [42]. This algorithm can efficiently handle the nonlinear constrained optimization problem. To avoid the algorithm getting trapped into a local minimum, the optimization problem is carried out several times using different initial values.

4.3.3 Experimental results

In this section, the optimized pulse is applied to a real printhead and the results are compared with a standard pulse. Several tests are carried out to evaluate the efficiency of the optimized pulse. Figure 4.6 shows the DoD drop velocity curve for the optimized pulse and the standard pulse. The DoD curve is the velocity of the drop at several jetting frequencies when the nozzle is continuously jetting. The drop velocity variation for the optimized pulse is less than 1.4 m/s compared with variations of 6 m/s in case of the standard pulse over the jetting frequency range 20-60 kHz.

We observe that the main contribution of the error is due to the low drop velocity at jetting frequencies between 20-32 kHz. The reason for the slow drop velocity at this frequency range could be that the two frequency modes, \( F_1 \) and \( F_2 \), and damping ratio \( \mu \) of the printhead are different at this frequency range. Therefore, we focus on optimizing a second pulse only over this frequency range, \( F_{\min} = 20 \text{ kHz} \) and \( F_{\max} = 32 \text{ kHz} \), and we obtained a new optimized pulse for this range, the optimized parameters are summarized in Table 4.1.
Now by defining two pulses, one for the low jetting frequency, 20-32 kHz, and another one for the rest of the jetting frequencies, the maximum drop velocity variation is less than 0.9 m/sec as shown in Figure 4.7. As depicted in Figure 4.8, the optimized pulse at the low-frequency range is not just a scaled version of the high-frequency optimized pulse. Note that the optimized pulses can be used for jetting drops with a DoD frequency up to jetting frequency 53 kHz without overlapping of the pulse. The sudden change in the DoD speed curve at the jetting frequency 53 kHz is due to hardware limitations since the waveform generator cannot overlap the pulses.

The second test is jetting a train of drops at several jetting frequencies and analyzing the time history of the drop traveling from the nozzle plate to the printing media. Figure 4.9 shows the time history of the train of drops for both the experimental-based optimized pulse and standard pulse, with a jetting frequency of 48 kHz. The Figure compares the experimental results of using the optimized pulse (4.9-a) with the standard pulse (4.9-b).

The application of the optimized pulse results in all the 16 drops traveling with the same velocity. The drops are disposed at an equal distance on the printing media. The first drop is, however, slower and therefore the drop is merged with the second drop. A small satellite drop is visible after the last drop. However, jetting with the standard pulse results in drops where the first drop travels to the printing media with high velocity, the subsequent drops travel with different velocities. Several drops are merged together into a single large drop. Consequently, the drops are misplaced on the printing media and have different sizes.

Several experiments are carried out for various jetting frequencies ranging from 20 to 70 kHz and the performance of the printhead is analyzed in terms of the drop velocity. The drop velocity of jetting 10 drops over jetting frequencies 20 – 70 kHz is depicted in Figures 4.10- 4.11, for the standard pulse and the vision-based feedforward optimized pulse, respectively. The vision-based feedforward pulse shows less drop velocity variation compared with the model-based feedforward input and standard pulse.

The performance is evaluated based on the maximum drop velocity variation over the whole range of the DoD frequencies, the behavior of the first drop, and the maximum drop velocity variation at each DoD frequency. The maximum drop velocity variation

<table>
<thead>
<tr>
<th></th>
<th>$\theta_1$ (20-32 kHz)</th>
<th>$\theta_2$ (32-70 kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{rf}$</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>$F_1$</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>$F_2$</td>
<td>160</td>
<td>165</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.3</td>
<td>0.36</td>
</tr>
<tr>
<td>$V_A$</td>
<td>26</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 4.1: Optimized pulse parameters
4.3. EXPERIMENTAL-BASED OPTIMIZATION

Figure 4.6: DoD curve comparison of the standard and optimized pulses

Figure 4.7: Optimized DoD curve with two optimized pulses.
Figure 4.8: Optimized pulses based on vision-based optimization.

Figure 4.9: Jetting 16 drops at a DoD frequency 48 kHz.
over the DoD frequencies is computed as

$$\Delta v_{\text{DoD}} = v_{\text{max}_{\text{DoD}}} - v_{\text{min}_{\text{DoD}}}$$

where

$$v_{\text{max}_{\text{DoD}}} = \max_f v_{\text{DoD}}(f), \quad v_{\text{min}_{\text{DoD}}} = \min_f v_{\text{DoD}}(f),$$

and $v_{\text{DoD}}(f)$ is the drop velocity with continuous jetting at frequency $f$.

For the standard pulse, the drop velocity varies from $v_{\text{min}_{\text{DoD}}} = 2$ to $v_{\text{max}_{\text{DoD}}} = 13.5$ m/s, which is a considerable variation over the whole DoD frequencies. Figure 4.10 shows that the first drop behaves in a completely different manner compared with the subsequent drops. At 65% of the frequencies, the first drop is faster than the remaining drops. As a consequence, a poor printing quality is obtained and a shadow appears in the printed bitmap. Moreover, the maximum drop velocity variation at each jetting frequency is around $3$ m/s, which is computed as

$$\Delta v_{\text{max}} = \max_f \Delta v(f). \quad (4.4)$$

with

$$\Delta v(f) = v_{\text{max}}(f) - v_{\text{min}}(f), \quad (4.5)$$

with

$$v_{\text{max}}(f) := \max_{t \in [0,T]} |v(t, f)|,$$

$$v_{\text{min}}(f) := \min_{t \in [0,T]} |v(t, f)|.$$

A great improvement is achieved by implementing the vision-based feedforward pulse. The drop velocity variation, over the considered frequency range, is reduced to $\Delta v_{\text{DoD}} = 0.8$ m/s compared with $\Delta v_{\text{DoD}} = 12$ m/s for the standard pulse. Figure 4.11 shows that the difference between the first drop the subsequent drops is negligible. Therefore, a bitmap printed with the optimized pulse does not contain the shadow effect. At each DoD frequency, the figure shows that all the drops have similar velocity. The maximum drop velocity variation (4.4) is less than $\Delta v_{\text{max}} = 0.6$ m/s for the optimized pulse compared with $\Delta v_{\text{max}} = 3$ m/s for the standard pulse.

### 4.4 Multi-channel control

As inkjet channels become larger, the crosstalk between closely spaced firing channels becomes more severe resulting in an adverse impact on print quality. A method of
Figure 4.10: Jetting 10 drops at different DoD frequencies, 20 – 70 kHz using the standard pulse.

Figure 4.11: Jetting 10 drops at different DoD frequencies using the two optimized pulses.
addressing this problem, which is applicable to the DoD inkjet without any physical changes to the ink-channel design and with minimal changes to the channel configuration, is described. The individual channels are divided into $N$ interspersed groups and the permitted firing time of each group has its own small time delay $T_D$. The time delay is optimized for each group such that when all channels are fired, a maximum amount of crosstalk cancellation is achieved. Because the firing channels are the source of the acoustic wave train, predominantly at a resonant frequency of the channel, the interaction with neighboring firing channels depends strongly on the phase relationship with the arriving wave. For a given printhead, several basic experimental measurements are carried out, and the data are used to calculate the change in drop velocity as a function of the delays for a channel near the center of the array when all channels are firing.

The inkjet printhead consists of an array of piezoelectric actuators, each of which may rapidly change the volume of an ink chamber. The objective is to minimize the crosstalk between the piezoelectric actuators. Towards this objective, an optimized time delay is included between the firing instant of the channels. In other words, the piezoelectric actuators are divided into groups and a time delay is applied between the inputs of these groups. For example, all the odd channels are fired and then after the time delay the even channels are fired. This delay scheme is known as a two-phase firing scheme. Another alternative is a three-phase scheme, where one third of the channels are fired simultaneously, after a time delay $T_{d1}$ the second third of the channels are fired, and finally, the third group of channels is fired after time delay $T_{d2}$. Similar delay schemes, such as four-phase or five-phase schemes, can also be implemented.

### 4.4.1 Minimization of the crosstalk

In this section, we consider the two-phase firing scheme to minimize the effect of the crosstalk between the ink channels. Figure 4.12 illustrates the effect of crosstalk on the drop velocity. This figure shows the DoD velocity curve for one jetting channel and the DoD velocity curve of a center channel while 16 neighbors are jetting at several time delays. As depicted, the drop velocity is drastically decreased due to the crosstalk between the channels. Note that a time delay of $0 \mu s$ shows the influence of the crosstalk on the drop velocity. A time delay between the odd and even channels is considered and the time delay is varied from 0 to 5 $\mu s$. The effect of crosstalk can be effectively reduced by the time delay, see Figure 4.12. As shown, the crosstalk effect depends on the time delay. When a proper value for the time delay is chosen, for instance 3 $\mu s$, the deviations in the drop velocity are limited.

An optimization problem is formulated to obtain the optimal time delay between the odd and even channels to minimize the effect of the crosstalk. Since no precise model is available to describe the dynamics of the crosstalk between the channels, the optimization problem is formulated based on the measured data that are provided by the
Figure 4.12: The DoD velocity curve with different time delays between the odd and even labeled channels.

Define the optimization problem as

$$F(T_D) := \sum_{f=F_{\text{min}}}^{f=F_{\text{max}}} \sum_{t=0}^{t=T} (v_{\text{odd}}(t, f) - v_{\text{even}}(t, f))^2,$$

subject to

$$T_{D_{\text{min}}} \leq T_D \leq T_{D_{\text{max}}},$$

where $f$ is the jetting frequency, $v_{\text{odd}}$ [m/s] is the odd channels average drop velocity, $v_{\text{even}}$ [m/s] is average drop velocity of the even channels, $T_D$ [µs] denotes the time delay between the jetting of the odd and even channels, $T$ denotes the total time of the experiment, and $t$ is the time instances when the measurements are taken with sampling time 5 µs. $T_{D_{\text{min}}}$ and $T_{D_{\text{max}}}$ denote the lower and upper bounds of the decision variables, respectively, which are chosen as

$$T_{D_{\text{min}}} := 0\,\mu s, \quad T_{D_{\text{max}}} = 5\,\mu s.$$

The optimization is performed for jetting frequency range $[F_{\text{min}}, F_{\text{max}}] = [20, 60]$ kHz with sampling frequency 0.5 kHz.
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Figure 4.13: The bitmap to be printed. In this bitmap, we consider 8 nozzles jetting different number of drops at a DoD frequency of 48 kHz.

The optimal time delay that minimizes the cost function is given by

\[ T_{D_{\text{opt}}} = \arg \min_{T_D} \mathcal{F}. \] (4.8)

This optimization problem is a constrained nonlinear optimization, which is solved using a standard optimization solver. The optimization problem is solved with the printhead in loop. The results of this optimization problem are implemented in the next section.

4.4.2 Experimental results

A time delay of \( T_d = 4 \mu s \) minimizes the cost function (4.6) with 16 channels are jetting. The optimized pulse with the optimized time delay is used to jet several bitmaps, a sample of these bitmaps is shown in Figure 4.13 with jetting frequency 48 kHz. The time history of the drops traveling form the nozzle plate to the printing media are collected to analyze the performance of the printhead. Figures 4.16-4.17 show the drop velocity of the jetted bitmap using the optimized and the standard pulse, respectively.

The performance is evaluated based on the maximum drop velocity variation of all jetted drops. At a given jetting frequency of the bitmap, we compute the maximum drop velocity variation as

\[ \Delta v_{\text{max}_{\text{bitmap}}} = v_{\text{max}_{\text{bitmap}}} - v_{\text{min}_{\text{bitmap}}}, \] (4.9)
where
\[
\begin{align*}
    v_{\text{max}_{\text{bitmap}}} &:= \max_{t \in [0,T], n=1, \ldots, N} |v(t, n)|, \\
    v_{\text{min}_{\text{bitmap}}} &:= \min_{t \in [0,T], n=1, \ldots, N} |v(t, n)|,
\end{align*}
\]
and \( N = 8 \) is the number of jetting nozzles.

The maximum drop velocity variation is less than \( \Delta v_{\text{max}_{\text{bitmap}}} = 1 \text{ [m/s]} \) for the optimized pulse, while the variation is \( \Delta v_{\text{max}_{\text{bitmap}}} = 3 \text{ [m/s]} \) for the standard pulse. The overall improvement in the drop velocity consistency achieved using the optimized pulse has a considerable influence on the print quality as depicted in Figures 4.14-4.15. Figure 4.14 shows the printed bitmap, which has a regular pattern when compared with Figure 4.15. The improvement in the drop velocity consistency, which is achieved using the optimized pulse, has a positive influence on the print quality. On the other hand, the large variations in the drop velocity, in case of the standard pulse, result in an unacceptable poor printing quality. Figure 4.15 shows that the first drop is faster than the subsequent drops and several drops are merged together and form drops with large volume. The original pattern cannot be retrieved from the printed bitmap.

### 4.5 Bitmap-based control

The trajectory in the phase plane of the meniscus position and meniscus velocity is input frequency dependent. For continuous jetting (so all 1’s), the phase plane of the meniscus velocity and meniscus position will converge to a stable limit cycle. That limit cycle generates stable drops with stable volume and velocity, see Figure 4.18. When the jetting pattern includes 0-pixels the periodic behavior is destroyed, see Figure 4.19, and thus the stable limit cycle. It requires several jetting drops to converge again to the stable limit cycle. The convergence rate depends on the dynamics of the channel and of the input frequency. The measurements show that after 100 \( \mu \text{s} \) the transient is damped out. Thus, with jetting frequencies above 10 kHz, there will always be transients. As jetting frequencies up to 100 kHz are desired for higher throughput / accuracy, any design of a pulse shape has to explicitly deal with these transients.

Our proposal is to sustain the limit cycle to preserve the correct values of the initial conditions (meniscus position and velocity) when a drop will be fired, independent of whether the previous pixel is on or off. Towards this objective, we propose a non-jetting pulse for a 0-pixel just before jetting a 1-pixel. This non-jetting pulse ensures that the trajectory in the phase plane is at the same position as when a drop is being jetted.

The measurements shown in Figures 4.18-4.19 are based on the wave model that is described in [19]. In this model, the behavior of the printhead is described with traveling
Figure 4.14: Printed bitmap using the optimized pulse.

Figure 4.15: Printed bitmap using the standard pulse. The variation in the drop velocity results in a poor printing quality. The first drop is faster than the subsequent drops, several drops are merged together and form drops with large volume.
Figure 4.16: Drop velocity of the jetted bitmap for the 8 nozzles using the optimized pulse. The drop velocity variation is kept less than 1 m/s.

Figure 4.17: Drop velocity of the jetted bitmap for the 8 nozzles using the standard pulse. The drop velocity variation is around 3 m/s.
Figure 4.18: Phase plane for continuous jetting

Figure 4.19: Phase plane for jetting pattern 11011
waves, which is used to solve the differential equations implicitly. The droplet formation is calculated simultaneously with the wave transport. This is a good link between the wave reflection at the nozzle and the flow in the nozzle. The main advantage of this model is that it takes the time-varying degree of filling of the nozzle into account. Moreover, this model can predict the meniscus state (velocity and position), which is useful to understand the behavior of the printhead. Here, we use this model to have more insight in the physics of the printhead.

As explained, the drop properties depend on the bitmap which is printed. Therefore, based on the bitmap the input pulse is updated. The 0-pixel in the pattern will result in succeeding drops with different properties. The input pulse has to be updated based on the number of preceding 0-pixels in the pattern. In our optimization problem, we consider a 4 pixels pattern and we optimize the input pulses for the 4th droplet taking into account all possible patterns of the preceding 3 pixels. Since the drop velocity of 4th pixel depends on the number of preceding 0-pixels, the optimization is simplified to only 4 cases. The four cases are 0001, 1101, 1001, and xx11.

We start with the pattern 0001 and we optimize the input of the 4th drop such that the jetted drop has a desired velocity. The resulting optimized pulse of the pattern 0001 is considered as an input for the first drop for the subsequent optimization problems. Figure 4.20 summarizes the optimized pulses and the corresponding patterns. We can distinguish 4 different pulses, 3 pulses are based on how many 0-pixels occur just before the 4th pixel. While the 4th pulse is used in case that 3rd pixel is 1 and independent on the first two pixels.

In Figures 4.21 - 4.22, we compare print quality when jetting an arbitrary bitmap with basic jetting frequency 52 kHz using the standard pulse and the optimized pulses, respectively. The standard pulse shows a poor printing quality and many drops are merged together and the jetting pattern cannot be retrieved. Using the optimized pulse with pattern adaptation, the quality of the print is improved. Thanks to the non-jetting pulse, there are no large differences in drop velocity between the low and high frequency drops. The maximum position error is improved to 0.15 mm compared with 0.4 mm for the standard pulse.

4.6 Conclusions

In this chapter, we have shown that the present physical models are not suitable for pulse design since these models do not include dynamics of the meniscus position, these dynamics play an important role in the prediction of the drop velocity. The DoD velocity curve optimization is not enough to improve the print quality since it neglects essential effects of 0-pixels in bitmaps. The state of the meniscus (velocity, position) at the start
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<table>
<thead>
<tr>
<th>Pattern</th>
<th>0001 (P3)</th>
<th>0101 (P1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input pulses</strong></td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
</tr>
<tr>
<td><strong>Pattern</strong></td>
<td>1001 (P2)</td>
<td>1101 (P1)</td>
</tr>
<tr>
<td><strong>Input pulses</strong></td>
<td><img src="image3" alt="Graph" /></td>
<td><img src="image4" alt="Graph" /></td>
</tr>
<tr>
<td><strong>Pattern</strong></td>
<td>0011 (P0)</td>
<td>1111 (P0)</td>
</tr>
<tr>
<td><strong>Input pulses</strong></td>
<td><img src="image5" alt="Graph" /></td>
<td><img src="image6" alt="Graph" /></td>
</tr>
<tr>
<td><strong>Pattern</strong></td>
<td>1011 (P0)</td>
<td>0111 (P0)</td>
</tr>
<tr>
<td><strong>Input pulses</strong></td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
</tr>
</tbody>
</table>

Figure 4.20: Optimized pulses for different jetting patterns
Figure 4.21: Printed bitmap using the standard pulse (desired bitmap, printed bitmap (gray))

Figure 4.22: Printed bitmap using the optimized pulses (desired bitmap, printed bitmap (gray))
of the pulse influences the drop velocity considerably. Any pulse design has to guarantee almost the same initial meniscus state at firing a drop. An experimental-based optimization scheme is proposed to minimize the drop velocity variations. In this optimization, there is no need for an accurate model. The pulse design is based on controlling the drop velocity and not on an intermediate state. A new pulse parameterization is proposed. The input pulse is parametrized as a function of the physical properties of the printhead that leads to less optimization parameters.

Owing to this parameterization, online adaptation of the pulse is possible. Suppose that the PAINT signal (or meniscus velocity) is measured online. The damping factor $\mu$ and the two frequency modes $F_1, F_2$ are obtained by computing the frequency content of the measured variable and thus the pulse can be adapted online. We have demonstrated that dividing the channels into a number of groups and introducing a proper time delay between the actuation of the channels are sufficient to cope with the effect of the crosstalk between the channels. For jetting patterns containing zeros (0’s), a non-jetting pulse is proposed to increase the velocity of the subsequent drop. Based on the jetting bitmap, a set of input pulses is optimized. Using these pulses result in less drop velocity variations for random bitmaps and, therefore, better printing quality. Different experimental results show the effectiveness of the optimized pulses.
Chapter 5

Professional Laser Printers

Laser printing systems have a great commercial success and currently drive an important segment of the printing market. The performance requirements become strict and have to be achieved under uncertain operating conditions, especially for color printing. Unfortunately, laser printing systems have not received widespread attention in the control system community. Nevertheless, control has played an important role in the evolution of printing systems. Today, high quality and high-speed laser printers with efficient power utilization is required. These printing systems should be able to print on several sizes of media, allow for media with different weights, automatically print on both sides of media and include stapling, booklet production, or other types of finishing. To maintain the printing quality, such printers should be adaptable with respect to variations in media and variations in timing parameters. In this chapter, we present an overview of the digital printing industry, give a brief description of the printing processes, we provide a heat flow model of the thermal aspects of printing process, and finally we identify a set of challenging control problems that are relevant to the printing process.
5.1 Introduction

Color document production systems are multifaceted systems whose quality highly depends on the appropriate combination of several design factors. The physical printing process involves multiple temperature set points at different places, precise electromagnetic conditions, transfer of toner through certain pressures and layouts, and many other technical considerations. The development of laser printers tends to achieve high printing quality with high printing speed.

The popularity of the laser printers results from their ability to print at high speed with high level of precision at relatively low cost. A laser can move very quickly, so it can write with much higher speed than an inkjet. Moreover, since the laser beam has a constant diameter, it can draw more precisely, without spilling any excess ink. On the other hand, laser printers tend to be more expensive than inkjet printers, but their running cost is lower. The toner powder is relatively cheap and it lasts for a long time. When they were first introduced, laser printers were too expensive to use as a personal printer. But now laser printers have become much more affordable, can print with speeds up to 200 pages per minute in black and white and around 100 pages per minute in color [43]. Very high-speed laser printing systems are competing in lithography in several commercial applications, such as mass mailings and personalized documents [44]. As technology advances, laser-printer prices continue to decrease, while performance improves. This will introduce several possibilities of new applications using laser printing.

5.2 Development of laser printer

In 1937, Chester Carlson invented the first dry copying process. After several experiments, the use of a Sulfur on zinc electrostatic medium and Lycopodium powder as a toner was recorded as the first successful experiment. However, it took several years before the first public announcement of xerography technology in 1948. The name xerography is derived from the Greek word for dry writing. In 1950, the first copier, based on the xerography technology, was available in the market. By 1960 the name of xerography changed to Xerox Corporation. The laser printer was invented by modifying an existing Xerox copier. The modifications included replacing the lens assembly with a laser and the paper imaging with a character generator. Gary Starkweather is generally credited as the inventor of the laser printer at Xerox research center in 1969 [45]. One year later, network functionality was incorporated in the laser printer. By 1977 the Xerox 9700 with built in Ethernet capabilities could print up to 120 pages per minute. At the same time, Burroughs developed an electrostatic printer in the early 1970s, which induced an image using a page width array of electrodes [43]-[46].

A faster xerographic printer was developed by IBM. This printer could print around
20,000 lines or 167 pages per minute on 28 cm forms. This printer had an optical forms overlay station in which the laser is only needed to write variable information. This printer was used for high-volume printing of documents such as invoices and mailing labels. It is often cited as “taking up a whole room,” implying that it was a primitive version of the later known printers used with a personal computer.

In 1981, Xerox released the first innovative laser printer design for office use. However it was an expensive system that limits the purchasing to a relatively small number of institutions and businesses. With the widespread use of personal computers, the first laser printer intended for a mass market was the Hewlett Packard LaserJet I, which was released in 1984. The HP LaserJet printer was quickly followed by several laser printers from Brother Industries, Apple, IBM and others. First-generation printing machines consisted of large drums that are photosensitive, with circumferences larger than the length of the paper. When the coatings were developed, the drums contact the paper multiple times in a pass, and therefore became smaller in diameter. Thanks to laser printers, fast and high quality text printing with several fonts and sizes on a page were brought to the business and consumer markets. With the rapid developments of the electronic technology, the price of laser printers has been considerably reduced over the last years.

5.3 Description of the printing system

The printing process consists of six main steps. Charging of a photo-conductor, exposing the photo-conductor drum or belt or image exposure, the development of the latent image, transferring the image from the photo-conductor to a sheet of paper or any other printing media, fusing the developed image to the printing media and finally cleaning any residual toner from the photo-conducting drum or belt in preparation for the next print [48]-[50]. These steps are illustrated in Figure 5.1.

5.3.1 The corona charging

Prior to the image exposure, an electrical field is established within the photo-conductor film. A charge distribution on the photo-conductor surface is generated by absorption of ionized gas molecules that arise from an electrical corona device. A corona discharge device usually consists of several thin wires, typically 3-8 corona wires, which are strung within a metal enclosure. A high voltage is applied to these wires, typically 5-10 kV, which generates an electric field around the wires. This electric field ionizes the air molecules and results in charged ions. The charged ions are driven onto the photo-conductor surface. The uniformity of the charge distribution on the surface of the photo-conductor is important to avoid non-uniformities in the developed image.
The emission uniformity is good for a positive potential but very poor for the negative corona potential. The scorotron was invented to deal with the problem of charging a photo-conductor with uniform negative potential. The scorotron consists of a series of corona wires with a screen of larger diameter, 250 \( \mu \text{m} \), wires with a lower voltage level, 500 - 1000 V, is applied between the corona wires and the photo-conductor surface.

### 5.3.2 The photo-conductor drum

One of the main components in the printing process is the photo-conductor, it is also known as the toner transfer belt (TTF). Photo-conductors are conductors in the light and insulators in the dark. These properties are essential to the process. At this point, the photo-conductor has a uniform surface potential associated with it. The next step is to expose the image of a document onto the surface of the photo-conductor. By using lenses and mirrors, a latent image is exposed and forms the charged photo-conductor. The image is converted into a visible one by depositing charged toner particles on the photo-conductor. The imaged areas of the photo-conductor remain unexposed and charged, while the areas that receive light become neutralized. In a neutralized area the charge is drained away from the surface of the photo-conductor to the metalized ground. What remains is the electrostatic latent image. Earlier photo-receptors consisted of selenium coated on a metalized drum. Nowadays, they are coated on aluminized Mylar and are made into smoothly continuous belts. Once an electrostatic latent image is formed on the photo-conductor, it is ready for development.
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5.3.3 Electrostatic image development

The image in static electricity needs to be developed. The developer disposes small particles of toner, colored plastic dust, onto the statically-charged surface of the photo-conductor drum. The developer is often a hopper filled with toner and mixed with iron fillings. The developer roller faces the drum, with just a fractional separation. The developer roller rotates carrying a thin layer of filings and toner out towards the drum. The developer roller has an electrical charge equal to the charged area of the drum, so toner will only stick where the light has discharged the photo-conductor. Moreover, it contains a magnet which causes the filings coated in toner to stand on end as they pass the drum. Nowadays, resin rollers and sheets are used to create a finer developer coating. The developer brushes the drum gently with plastic dust which is repelled from the charged area and sticks to those areas with no charge.

5.3.4 Image transfer

The developed image is now ready to be transferred to the printing media. A transfer corona unit is used to transfer the developed image to the printing media. The transfer corona unit generates an attractive electric field. If a machine is using positive toner then it must use a negative transfer corona unit and vice versa. Without the attractive electric field, the toner will remain on the photo-conductor. The toner can now be directly transferred to metal sheets, insulating films, or paper. Since the photo-conductor drum rotates with the same speed as the printing media, the image is transferred with relatively high precision. The printing media now carries the developed image and moves to the fuser.

5.3.5 Fusing the image

After the image has been transferred to the paper it needs to be made permanent. Prior to this step the formed toner-image is somewhat loosely bound to the paper surface and can easily be disturbed or rubbed off. Various methods of fusing include hot roll pressure fusing, cold pressure fusing, radiant fusing, flash fusing, and vapor fusing. Most of the high-speed fusing is done using hot roll pressure fusers. This technique employs steel rollers, which are loaded against each other by compression spring. These rollers are usually heated using a tungsten quartz lamp. The printing media is then passed between the two rollers and, therefore, the image is fused on the printing media. The typical fusing temperature is around 130 °C.

5.3.6 Residual toner cleaning

The last step is to clean the photo-conductor drum from the toner that is not transferred to the printing media. Some of the toner particles remain on the photo-conductor sur-
face. The remaining particles are usually smaller than the particles that are transferred to the printing media. Since the larger particles tend to shield the smaller ones on transfer. These particles have to be removed from the photo-conductor surface, since otherwise they might interfere with the corona charging and the image exposure. Scraper blades or rotating brushes are utilized to clean the photo-conductor drum. An erase lamp and a corona unit are also involved in the cleaning process. The erase lamp removes the latent electrostatic image and the corona device neutralizes the surface charges.

5.4 Printing system heat flow

In this thesis, we focus on the fusing part and the heat flow in the printing system. The heat flow is very relevant in a printer [51]-[52], since it is linked to the fundamental goal of the printing system, namely, to achieve high-quality prints and high throughput. The printing quality is highly affected by the fuse temperature. Therefore, it is required to monitor and accurately control the fuse temperature. If the fuse temperature is too low, the toner will not properly penetrate the paper and a toner layer will be formed on top of the paper, which can be easily removed by bending and scratching. On the other hand, a too high fuse temperature will cause the toner to melt and stick to any other surfaces. Moreover, the amount of heat lost during printing affects the printing speed and, consequently, the throughput. The average energy consumption of the printer over a working day is part of the running costs for a printer. Most of the power consumed by a printer is used to maintain heat flows and certain temperature levels. Moreover, the power consumption is evidently limited by the available power. These issues illustrate the importance of proper heat control for a printing system.

5.4.1 Heat flow model

The heat storage behavior can be modeled as the storage of electrical charge [53]. For example, a capacitor stores electrical charge, resulting in an electrical potential over the capacitor. In this section, we utilize the electrical analogy to model the heat flow in the printing system. As such, the elements that can store heat are modeled as the capacitor, the transportation of heat is modeled as an electrical charge, which is transported through resistors. The heat resistors are not heat storage elements. In the printing system, heat is transported in three different ways, namely, conduction, convection, and radiation. The heat is transported by conduction through the mechanical components. Heat flow is convected via the air flow, and radiated by hot surfaces. In addition, heat is transported via the movement of objects in the printer, such as the printing media or the TTF belt.

Heat conduction and convection are modeled as linear thermal resistances, where the resistance might depend on system parameters such as rotational speed. Heat radiation
is modeled as a non-linear resistance. Heat, which is inserted into the printer, is represented as electrical power. The printing system, which we study in this thesis, has two heaters that generate heat from electrical energy. The preheater, \( P_{pre} \), is responsible for warming up the paper to a desired temperature before fusing. The TTF rollers are usually heated using a tungsten quartz lamp \( P_{TTF} \).

The following assumptions are made to derive the heat flow model (5.1)

- The printer is modeled as lumped. Only the most interesting temperatures are explicitly included.
- The sheets are not modeled individually but as a continuous paper mass flow, when they interact with the TTF.
- The interaction between areas of different temperatures are modeled using heat resistors between the lumped capacitances.
- The printing media (the paper) extracts heat from the preheater and exchanges heat with the TTF.

As mentioned, controlling the fuse temperature is the key to achieve high printing quality. The fuse temperature \( T_{fuse} \) is determined by the temperature of the paper sheets and the temperature of the TTF belt at the fuse pinch. The fuse temperature cannot be measured, therefore, the preheating temperature \( T_{pre} \) and the TTF temperature \( T_{TTF} \) are used as a good estimation of the fuse temperature. The dynamics of the preheating and TTF systems are given by the following lumped model

\[
\begin{align*}
\dot{T}_{pre} &= \frac{1}{C_{pre}} \left( P_{pre} - m_{pap} v_{pap} (T_{pap} - T_{init}) - \frac{T_{pre} - T_{env}}{R_{env}} \right), \\
\dot{T}_{TTF} &= \frac{1}{C_{TTF}} \left( N_{TTF} P_{TTF} - \frac{T_{TTF} - T_{env}}{R_{env}} - \frac{T_{TTF} - T_{pap}}{R_{pap}} \right) - \frac{T_{TTF} - T_{slow}}{R_{slow}} - \frac{T_{TTF} - T_{roller}}{R_{roller}}, \\
\dot{T}_{roller} &= \frac{1}{C_{roller}} \left( \frac{T_{TTF} - T_{roller}}{R_{roller}} \right), \\
\dot{T}_{slow} &= \frac{1}{C_{slow}} \left( \frac{T_{TTF} - T_{slow}}{R_{slow}} \right),
\end{align*}
\]

with

\[
T_{pap} = T_{init} + (T_{pre} - T_{init})(1 - e^{-\frac{\Delta L_{pre}}{m_{pap} v}}),
\]

where \( T \) [K] denotes the temperature of different objects, \( C \) [J/K] represents the thermal capacity, \( R \) [K/w] is the thermal resistance, \( P_{pre} \) [w] and \( P_{TTF} \) [w] denote the input
power to the preheater and the TTF heater, respectively. $N_{TTF}[-]$ denotes the TTF heater thermal efficiency, $m_{pap} [\text{kg}]$ is the paper mass, $v [\text{m/s}]$ is the belt speed, $T_{pap} [\text{K}]$ is the average temperature of the paper, and $L_{pre} [\text{m}]$ represents the length of the preheater. $T_{\text{roller}} [\text{K}]$ and $T_{\text{slow}} [\text{K}]$ represent the temperature of the various rollers that are in contact with the TTF. $T_{\text{env}} [\text{K}]$ denotes the environment temperature to which heat is leaked.

Due to physical and practice considerations, the fusing temperature cannot be measured directly. Therefore, the fuse temperature is estimated as follows,

$$T_{\text{fuse}} = T_{TTF} + \frac{\alpha P_{TTF}}{\sqrt{v}},$$

(5.2)

where $\alpha$ is an estimator parameter and $v$ is belt speed. The model (5.1) is connected to a higher level controller, which determines the amount of the available power and printer speed. Several parameters of the model (5.1) are time varying, since these parameters depend on the different printing jobs and the rotation speed, while other parameters are unknown.

## 5.5 Control challenges for the printing system

In the printing system there are several challenging issues, such as uncertainty arising from the printer itself, the printing media, and external disturbances. Most of the printing process variation results from changes in various element properties, e.g. toner, carrier, photoreceptor, etc.

- Slowly varying property changes are typically in response to external disturbances and/or wear. For instance, the adhesion of the toner particles might change as a function of the humidity level in the developer, which, in turn, impacts the ability of the toner to develop and transfer. Gradual wear alters photoreceptor properties resulting in changes to the behavior of development and transfer.

- Large and fast varying properties are mainly related to the printing speed and different printing jobs (paper mass, humidity, size, media, etc.). Consider, for example, a customer print job that involves multiple media types such as heavy-weight cover stock and light-weight coated paper. These media types have considerable different transfer and fusing performance characteristics and thus different parameters in the model (5.1).

- The primary external disturbance that affects the performance of a printing system is the environment. Environment refers to the ambient operating temperature, relative humidity, and altitude of the printer, which can all vary significantly depending on whether the printer is operating in the summer or in winter. In particular, the ambient environment affects the electrical properties of developer and media materials, which, in turn, influence the development and transfer processes.
These issues have a negative effect on the stability and performance of the printing system. For future applications, laser printers have to produce higher quality prints, be more reliable under a broader range of conditions, and at a reduced per-print cost. As a result, such printers should be adaptable with respect to variations in media, and the environmental variations. These challenges give rise to the research questions explained in chapter 1. Adaptive control strategies will play an increasingly important role to answer these questions. In the next two chapters, we discuss two different control strategies that tackle these research questions. In chapter 6, we propose a novel Model Reference Adaptive Controller (MRAC) scheme to cope with the large parameter variations and disturbances. We propose two methods to improve the adaptation speed of the MRAC to deal with fast parameter variations, namely, using nonlinear adaptation gain and multiple adaptation gain. We propose an adaptation gain as a function of the tracking error. Thanks to this choice, a faster controller parameter adaptation is achieved when the tracking error is large and thus a faster error convergence is obtained. A new Lyapunov function is introduced to investigate the stability of both state and output feedback MRAC.

In the second approach, unlike the standard MRAC, which uses a single adaptation gain, multiple adaptation gains are proposed. The adaptive control problem formulation involves recasting the error dynamics, which comprise of the tracking error and error of the controller parameters, into a Takagi-Sugeno model. A sufficient condition is derived to ensure the asymptotic stability of the system for both state and output feedback cases. The adaptive control problem is formulated as a minimization of the $L_2$ gain. The optimal adaptation gains are obtained by solving a linear matrix inequality problem. Both approaches show a faster error convergence compared to a constant adaptation gain. Moreover, the implementation of the proposed approaches elucidates that the performance of the printing system can be considerably improved in the presence of large parameter variations compared to the present industrial controller.

In chapter 7, the robust control problem of a laser printing system, using an $L_2$ observer-based output feedback controller, is analyzed. The nonlinear printing system is approximated by a Takagi-Sugeno (T-S) model at different operating conditions. A robust control technique is proposed to cope with the effect of the approximation between the nonlinear model of the printing system and the approximated T-S model. A sufficient condition is derived to ensure robust stability of an $L_2$ observer-based output feedback controller with guaranteed disturbance attenuation level. A parameterized Lyapunov function is employed in our approach. A transformation formulates the problem in terms of a linear matrix inequality for which efficient optimization solvers are used to test feasibility. This approach is an optimal gain scheduling technique, where the print jobs are used to choose the proper controller. The implementation of this approach yields considerable improvements of the printing system performance compared with the preset industrial controller.
Chapter 6

Improved Convergence of MRAC Designs for Laser Printer

This chapter deals with the improved design of model reference adaptive controllers (MRAC). Two different approaches are proposed to improve the performance of MRAC. First, we introduce a nonlinear adaptation gain. Uniform asymptotic stability of the system is demonstrated for both state and output feedback cases. In the second approach, multiple adaptation gains are employed. The formulation involves recasting the error dynamics, which comprise of the tracking error and error of the controller parameters, into a Takagi-Sugeno model. A sufficient condition is derived to ensure the asymptotic stability of the system for both state and output feedback cases. The adaptive control problem is formulated as a minimization of the $L_2$ gain. The optimal adaptation gains are obtained by solving a linear matrix inequality problem. A numerical example compares the proposed approaches with the standard MRAC. Moreover, the proposed approaches are applied to control a model of printing system to improve the printing quality where large parameter variations, owing to different print jobs, and disturbances are present.
6.1 Introduction

An adaptive controller modifies a control law used by a controller to cope with the time-varying or uncertain parameters of the system being controlled [54]-[55]. MRAC is one of the approaches to adaptive control. MRAC was first introduced by Whitacker in 1958. Over the past several years, various model-reference adaptive control (MRAC) methods have been investigated. The majority of MRAC methods may be classified as direct, indirect, or a combination thereof. Indirect adaptive control methods are based on identification of unknown plant parameters and certainty-equivalence control schemes derived from the parameter estimates, which are assumed to be their true values. Parameter identification techniques such as recursive least-squares and neural networks have been used in indirect adaptive control methods. On the other hand, direct adaptive control methods directly adjust control parameters to account for system uncertainties without identifying unknown plant parameters explicitly. In this chapter we focus on direct adaptive control.

The basic structure of a direct MRAC scheme is shown in Figure 6.1. MRAC attempts to reduce the tracking error $e_1 = y_p - y_m$ between the plant output $y_p$ and the output of the reference model $y_m$. A stable reference model is designed to achieve a desired control performance. The closed-loop system consists of an ordinary control configuration with a feedback control law that contains the plant and a controller $C(\theta)$ and an adjustment mechanism that optimally adjusts the controller parameters $\theta(t)$ on-line to force the controlled plant to follow the reference-model output. The design procedure involves the use of a wide class of adaptive laws that include least-squares, gradient and SPR-Lyapunov design approaches [56]-[57].

Figure 6.1: Main structure of MRAC.
Adaptive control has been successfully implemented in several applications. However, the high-gain control for fast adaptation is an issue. In some applications, fast adaptation is required to improve tracking performance when a system is subject to large uncertainties. In this case, a large adaptation gain must be used to reduce the tracking error rapidly. However, there typically exists a balance between stability and speed of adaptation. A fast adaptation gain results in high-frequency oscillations, which can excite unmodeled dynamics that could adversely affect the stability of an MRAC system. On the other hand, small adaptation gains will result in an unacceptable slow response. Several methods are discussed in [54] to choose the adaptation gain. In [58], two algorithms are proposed to tune the adaptation gain for a gradient-based parameter update law used for a class of nonlinear discrete-time systems. These algorithms require the knowledge of the system model as well as the system states. Moreover, these methods require a considerable on-line computation time. In [60] an $L_1$ adaptive control is addressed, where a low-pass filter is used to prevent the high frequency oscillation that might occur due to fast adaptation. In this case, the reference output is no longer preserved and it has to be reconstructed using a predictor model. A hybrid direct-indirect adaptive control is investigated in [62]. An indirect adaptive law based on a recursive least-squares parameter estimation identifies the parameters of a nominal controller to reduce the modeling error, and the remaining tracking error signal is then handled by a direct adaptive law with a smaller learning rate.

In this chapter, we address two different methods to improve the convergence of the MRAC, namely, using a nonlinear varying adaptation gain and using multiple adaptation gains with a new adaptation law.

In [62], we have proposed a nonlinear varying adaptation gain. The design does not require any knowledge of the parameters of the system. To improve the system performance, the adaptation gain should be chosen as a function of the controller parameter error. However, the optimal controller parameters depend on the process parameters, which are usually unknown. The error between the outputs of the process and of the reference model gives also a good indication of the controller parameter error. Hence, we propose an adaptation gain as a function of the output error instead of controller parameter error. A new Lyapunov function is introduced to investigate the stability of both state and output feedback MRAC systems. A faster convergence of MRAC is achieved using the nonlinear adaptation gain.

A further performance improvement of MRAC is obtained in [63], where a novel adaptation law is introduced for both state and output feedback. Unlike the standard MRAC, which uses a single constant adaptation gain, multiple adaptation gains are employed in this approach. The error dynamics, which are composed of the output tracking error and the controller parameter estimation error, are first represented by a Takagi-Sugeno
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The T-S model is considered as an exponentially stable system perturbed by an external disturbance. Therefore, the adaptive control problem is formulated as minimizing the $L_2$ gain. By this formulation, the optimal adaptation gains are obtained by solving a linear matrix inequality (LMI) problem.

The chapter is organized as follows. First we present the standard MRAC. Then we introduce the modified state and output feedback MRAC design using nonlinear varying adaptation gain. Afterwards, the new adaptation law with multiple adaptation gain is addressed. The proposed approaches are compared with the standard MRAC using a numerical example. Finally we illustrate the application of the proposed approaches for a printing system.

6.2 Preliminary

In this section, we review the basics of the MRAC approach for SISO systems. Consider a linear slowly time-varying system given by

$$
\begin{align*}
\dot{x}_p(t) &= A_p(t)x_p(t) + B_p(t)u(t), \\
y_p(t) &= C_p(t)x_p(t),
\end{align*}
$$

(6.1)

where $x_p(t) \in \mathbb{R}^n$ is the state vector of the plant, $y_p(t) \in \mathbb{R}$ is the plant output, $A_p(t) \in \mathbb{R}^{n \times n}$, $B_p(t) \in \mathbb{R}^n$ and $C_p^\top(t) \in \mathbb{R}^n$ are the state space matrices, which are assumed to be time varying, and $u(t) \in \mathbb{R}$ denotes the plant input.

The stable reference model is given by

$$
\begin{align*}
\dot{x}_m(t) &= A_mx_m(t) + B_mr(t), \\
y_m(t) &= C_mx_m(t),
\end{align*}
$$

(6.2)

where $r(t) \in \mathbb{R}$ is a reference input signal $x_m(t) \in \mathbb{R}^{m_r}$ is the state vector of the reference model, $y_m(t) \in \mathbb{R}$ is the reference output, $A_m \in \mathbb{R}^{m_r \times m_r}$, $B_m \in \mathbb{R}^{m_r}$ and $C_m^\top \in \mathbb{R}^{m_r}$ are the state space matrices of the reference system. The reference model is chosen to represent a desired performance of the closed-loop system. Here, both the plant model (6.1) and the reference model (6.2) are represented in the controller.
canonical form \[64\]. That is,

\[
A_p(t) = \begin{bmatrix}
0 & 1 & 0 & 0 \\
\vdots & 0 & \ddots & 0 \\
0 & \cdots & 0 & 1 \\
a_p1(t) & a_p2(t) & \cdots & a_pn(t)
\end{bmatrix},
B_p(t) = \begin{bmatrix}
0 \\
\vdots \\
0 \\
b_p(t)
\end{bmatrix}
\]

Similarly,

\[
A_m = \begin{bmatrix}
0 & 1 & 0 & 0 \\
\vdots & 0 & \ddots & 0 \\
0 & \cdots & 0 & 1 \\
a_m1 & a_m2 & \cdots & a_mn
\end{bmatrix},
B_m = \begin{bmatrix}
0 \\
\vdots \\
0 \\
b_m
\end{bmatrix}
\]

### 6.2.1 State feedback MRAC

Consider the state feedback control law

\[
u(t) = K_{ff}(t)r(t) + K_{fb}^T(t)x_p(t),
\]
which is written in a compact form as

\[
u(t) = \theta^T(t)w(t),
\]

where \(\theta(t) = col(K_{ff}(t), K_{fb}(t)) \in \mathbb{R}^{1+n}\) denotes the controller parameter vector and \(w(t) = col(r(t), x_p(t)) \in \mathbb{R}^{n+1}\) is the regressor vector.

The time-varying closed-loop system is expressed as

\[
\dot{x}_p(t) = (A_p + B_pK_{fb}^T)x_p(t) + B_pK_{ff}r(t),
\]

\[
= A_{cl}(\theta(t))x_p(t) + B_{cl}(\theta(t))r(t).
\]

We will assume the existence of an idealized controller

\[
u_m(t) = K_{ff}^m(t)r(t) + K_{fb}^m(t)x_p(t),
\]

which is parameterized by the vector

\[
\theta_m(t) = col(K_{ff}^m(t), K_{fb}^m(t)) \in \mathbb{R}^{1+n} \quad t \geq 0,
\]

that consists of ideal controller parameters. Here, ideal means that the reference model (6.2) coincides with the closed-loop system defined by (6.6) when controlled by (6.5). This is known as the perfect model following condition, more precisely, we assume that

\[
A_{cl}(\theta_m(t)) = A_m(t), \text{ for all } t \geq 0,
\]
\[ B_{cl}(\theta_m(t)) = B_m(t), \text{ for all } t \geq 0. \]

This condition is satisfied by choosing the controller parameters that implies

\[ A_p - A_m = -B_p K_f^\top, \quad B_m = B_p K_{ff}. \]

Based on the system representation (6.3), the idealized controller parameter is given as

\[ K_{ff}^m(t) = \frac{b_m}{b_p}, \quad K_{ff}^m = -\frac{1}{b_p} \Delta A, \tag{6.8} \]

where

\[ \Delta A := [a_{p1} - a_{m1} \quad \ldots \quad a_{pn} - a_{mn}]. \]

Define the state tracking error be

\[ e(t) = x_p(t) - x_m(t). \tag{6.9} \]

The dynamics of the tracking error are described by

\[
\dot{e}(t) = A_m e(t) + (A_{cl}(\theta(t)) - A_m) x_p(t) + (B_{cl}(\theta(t)) - B_m) r(t),
\]

\[
= A_m e(t) + [B_{cl}(\theta(t)) - B_m \quad A_{cl}(\theta(t)) - A_m] \begin{bmatrix} r(t) \\ x_p(t) \end{bmatrix}, \tag{6.10}
\]

\[
= A_m e(t) + B_I \tilde{\theta}^\top(t) w(t).
\]

where \( B_I = [0 \quad \ldots \quad 0 \quad 1]^\top \in \mathbb{R}^n \) and

\[ \tilde{\theta}^\top(t) := B_I^\top B_p \theta^\top(t) + [-B_I^\top B_m \quad B_I^\top (A_p - A_m)] \]

defines the error of the parameters of the controlled system and of the model, which can be written in terms of the idealized controller as

\[ \tilde{\theta}^\top(t) := B_I^\top B_p (\theta^\top(t) - \theta_m^\top(t)). \]

**Lemma 6.2.1.** For time invariant models (6.1) and (6.2), the closed-loop system (6.6) is asymptotically stable (\( e \to 0 \)) using the control law (6.5) and the update law

\[ \dot{\tilde{\theta}} = \dot{\theta} = -\Gamma w B_I^\top P e, \tag{6.11} \]

where \( \Gamma > 0 \) is the adaptation gain and \( P > 0 \) a positive definite matrix, which satisfies \( A_m^\top P + PA_m \prec 0 \).
Proof. Consider the Lyapunov function
\[ V(e, \hat{\theta}) = e^\top P e + \hat{\theta}^\top \Gamma^{-1} \hat{\theta}, \] (6.12)
The time derivative of (6.12) along the trajectory of (6.10) is given as
\[ \dot{V} = e^\top (A_m^\top P + PA_m) e + 2(\hat{\theta}^\top w)B_I^\top P e + 2 \hat{\theta}^\top \Gamma^{-1} \dot{\hat{\theta}}, \] (6.13)
selecting the adaptation law
\[ \dot{\hat{\theta}} = \dot{\theta} = -\Gamma w B_I^\top P e, \] (6.14)
we obtain
\[ \frac{d}{dt} V(e, \hat{\theta}) = -e^\top (A_m^\top P + PA_m) e < 0. \]
That completes the proof. \(\square\)

Adaptive control systems may exhibit unbounded parameter drift even for bounded disturbances. The method of \(\sigma\)-modification [65] is proposed to avoid the parameter drift. Towards this end, the update law (6.11) is modified to
\[ \dot{\hat{\theta}} = \dot{\theta} = -\Gamma w B_I^\top P e - \sigma \theta \] (6.15)
where \(\Gamma > 0, P > 0\) satisfy \(A_m^\top P + PA_m < 0\).

### 6.2.2 Output feedback MRAC

In practice the plant states are not measurable and only the plant output is measurable. In such a case, a state observer, such as a Kalman-filter, is difficult to use since the plant parameters are unknown. Several techniques are proposed for the design of the output feedback MRAC [59], [72]. The augmented error method is accepted in the literature as the standard approach for MRAC with output feedback. The augmented error method is a combination of a primary controller and a set of adaptive laws. The structure of the primary controller is shown in Fig. 6.2. The primary controller includes two auxiliary signal generators (ASGs) to produce vectors \(z_1(t) \in \mathbb{R}^{n-1}\) and \(z_2(t) \in \mathbb{R}^{n-1}\), which are filtered signals of the plant input \(u(t)\) and the plant output \(y_p(t)\), respectively. For more details about how to design the ASGs, the reader is referred to [59].

Consider the reference model
\[
\begin{align*}
\dot{x}_m(t) &= A_m x_m(t) + B_m r(t), \\
y_m(t) &= C_m x_m(t),
\end{align*}
\] (6.16)
The primary controller is defined as
\[ u(t) := K_{ff}r(t) + F^Tz_1 + K_{fb}y_p + d^Tz_2, \]
which is written in the compact form
\[ u(t) = \theta^T(t)w(t) \quad (6.17) \]
with
\[ \theta^T = \begin{bmatrix} K_{ff} & F^T & K_{fb} & d^T \end{bmatrix} \]
are the controller parameter and
\[ w(t)^T = \begin{bmatrix} r(t) & z_1^T(t) & y_p(t) & z_2^T(t) \end{bmatrix}. \]

The adaptive laws are derived using Lyapunov's second method. However, it is not a straightforward to derive the error equations as in the state feedback case. This is because the ASGs introduce extra states in the closed-loop system. In this case, the closed-loop system has a higher order than the reference model. It is shown in [72] that the output error \( e_1 = y_p - y_m \) can be written as
\[ e_1 = G_m \tilde{\theta}^T w \]
where \( G_m = C_m(sI - A_m)^{-1}B_m \) represents the transfer function of the reference model (6.16) and \( \tilde{\theta} = \theta - \theta_m \).
Therefore, the error equation is expressed as
\[ \dot{e}(t) = A_m e(t) + B_m \tilde{\theta}^T w, \quad (6.18) \]
with \( e(t) = \begin{bmatrix} e_1 & \dot{e}_1 & \cdots & e_1^{(n-1)} \end{bmatrix}^\top \).

Assume that the reference model (6.16) is strictly positive real (SPR) and it is represented in the controller canonical form. Then, there exist positive definite matrices \( P = P^\top \succ 0 \) and \( Q \succ 0 \) such that the following conditions hold,

\[
\begin{align*}
A_m^\top P + PA_m &= -Q \\
PB_m &= C_m^\top
\end{align*}
\]  

(6.19)

Consider the quadratic Lyapunov function

\[
V(e, \tilde{\theta}) = e^\top P e + \tilde{\theta}^\top \Gamma^{-1} \tilde{\theta},
\]  

(6.20)

with \( \Gamma = \Gamma^\top \succ 0 \) denotes the adaptation gain. The time derivative of (6.20) along the trajectory of (6.18) is given as

\[
\frac{d}{dt} V(e, \tilde{\theta}) = e^\top (A_m^\top P + PA_m)e + 2(\tilde{\theta}^\top w)B_m^\top P e + 2 \tilde{\theta}^\top \Gamma^{-1} \dot{\tilde{\theta}},
\]  

(6.21)

applying the SPR properties (6.19) yield

\[
\frac{d}{dt} V(e, \tilde{\theta}) = -e^\top Q e + 2(\tilde{\theta}^\top w)e_1 + 2 \tilde{\theta}^\top \Gamma^{-1} \dot{\tilde{\theta}}.
\]  

(6.22)

Selecting the adaptation law

\[
\dot{\tilde{\theta}} = \dot{\theta} = -\Gamma w e_1,
\]  

(6.23)

we obtain

\[
\frac{d}{dt} V(e, \tilde{\theta}) = -e^\top Q e \leq 0.
\]

Note that the derivative of \( V \) with respect to time is thus negative semi-definite. This implies that \( V(t) \leq V(0) \) and, therefore, \( e \) and \( \tilde{\theta} \) are bounded. This implies that the controller parameters \( \theta \) and the system output \( y_p \) will be bounded. It follows that the second derivative of \( V \) with respect to time \( \ddot{V} \) will be bounded, and hence \( \frac{d}{dt} V(e, \tilde{\theta}) \) is uniformly continuous. This implies that the error \( e \) will converge to zero. However, the controller parameters \( \theta \) will not necessarily converge to their correct values. This result shows that the controller parameters will be bounded. To guarantee the convergence of parameters, it is necessary to impose conditions, such as persistence of excitation and uniform observability, on the reference signal and on the system.
6.3 Nonlinear time varying adaptation gain

The adaptation gain $\Gamma$ determines the rate at which the controller parameter will converge to steady state values. Moreover, the adaptation gain influences the performance of the system. Hence, the adaptation gain should be properly chosen. A too high adaptation gain may lead to badly damped behavior, while a too low adaptation gain will lead to an unacceptable slow response. In this section, we propose a nonlinear time varying adaptation gain, which does not require any knowledge of the parameters of the system. To improve the system performance, the adaptation gain could be chosen as a function of the controller parameters error. However, the idealized controller parameters depend on the process parameters, which are usually unknown. The error between the outputs of the process and of the reference model gives also a good indication about the controller parameters error. Hence, we propose an adaptation gain as a function of the output error instead of controller parameters error. A new Lyapunov function is introduced to investigate the stability of both state and output feedback MRAC systems.

6.3.1 Modified state feedback

In this subsection, a new MRAC state feedback design is introduced based on a nonlinear adaptation gain. The adaptation gain $\Gamma$ is chosen as a function of the error $e$ such that if the error is large, the adaptation gain $\Gamma$ will be large. This implies that the controller will adapt its parameters faster and thus a faster convergence of the error is achieved. Let the adaptation gain be

$$\Gamma = \gamma_0 + \gamma_1 e^\top P e, \quad \gamma_0 > 0, \quad \gamma_1 > 0, \quad P > 0, \quad \text{therefore} \quad \Gamma > 0. \quad (6.24)$$

**Theorem 6.3.1.** Using the state feedback control law (6.5), the adaptation law (6.11), and the nonlinear adaptation gain (6.24), the closed-loop system is asymptotically stable.

**Proof.** Consider the candidate Lyapunov function

$$V(e, \tilde{\theta}) = \left( \frac{\gamma_1}{2} e^\top P e + \gamma_0 \right) e^\top P e + \tilde{\theta}^\top \tilde{\theta}, \quad (6.25)$$

where $\gamma_0 \in \mathbb{R}_+, \gamma_1 \in \mathbb{R}_+, \text{and} \ P > 0 \ \text{is a positive definite symmetric matrix. The time derivative of} \ (6.25) \ \text{along the trajectory of} \ (6.10)$

$$\frac{d}{dt} V(e, \tilde{\theta}) = \left( \frac{\gamma_1}{2} e^\top P e + \gamma_0 \right) (\dot{e}^\top P e + e^\top P \dot{e}) + \frac{\gamma_1}{2} (e^\top P e + e^\top P \dot{e}) e^\top P e$$

$$+ 2 \tilde{\theta}^\top \dot{\tilde{\theta}}, \quad (6.26)$$

$$\frac{d}{dt} V(e, \tilde{\theta}) = (\gamma_1 e^\top P e + \gamma_0) (\dot{e}^\top P e + e^\top P \dot{e}) + 2 \tilde{\theta}^\top \dot{\tilde{\theta}}. \quad (6.27)$$
Using the error dynamics (6.10) and the adaptation gain (6.24), the time derivative of $V$ yields

$$
\frac{d}{dt} V(e, \tilde{\theta}) = \Gamma(e^\top (A^\top_m P + P A_m)e + 2(\tilde{\theta}^\top w)B_I^\top Pe) + 2\tilde{\theta}^\top \dot{\tilde{\theta}}. \tag{6.28}
$$

With the adaptation gain law

$$
\dot{\tilde{\theta}} = \tilde{\dot{\theta}} = -\Gamma w B_I^\top P e
$$

as given in (6.24) we infer that

$$
\frac{d}{dt} V(e, \tilde{\theta}) = \Gamma e^\top (A^\top_m P + P A_m)e < 0 \quad \text{if} \quad e^\top e \neq 0. \tag{6.29}
$$

Therefore, $V$ is a Lyapunov function for the system. \qed

Note that $\gamma_0$ and $\gamma_1$ are design parameters. The nonlinear adaptation gain (6.24) is more generic than the standard MRAC with a constant adaptation gain ($\gamma_1 = 0$).

### 6.3.2 Modified output feedback

In practice, limited state information may be available, and only the process output may be measurable. In this subsection, a nonlinear adaptation gain is considered to improve the system behavior of MRAC using output feedback. We derive an MRAC for adjusting the parameters of a controller based on output feedback. It is assumed that the dynamics are linear and that the control problem is formulated as a model matching.

**Theorem 6.3.2.** Using the control output law

$$
u(t) = K_{ff} r(t) + F^\top z_1 + K_{fb} y_p + d^\top z_2,
$$

and the update rule (6.23) with the time varying adaptation gain (6.24), the closed-loop system is asymptotically stable.

**Proof.** Consider the time varying adaptation gain (6.24) and the candidate Lyapunov function (6.25), the time derivative of $V$ along the trajectories of the error dynamics (6.18) is

$$
\frac{d}{dt} V(e, \tilde{\theta}) = (\gamma_1 e^\top P e + \gamma_0)(\dot{e}^\top Pe + e^\top P \dot{e}) + \frac{\gamma_1}{2}(\dot{\dot{e}}^\top Pe + e^\top P \dot{\dot{e}})e^\top Pe \\
+ 2\tilde{\theta}^\top \dot{\tilde{\theta}}, \tag{6.30}
$$

$$
= (\gamma_1 e^\top P e + \gamma_0)(\dot{e}^\top Pe + e^\top P \dot{e}) + 2\tilde{\theta}^\top \dot{\tilde{\theta}}. \tag{6.31}
$$
With (6.10) and the adaptation gain (6.24), this gives
\[
\frac{d}{dt} V(e, \tilde{\theta}) = \Gamma (e^\top (A_m^\top P + PA_m)e + 2(\tilde{\theta}^\top w)B_m^\top Pe) + 2\tilde{\theta}^\top \dot{\tilde{\theta}},
\]  
(6.32)

Applying the SPR property (6.19) yields
\[
\frac{d}{dt} V(e, \tilde{\theta}) = \Gamma (e^\top (-Q)e + 2\tilde{\theta}^\top we_1) + 2\tilde{\theta}^\top \dot{\tilde{\theta}}.
\]  
(6.33)
Let the adaptation law be
\[
\dot{\tilde{\theta}} = \dot{\theta} = -\Gamma we_1,
\]
we obtain
\[
\frac{d}{dt} V(e, \tilde{\theta}) = \Gamma e^\top (-Q)e < 0
\]
if \( e^\top e \neq 0 \) and \( \Gamma \) as defined in (6.24). We conclude that the closed-loop system is asymptotically stable.

Using the adaptation gain (6.24) leads to a faster error convergence for both state and output feedback compared with a constant adaptation gain. However, this adaptation gain contains two design parameters, \( \gamma_0 \) and \( \gamma_1 \). By trial and error, high performance can be achieved. There is no systematic algorithm to obtain these design parameters optimally. In the next section, we propose a novel adaptation mechanism with multiple adaptation gains, which are designed based on an optimization criterion.

### 6.4 Multiple-adaptation gain MRAC design

To improve the adaptation transients the use of multiple adaptation gains offers a very appealing solution. The key idea of this approach is to select in real time the best adaptation gain from an a priori designed set of adaptation gains. The adaptation gain is selected based on the operating point of the system states. In this approach, a Takagi-Sugeno (T-S) model is employed to represent the error dynamics, which are composed of the output tracking error and the controller parameter estimation error.

The Takagi-Sugeno (T-S) model has been widely used in various applications since it can efficiently model and control complex nonlinear systems. A T-S model, which was introduced in [66], is composed of the weighted sum of local linear models. A T-S model approximates a nonlinear system and the weights in the T-S model depend on the operating point of the nonlinear system. According to the universal approximation theorem [67], a T-S model can approximate a nonlinear system arbitrarily well. Recently,
T-S model-based controllers have been applied to stabilize nonlinear systems [68]-[69].

The T-S model is formally presented as a weighted average of several linear models through weighting functions. First, consider a finite set of linear models of the form:

\[
\begin{align*}
\dot{x}(t) &= A_i x(t) + B_i u(t), \\
y(t) &= C_i x(t),
\end{align*}
\]

for \( i = 1, \cdots, L \), where \( A_i \in \mathbb{R}^{n \times n}, B_i \in \mathbb{R}^{n \times m}, C_i \in \mathbb{R}^{p \times n} \), and \( L \) denotes the number of linear models. Note that all matrices have dimensions independent of their index \( i \).

The T-S model is defined as:

\[
\Sigma : \left\{ \begin{array}{l}
\dot{x}(t) = \sum_{i=1}^{L} h_i(z(t)) (A_i x(t) + B_i u(t)), \\
y(t) = \sum_{i=1}^{L} h_i(z(t)) C_i x(t),
\end{array} \right.
\]

with \( h_i(z(t)) \geq 0 \) for \( i = 1, \cdots, L \), \( \sum_{i=1}^{L} h_i(z(t)) = 1 \) and \( z(t) \) is a triggering variable, which is usually dependent on the current value of the system state \( x(t) \). Observe that this makes (6.35) nonlinear.

### 6.4.1 Modified state feedback MRAC

In this section, a new adaptation law is proposed for state feedback MRAC. The adaptive control problem is formulated as a linear matrix inequality (LMI) feasibility problem to obtain the optimal adaptation gains.

**State feedback MRAC**

Suppose the system states are measured. The state feedback control law is defined as (6.5).

Define the new adaptation law as

\[
\dot{\theta}(t) = \sum_{i=1}^{L} h_i(w(t)) (\Gamma_i e(t) + \beta_i \theta(t)),
\]

with \( h_i : \mathbb{R}^{n+1} \rightarrow \mathbb{R} \) s.t. \( h_i(w) \geq 0 \) and \( \sum_{i=1}^{L} h_i(w) = 1 \) for all \( w \in \mathbb{R}^{1+n} \) and \( \Gamma_i \) and \( \beta_i \) are adaptation design variables.

Here, the state space is divided into a number of regions \( L \) and the triggering variable \( w \) chooses the proper adaptation gain based on the operating point. We assume that the
system is slowly time varying such that \( \dot{\theta}_m(t) = 0 \). Hence, the controller parameter error dynamics is defined as

\[
\dot{\theta} = b_p \dot{\theta}(t),
\]
\[
= \sum_{i=1}^{L} h_i(w(t)) \left( b_p \Gamma e(t) + \beta_i (\tilde{\theta} + \theta_m) \right),
\]
\[
= \sum_{i=1}^{L} h_i(w(t)) \left( \alpha_i e(t) + \beta_i (\tilde{\theta}(t) + \theta_m(t)) \right),
\]

(6.37)

with \( \alpha_i \) and \( \beta_i \) denote the adaptation gains.

That allows the description of the error dynamics composed of the tracking error and the controller parameters estimation error are described by

\[
\begin{bmatrix}
\dot{e}(t) \\
\dot{\tilde{\theta}}(t)
\end{bmatrix} = \left[ \begin{array}{cc}
A_m & B_I w^T_i \\
\sum_{i=1}^{L} h_i(w(t)) \alpha_i & \sum_{i=1}^{L} h_i(w(t)) \beta_i
\end{array} \right] \begin{bmatrix}
e(t) \\
\tilde{\theta}(t)
\end{bmatrix} + \left[ \begin{array}{c}
0 \\
\sum_{i=1}^{L} h_i(w(t)) \beta_i
\end{array} \right] \theta_m(t).
\]

(6.38)

The augmented system (6.38) is approximated at \( L \) different operating points \( w_i \in \mathbb{R}^{1+n} \) by a T-S model:

\[
\begin{bmatrix}
\dot{e}(t) \\
\dot{\tilde{\theta}}(t)
\end{bmatrix} = \sum_{i=1}^{L} h_i(w(t)) \left( \begin{bmatrix}
A_m & B_I w_i^T \\
\alpha_i & \beta_i
\end{bmatrix} \begin{bmatrix}
e(t) \\
\tilde{\theta}(t)
\end{bmatrix} + \begin{bmatrix} 0 \\ \beta_i \end{bmatrix} \theta_m(t) \right).
\]

(6.39)

Note that the design method is developed based on an interesting theoretical result called universal approximation [67]. The validity of using a T-S model as a universal approximator depends on using a sufficiently large number of subsystems. Here, we assume that the T-S model (6.39) represents the augmented system (6.38) arbitrary well.

In the sequel, we adopt the following abbreviations:

\[
\tilde{e}(t) := \begin{bmatrix} e(t) \\ \tilde{\theta}(t) \end{bmatrix}, \quad \tilde{A}_i := \begin{bmatrix} A_m & B_I w_i^T \\ \alpha_i & \beta_i \end{bmatrix}, \text{ and } E_i := \begin{bmatrix} 0 \\ \beta_i \end{bmatrix}.
\]

Therefore, the closed-loop system (6.39) is expressed as

\[
\dot{\tilde{e}}(t) = \sum_{i=1}^{L} h_i(w(t)) \left( \tilde{A}_i \tilde{e}(t) + E_i \theta_m(t) \right),
\]

(6.40)

\[
\xi(t) = M \tilde{e}(t),
\]

where \( M \neq 0 \) is an arbitrary output matrix that reflects our interest in specific components in \( \tilde{e}(t) \). Now using the T-S model (6.40), the adaptive control problem is
formulated as the stabilization of the nonlinear system (6.40) and attenuation of the disturbance $\theta_m(t)$.

Towards this end, the objective is to design a state feedback controller (6.5) with the adaptive control law (6.36) such that the closed-loop system (6.40) has an $L_2$ gain from $\theta_m$ to $\tilde{e}$ less than or equal to $\rho > 0$. A convenient method of proving that a system has finite $L_2$ gain is to prove existence of a (generalized) storage function. Specifically, a storage function $V(\tilde{e})$ associated with a quadratic supply rate $s(\theta_m, \tilde{e})$ is a positive definite function which satisfies the relationship

$$\int_0^T s(\theta_m(t), \tilde{e}(t)) dt \geq V(\tilde{e}(T)) - V(\tilde{e}(0))$$

for all trajectories $(\theta_m, \tilde{e})$ generated by the system (6.40).

If $V$ is a storage function of the controlled system (6.40) which is dissipative with respect to

$$s(\theta_m, \tilde{e}) := \rho^2 \theta_m^\top \theta_m - \tilde{e}^\top \tilde{Q} \tilde{e},$$

for some $\tilde{Q} = M^\top M > 0$, then in particular for all $T \geq 0$

$$\int_0^T \|M\tilde{e}\|_2^2 dt - \rho^2 \|\theta_m\|_2^2 dt \leq 0 \ \forall \theta_m \in L_2(0, T),$$

provided that $\tilde{e}(0) = 0$. This shows that

$$\sup_{T>0} \sup_{0} \int_0^T \|M\tilde{e}\|_2^2 dt \leq \rho^2.$$

Hence, the control law (6.5) with the adaptation law (6.36) achieves that the $L_2$ gain in (6.40), with $\tilde{e}(0) = 0$, is less than $\rho$ if (6.43) holds.

**Theorem 6.4.1.** Using the state feedback control law (6.5) with the adaptation law (6.36), the error dynamics of the closed-loop system (6.40) is asymptotically stable if there exists a symmetric positive definite matrix $P$ which satisfies the matrix inequality

$$\tilde{A}_i^\top P + P \tilde{A}_i + \frac{1}{\rho^2} P E_i E_i^\top P + \tilde{Q} < 0, \quad i = 1, \cdots, L$$

where $\tilde{Q} := M^\top M$

**Proof.** Consider the candidate storage function:

$$V(\tilde{e}) := \tilde{e}^\top P \tilde{e}.$$
The time derivative \( \frac{d}{dt} V(\tilde{e}(t)) \) along the system trajectories is given by:

\[
\frac{d}{dt} V(\tilde{e}(t)) = \tilde{e}^T(t) P \tilde{e}(t) + \tilde{e}^T(t) \dot{P} \tilde{e}(t).
\]

Then using (6.40), we can write the following sequence of equalities:

\[
\dot{V}(\tilde{e}(t)) = \sum_{i=1}^{L} h_i \tilde{e}^T A_i^T P \tilde{e} + \tilde{e}^T P (\sum_{i=1}^{L} h_i \tilde{A}_i \tilde{e}) + \theta_m E_i^T P \tilde{e} + \tilde{e}^T P E \theta_m,
\]

\[
= \sum_{i=1}^{L} h_i \tilde{e}^T (\tilde{A}_i^T P + P \tilde{A}_i + \frac{1}{\rho^2} P E_i E_i^T P) \tilde{e} + \rho^2 \theta_m \theta_m
\]

\[
- \left( \frac{1}{\rho} E_i^T P \tilde{e} - \rho \theta_m \right)^T \left( \frac{1}{\rho} P E_i^T \tilde{e} - \rho \theta_m \right).
\]

Consequently,

\[
\dot{V}(\tilde{e}(t)) \leq \sum_{i=1}^{L} h_i \tilde{e}^T(t) (\tilde{A}_i^T P + P \tilde{A}_i + \frac{1}{\rho^2} P E_i E_i^T P) \tilde{e}(t) + \rho^2 \theta_m(t) \theta_m(t).
\]

Or,

\[
\dot{V}(\tilde{e}(t)) \leq \sum_{i=1}^{L} h_i \tilde{e}^T(t) (-\tilde{Q}) \tilde{e}(t) + \rho^2 \theta_m(t) \theta_m(t).
\]

(6.45)

From the properties of \( h_i(w(t)) \), \( \sum_{i=1}^{L} h_i = 1 \), the inequality (6.45) therefore implies that:

\[
\dot{V}(\tilde{e}(t)) \leq \rho^2 \theta_m(t) \theta_m(t) - \tilde{e}^T(t) \hat{Q} \tilde{e}(t).
\]

Integrating both sides from \( t_0 \) to \( t_1 \) shows that,

\[
V(\tilde{e}(t_1)) - V(\tilde{e}(t_0)) \leq \rho^2 \int_{t_0}^{t_1} \theta_m(t) \theta_m(t) dt - \int_{t_0}^{t_1} \tilde{e}^T(t) \hat{Q} \tilde{e}(t) dt.
\]

That implies that the \( \mathcal{L}_2 \) gain performance specified in (6.43) is guaranteed. Setting \( \theta_m = 0 \) in (6.45) implies that \( \dot{V}(\tilde{e}(t)) \leq 0 \) and therefore the error dynamics (6.40) is asymptotically stable.

\[
\square
\]

LMI formulation

Linear matrix inequality (LMI) problems have received significant attentions over the last decades [73]-[74]. For systems and control, the importance of LMI optimization
sults from the fact that various control problems can be recast as LMI problems [73]. Finding a positive definite matrix \( P = P^\top \) that solves (6.44) is the key solution of the adaptive control problem. Hence, the adaptation law gains, \( \alpha_i \) and \( \beta_i \), can be determined such that the closed-loop system (6.40) is asymptotically stable. Note that (6.44) is not an LMI, thus it is not easy to find a solution \( P \) nor the adaptation law gains \( \alpha_i \) and \( \beta_i \) for (6.44). To formulate the inequalities (6.44) as an LMI feasibility problem, we apply the Schur complement [73] and change of variables.

**Theorem 6.4.2.** Given the reference model (6.2) and the weighting matrices \( \tilde{Q}_1, \tilde{Q}_2 \), consider the following linear matrix inequalities in the variables \( P_1, P_2, \gamma_i, \lambda_i \):

\[
\begin{bmatrix}
    P_1 & 0 \\
    0 & P_2
\end{bmatrix} \succ 0
\]

\[
\begin{bmatrix}
    H_{11} & H_{12} & 0 \\
    H_{21} & H_{22} & H_{23} \\
    0 & H_{32} & H_{33}
\end{bmatrix} \prec 0
\]

where

\[
H_{11} = P_1 A_m + A_m^\top P_1 + \tilde{Q}_1, \quad H_{12} = H_{21}^\top = P_1 B_I w_i^\top + \lambda_i^\top,
\]

\[
H_{22} = \gamma_i + \gamma_i^\top + \tilde{Q}_2, \quad H_{23} = H_{32}^\top = \gamma_i^\top, \quad H_{33} = -\rho^2 I.
\]

Then for any feasible solution \( \gamma_i, \lambda_i, P_1 \succ 0, P_2 \succ 0 \) of (6.46), the adaptation law (6.36) with \( \beta_i = P_2^{-1} \gamma_i \) and \( \alpha_i = P_2^{-1} \lambda_i \) and the state feedback control law (6.4) are well defined and the corresponding closed-loop system (6.38) has a guaranteed \( \mathcal{L}_2 \) gain performance as specified in (6.43).

**Proof.** Suppose that

\[
\tilde{Q} = \begin{bmatrix} \tilde{Q}_1 & 0 \\ 0 & \tilde{Q}_2 \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix}
\]

By substitution of (6.47) into (6.44) we get

\[
\begin{bmatrix}
    D_{11} & D_{12} \\
    D_{21} & D_{22}
\end{bmatrix} \prec 0
\]

where

\[
D_{11} = P_1 A_m + A_m^\top P_1 + \tilde{Q}_1,
\]

\[
D_{12} = D_{21}^\top = P_1 B_I w_i^\top + \alpha_i^\top P_2,
\]

\[
D_{22} = P_2 \beta_i + \beta_i^\top P_2 + \frac{1}{\rho^2} P_2 \beta_i \beta_i^\top P_2 + \tilde{Q}_2,
\]
for \( i = 1, 2, \cdots, L \).

Applying the Schur complement on \( D_{22} \) and a change of variables \( \gamma_i = P_2 \beta_i \) and \( \lambda_i = P_2 \alpha_i \), we obtain that \((6.48)\) and \( P \succ 0 \) are equivalent to \((6.46)\). This completes the proof. \( \square \)

Now \((6.46)\) is an LMI with \( P_1, P_2, \gamma_i \) and \( \lambda_i \) as variables, which can be solved using standard LMI optimization software. Therefore, the adaptive control problem can be formulated as the following minimization problem:

\[
\min_{P_1, P_2, \gamma_i, \lambda_i} \rho^2
\]

subject to \((6.46)\).

\(\text{(6.49)}\)

### 6.4.2 Modified output feedback MRAC

In practice the plant states are not measurable and only the plant output is measurable. In this section, a modified output feedback MRAC using multiple adaptation gains is presented. An LMI feasibility problem is derived to synthesis the adaptation gains.

**Output feedback MRAC**

The output feedback control law is given by

\[
u(t) = \theta^\top(t)w(t) \tag{6.50}\]

with

\[
\theta^\top = \begin{bmatrix} K_{ff} & F^\top & K_{fb} & d^\top \end{bmatrix}
\]

are the controller parameters and

\[
w(t)^\top = \begin{bmatrix} r(t) & z_1^\top(t) & y_p(t) & z_2^\top(t) \end{bmatrix}.
\]

The error equation is given by

\[
\dot{e}(t) = A_me(t) + B_m\tilde{\theta}^\top w(t), \tag{6.51}
\]

where \( e(t) = \begin{bmatrix} e_1 & \dot{e}_1 & \cdots & e_1^{(n-1)} \end{bmatrix}^\top \) and \( e_1(t) = y_p - y_m = C_me(t) \).

Define the adaptation law as

\[
\dot{\theta}(t) = \sum_{i=1}^L h_i(w(t)) (\alpha_i e_1(t) + \beta_i \theta(t)) \tag{6.52}
\]
Hence, the augmented error is represented by a T-S model as

\[
\dot{\upsilon}(t) = \sum_{i=1}^{L} h_i(w(t)) \left( \hat{A}_i \upsilon(t) + E_i \theta_m(t) \right),
\]

(6.53)

with

\[
\upsilon(t) := \begin{bmatrix} e(t) \\ \tilde{\theta}(t) \end{bmatrix}, \quad \hat{A}_i := \begin{bmatrix} A_m & B_m w_i^\top \\ \alpha_i C_m & \beta_i \end{bmatrix} \quad \text{and} \quad E_i := \begin{bmatrix} 0 \\ \beta_i \end{bmatrix}.
\]

Again, the adaptive control problem is considered as the stabilization of the augmented system (6.53) and the attenuation of the disturbance \(\theta_m(t)\). The objective is to design the adaptation gains in the update law (6.52) and the output feedback controller (6.50) such that the error dynamics of the closed-loop system (6.53) has an \(L_2\) gain from the disturbance \(\theta_m(t)\) to the augmented error vector \(\upsilon(t)\) less than or equal to \(\rho > 0\).

**Theorem 6.4.3.** Using the output feedback control law (6.50) and the update law (6.52) guarantee that the closed-loop system is asymptotically stable if there exists a symmetric positive definite matrix \(P\) that satisfies the matrix inequalities

\[
\hat{A}_i^\top P + P \hat{A}_i + \frac{1}{\rho^2} P E_i E_i^\top P + \tilde{Q} \prec 0, \quad i = 1, \cdots, L
\]

(6.54)

**Proof.** It is similar to the state feedback case. \(\square\)

**LMI formulation**

From the above analysis, the most important issue to design the MRAC is to find a common matrix \(P \succ 0\) that satisfies the matrix inequalities (6.54). Since inequalities (6.54) are not convex, in general, it is difficult to find a solution \(P \succ 0\) analytically. Fortunately, (6.54) can be reformulated as a minimization problem subject to some LMIs which can be solved in a computationally efficient manner using some standard convex optimization solvers. The following Theorem presents the synthesis of the adaptation law (6.52) in terms of an LMI feasibility problem.

**Theorem 6.4.4.** Given the reference model (6.2) and the weighting matrices \(\tilde{Q}_1, \tilde{Q}_2\), consider the following linear matrix inequalities in the variables \(P_1, P_2, \gamma_i, \lambda_i\):

\[
\begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix} \succ 0
\]

\[
\begin{bmatrix} G_{11} & G_{12} & 0 \\ G_{21} & G_{22} & G_{23} \\ 0 & G_{32} & G_{33} \end{bmatrix} \prec 0
\]

(6.55)
where
\[
G_{11} = P_1A_m + A_m^TP_1 + \hat{Q}_1, \quad G_{12} = G_{21}^T = P_1B_mw_i^T + C_m^T\kappa_i^T, \\
G_{22} = \mu_i + \mu_i^T + \hat{Q}_2, \quad G_{23} = G_{32}^T = \mu_i^T, \quad G_{33} = -\rho^2 I.
\]

Then for any feasible solution \( \mu_i, \kappa_i, P_1 \succ 0, P_2 \succ 0 \) and (6.55), the adaptation law (6.52) with the adaptation gains \( \beta_i = P_2^{-1}\mu_i \) and \( \alpha_i = P_2^{-1}\kappa_i \) and the output feedback control law (6.50) are well defined and the corresponding closed-loop system (6.38) has guaranteed \( \mathcal{L}_2 \) gain performance as specified in (6.43).

**Proof.** Suppose that
\[
\dot{\hat{Q}} = \begin{bmatrix} \hat{Q}_1 & 0 \\ 0 & \hat{Q}_2 \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix}.
\]  

(6.56)

By substitution of (6.56) into (6.54) we get
\[
\begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \prec 0
\]

where
\[
S_{11} = P_1A_m + A_m^TP_1 + \hat{Q}_1, \\
S_{12} = S_{21}^T = P_1B_mw_i^T + C_m^T\alpha_i^TP_2, \\
S_{22} = P_2\beta_i + \beta_i^TP_2 + \frac{1}{\rho^2}P_2\beta_i\beta_i^TP_2 + \hat{Q}_2,
\]

for \( i = 1, 2, \cdots, L \).

Applying the Schur complement on \( S_{22} \) and change of variables \( \mu_i = P_2\beta_i \) and \( \kappa = P_2\alpha_i \), we obtain that (6.57) and \( P \succ 0 \) is equivalent to the LMI (6.55). This completes the proof.

Note that (6.55) is an LMI with \( P_1, P_2, \mu_i \) and \( \kappa_i \) as variables, which can be solved using dedicated LMI optimization software. Similarly, the output-feedback adaptive control problem is transformed to the following minimization problem
\[
\min_{P_1, P_2, \mu_i, \kappa_i} \rho^2
\]

subject to (6.55).

**6.5 Numerical comparison**

This section presents a comparison example to show the effectiveness of both MRAC designs with the nonlinear adaptation gain and multiple adaptation gain. Consider a
second order system [55]
\[ G_p = \frac{12}{s^2 + 2s + 8}, \]
the reference model is described by the state space realization
\[
\dot{x}_m(t) = A_m x(t) + B_m u(t), \\
y_m(t) = C_m x(t),
\]
where
\[
A_m = \begin{bmatrix} 0 & 1 \\ -8 & -16 \end{bmatrix}, \quad B_m = \begin{bmatrix} 0 \\ 16 \end{bmatrix} \quad \text{and} \quad C_m = [1 \ 0].
\]
Here, we consider two design cases

- **State feedback MRAC**
  Suppose that all the states are measurable. First we consider the MRAC design with the nonlinear adaptation gain, the controller is constructed using control law (6.5) and adaptive law (6.11) with the time varying adaptation gain (6.24). Figure 6.4 shows the states responses for both the nonlinear and constant adaptation gain. It is clear that using the nonlinear adaptation gain (6.24) the convergence speed increases considerably. A further improvement is obtained using the proposed adaptive law (6.36). The nonlinear system (6.38) is approximated with a T-S model with \( L = 9 \) for the given example. Figure 7.1 shows an example of the weighting functions \( h_i(z(t)) \) for the triggering variable \( z(t) = w(t) \). The optimal adaptation gains \( \alpha_i \) and \( \beta_i \) are obtained by solving the optimization problem (6.49). Figure 6.5 shows the system state trajectory and the reference model states using the proposed and the standard MRAC. As shown, a faster convergence is achieved by using the proposed update law (6.36).

- **Output feedback MRAC**
  In this case, only the system output, \( y = x_1 \), is measurable, applying the augmented error method with the primary control structure shown in Figure 6.2 and the adaptive laws with constant and nonlinear adaptation gain. Figure 6.6 shows the system response in case of output feedback MRAC for both nonlinear and constant adaptation gain. The adaptation (implicit identification) phase is much shorter. On the other hand, we construct the controller based on the control law (6.50) with the multiple adaptation law (6.52). We found by Theorem 6.4.4 that the optimal \( \rho^2 = 0.7 \) after several optimization iterations. Figure 6.7 compares
the system response of both the proposed and standard MRAC. The multiple adaptation gain demonstrates fast adaptation, which is needed to deal with large uncertainties. The adaptation phase is much shorter (about ten times) compared with the standard MRAC.

Figure 6.3: The weighting functions $h_i(w(t))$
6.5. Numerical Comparison

Figure 6.4: State feedback for fixed and nonlinear adaptation gain (6.24)

Figure 6.5: State feedback for standard MRAC and the proposed adaptive control (6.46)
Figure 6.6: The trajectories of the output variable $y$: the adaptive control with nonlinear adaptation gain (solid-line), the standard MRAC (dashed-line), and reference state $y_r$ (dotted-line)

Figure 6.7: The trajectories of the output variable $y$: the proposed adaptive control in Theorem 6.4.4 (solid-line), the standard MRAC (dashed-line), and reference state $y_r$ (dotted-line)
6.6 Application of MRAC for laser printing system

As mentioned in chapter 5, the major issues that are encountered in the printing system are related to large and fast parameter variations (paper size, weight, and humidity) and nonlinearities. These problems influence the performance of the printing system. Good quality means that the fusing temperature should be at a certain desired print job dependent temperature level for all different print jobs. Currently, an industrial PI controller is implemented in the printing system to control the preheating and TTF temperatures. The advantages of the PI controller include simple structure, easy to design and implement, and no need for an accurate model of the process. However, a PI controller has some difficulties in the presence of nonlinearities, it does not react to changing process behavior, and is slow in responding to large disturbances.

Based on the printer characteristics, MRAC is suggested to control the fuse temperature. The objective is to design a controller to keep both the printing quality and the productivity as good as possible. In this section, we present a comparison of the tracking control results of the existing industrial PI controller and the proposed MRAC approaches.

The printing system (5.1) is defined as model (6.1) with state vector defined as

\[ x = \begin{bmatrix} T_{pre} \\ T_{TTF} \\ T_{roller} \\ T_{slow} \end{bmatrix}, \]

which represents the temperature at different locations. The control input is

\[ u(t) = \begin{bmatrix} P_{pre}(t) \\ P_{TTF}(t) \end{bmatrix}, \]

and the measured output is

\[ y(t) = \text{col}(T_{pre}(t), T_{fuse}(t)). \]

Several parameters of the printing system are time varying since these parameters depend on the different printing jobs, while other parameters are unknown. As shown in Figure 6.8 the paper mass and the drive speed are varied to simulate the parameter variations.

The reference models (6.16) for the preheater and the TTF are chosen as

\[ A_{rpre} = -0.5, \quad B_{rpre} = 0.5, \quad C_{rpre} = 1. \]
\[ A_{rTTF} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -0.125 & -0.75 & -1.5 \end{bmatrix}, \quad B_{rpre} = \begin{bmatrix} 0 \\ 0 \\ 0.125 \end{bmatrix}, \quad C_{rpre} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}. \]
Since the fusing temperature depends on the preheating and the TTF temperature, we apply Theorem 6.3.2 with the nonlinear adaptation gain to control both the preheating and TTF temperature. We also implement the adaptive control law (6.50) with the multiple adaptation law (6.52). To construct the T-S model (6.53), we assume that the $w_{pre} \in [N_{\text{min}}, N_{\text{max}}]$ and $w_{TTF} \in [M_{\text{min}}, M_{\text{max}}]$. We choose

$$N_{\text{min}} = \text{col}(50, 50), \quad N_{\text{max}} = \text{col}(100, 100), \quad M_{\text{min}} = \text{col}(0, 0, 0, 0),$$

and $M_{\text{max}} = \text{col}(100, 100, 1000, 1000)$.

The LMI problem (6.58) is feasible with an optimal $\rho_{\text{pre}}^2 = 0.5$ and $\rho_{TTF}^2 = 0.4$ for the preheating and the TTF systems, respectively. The triangle weighting functions, see Figure 6.3, are adopted for this approach.

Figure 6.9 compares the fusing temperature tracking error of the existing industrial PI controller, the MRAC with a nonlinear adaptation gain, and the MRAC with multiple adaptation gains. As depicted, the tracking performance of both MRAC schemes is better than that of the PI controller in the presence of the large parameter variations. Figure 6.10 presents the preheating temperature tracking of different temperature levels with paper mass variations. These simulation results elucidate that the proposed MRAC schemes can efficiently improve the performance of the printing system in the presence of large parameters variations.

Note that using MRAC with a nonlinear adaptation gain guarantees a faster convergence of the tracking error to zero but it does not guarantee the convergence of the controller parameters to the optimal value. On the other hand, employing the adaptive law (6.52) yields to the convergence of both the tracking and the controller parameters errors. Thanks to the representation of the augmented error as a T-S model, the adaptive problem is formulated as an LMI feasibility problem and, therefore, the adaptation gains are optimally obtained. That explain the better performance of the MRAC with multiple adaptation gain compared with the MRAC with the nonlinear adaptation gain.

### 6.7 Conclusions

This chapter has addressed two different approaches for an improved convergence of MRAC using a nonlinear varying adaptation gain and a multiple adaptation gain. The adaptation gain has been chosen to be a function of the error to speed up the adaptation process when the error is large. The proposed design yields a faster error convergence for both state and output feedback compared with a constant adaptation gain. A new Lyapunov function has been introduced to prove the stability of the system when applying the proposed MRAC. In addition, multiple adaptation gains are employed to improve the convergence of the adaptation law. The nonlinear error dynamics composed
Figure 6.8: The variation of the paper mass and the transfer belt speed.

Figure 6.9: Fusing temperature tracking error.
of the tracking error and the controller parameters error has been approximated by a T-S model. Based on the proposed formulation, the adaptive control synthesis problem is formulated as an LMI feasibility problem, which can efficiently be solved using dedicated numerical solvers. The proposed design yields a faster error convergence for both state and output feedback controller when compared with a constant adaptation gain. The proposed approaches are used to control a printing system. Simulations with the printing system illustrated the effectiveness of the proposed techniques. A good tracking and robust stability has been obtained for large parameter variations. Moreover, the proposed MRAC show that the printing quality can be considerably improved in the presence of large and fast parameter variations compared with the present industrial controller.
Chapter 7

Robust $\mathcal{L}_2$ Control for a Professional Printing System

In this chapter, the robust control problem of a laser printing system, using an $\mathcal{L}_2$ state and output feedback controller, is addressed. The nonlinear printing system is approximated by a Takagi-Sugeno (T-S) model. A robust control technique is proposed to cope with the effect of the approximation error between the nonlinear model of the printing system and the approximating T-S model. A sufficient condition is derived to ensure robust stability of an $\mathcal{L}_2$ state and output feedback controller with a guaranteed disturbance attenuation level. A technique based on a parameterized Lyapunov function is employed in our approach. After a transformation the problem is formulated in terms of a linear matrix inequality for which efficient optimization solvers are used to test feasibility. Simulation results illustrate the performance and the validity of the proposed approach.
7.1 Introduction

The Takagi-Sugeno (T-S) model-based approach has nowadays become popular since it showed its efficiency to control complex nonlinear systems and has been used for many applications. Commonly a T-S model is used to approximate a nonlinear system and in that case the weights in the T-S model depend on the operating point of the nonlinear system. Furthermore, T-S models are closely related to piece-wise linear (PWL) and piece-wise affine (PWA) models. Specifically, a T-S model can be seen as a convex combination of a number of linear systems. It has been proven that T-S models can efficiently approximate any smooth nonlinear dynamic system. T-S models have led to various designs of feedback controllers in which local controllers are combined to get an overall control law. Recently, T-S type of controllers have been successfully applied to the stabilizing control design of nonlinear systems.

The T-S model structure has been used as a feasible approach to capture the plant dynamic characteristics under different operating conditions. The approximation error (or misfit) between the original nonlinear plant and the T-S model is known as the consequence uncertainty. Designing a controller based on the T-S model might not guarantee the stability of the original nonlinear system under such a controller. Robust control design alleviates this problem. Robust stabilization is well developed and investigated for linear systems and its many variations and generalizations to time-varying and nonlinear systems.

In the same context, the problem of robust $H_\infty$ dynamic output feedback control for uncertain fuzzy systems with multiple time scales has been considered. The standard approach to analyze the issues of robust stability and stabilization in a T-S framework is mainly based on the existence of a common quadratic Lyapunov function guaranteeing stability. Most of these conditions can be represented as an LMI feasibility test, which is verified using convex optimization techniques, but are generally conservative.

Generally, it is difficult to find a common quadratic Lyapunov function for a finite number of LTI systems, even for stable T-S models. Several approaches have been proposed to relax this conservatism. Some results have employed piecewise quadratic Lyapunov functions. These functions are composed of several quadratic Lyapunov functions, each of them is active in a single region in a partitioning of the state space. Several boundary conditions should be satisfied due to the discontinuities of the function across the subset boundaries. However, using piecewise Lyapunov functions for controller design leads to a non convex optimization problem. In [78], an approach for the construction of parameterized Lyapunov function (PLF) has been developed. This function consists of a weighted sum of several quadratic Lyapunov functions. The weights are the same as the ones used in the T-S model. Unlike piecewise Lyapunov function ap-
7.2 Problem formulation

Consider the nonlinear system
\begin{align}
\dot{x}(t) &= F(x(t)) + G(x(t))u(t) + w(t), \\
y(t) &= H(x(t)),
\end{align}
(7.1)
where $x(t) \in \mathbb{R}^n$ is the state vector, $y(t) \in \mathbb{R}^p$ is the process output, $u(t) \in \mathbb{R}^m$ denotes the control input, $w(t) \in \mathbb{R}^n$ denotes an unknown but bounded disturbance and $F(x(t))$, $G(x(t))$ are smooth (continuously differentiable) functions with $F(0) = 0$.

The nonlinear system (7.1) is represented using a T-S model as follows:
\begin{align}
\dot{x}(t) &= \sum_{i=1}^{r} h_i(z(t)) \left( A_i x(t) + B_i u(t) + w(t) \right), \\
y(t) &= \sum_{i=1}^{r} h_i(z(t)) C_i x(t),
\end{align}
(7.2)
with for all \(i\), \(h_i : \mathbb{R}^z \rightarrow \mathbb{R}_+\) and \(\sum_{i=1}^{r} h_i(z) = 1\) for all \(z \in \mathbb{R}^z\) is the scheduling or triggering variable, which is used to determine what operating region the system is currently in and to enable the appropriate linear model, \(A_i \in \mathbb{R}^{n \times n}, B_i \in \mathbb{R}^{n \times m}, C_i \in \mathbb{R}^{p \times n}\) and \(r\) is the number of subsystems.

The nonlinear system (7.1) is rearranged as

\[
\dot{x}(t) = \sum_{i=1}^{r} h_i(z(t))(A_i x(t) + B_i u(t)) + w(t) \\
+ (F(x(t)) - \sum_{i=1}^{r} h_i(z(t))A_i x(t)) + (G(x(t)) - \sum_{i=1}^{r} h_i(z(t))B_i u(t)),
\]

\[
y(t) = \sum_{i=1}^{r} h_i(z(t))C_i x(t) + H(x(t)) - \sum_{i=1}^{r} h_i(z(t))C_i x(t).
\]

Hence, the nonlinear system (7.1) is given as

\[
\dot{x}(t) = \sum_{i=1}^{r} h_i(z(t))(A_i x(t) + B_i u(t)) + \Delta F(t) + \Delta G(t) + w(t),
\]

\[
y(t) = \sum_{i=1}^{r} h_i(z(t))C_i x(t) + \Delta H(t),
\] (7.3)

where \(\Delta F(t), \Delta G(t),\) and \(\Delta H(t)\) denote the approximation errors between the nonlinear system (7.1) and the T-S system (7.2). Assume that \(\mathcal{U} \subset \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n}\) is an uncertainty set in which \((\Delta F(t), \Delta G(t), \Delta H(t))\) resides for all \(t \geq 0\). We recall the definition of dissipativity and the dissipativity characterization of the upper bounds for the \(L_2\) gain.

Let \(\bar{w} := col(u, w)\) denote the inputs of the nonlinear system (7.1), (7.3).

**Definition 7.2.1.** The system (7.3) with state \(x \in \mathbb{R}^n\), input \(\bar{w} \in \mathbb{R}^{m_w}\) and output \(y \in \mathbb{R}^p\), is robustly dissipative with respect to the supply function \(s : \mathbb{R}^{m_w} \times \mathbb{R}^{p} \rightarrow \mathbb{R}\) if there exists a positive definite continuous function \(V : \mathbb{R}^n \rightarrow \mathbb{R}_+\), called a storage function, which satisfies \(V(0) = 0\) and \(V(x(t_1)) - V(x(t_0)) \leq \int_{t_0}^{t_1} s(\bar{w}(t), y(t)) dt\) for all \(t_1 \geq t_0\), and for all corresponding solutions \((\bar{w}, x, y)\) to the system (7.3) and all uncertainties \((\Delta F, \Delta G, \Delta H) \in \mathcal{U}\) on the interval \([t_0, t_1]\).

**Definition 7.2.2.** The system (7.3) has robust \(L_2\)-gain \(\rho \geq 0\) if \(\rho\) is the smallest number
such that
\[
\sup_{T>0} \sup_{0 \neq \bar{w} \in \mathcal{L}_2} \frac{\int_0^T \|y(t)\|_2^2 \, dt}{\int_0^T \|\bar{w}(t)\|_2^2 \, dt} \leq \rho^2
\]
for all solutions \(y(t)\) of (7.3) corresponding to input \(\bar{w}\), \(x(0) = 0\) and all uncertainties \((\Delta F, \Delta G, \Delta H) \in \mathcal{U}\).

**Proposition 7.2.1.** The system (7.3) has a robust \(L_2\)-gain \(\rho\) if and only if it is robustly dissipative with respect to the supply function \(s(\bar{w}, y) = \rho^2 \bar{w}^T \bar{w} - y^T y\).

**Proof.** If the system is robustly dissipative, then there exists
\[
V : \mathbb{R}^n \to \mathbb{R}_+ \text{ s.t.}
\]
\[
V(x(T)) - V(x(0)) \leq \int_0^T \rho^2 \|\bar{w}(t)\|_2^2 - \|y(t)\|_2^2 \, dt.
\]
Let \(x(0) = 0\) and since \(V(x(T)) \geq 0\) we infer
\[
\int_0^T \|y(t)\|_2^2 \, dt \leq \int_0^T \rho^2 \|\bar{w}(t)\|_2^2 \, dt.
\]
In particular,
\[
\frac{\int_0^T \|y(t)\|_2^2 \, dt}{\int_0^T \|\bar{w}(t)\|_2^2 \, dt} \leq \rho^2.
\]
So also,
\[
\sup_{T>0} \sup_{0 \neq \bar{w} \in \mathcal{L}_2} \frac{\int_0^T \|y(t)\|_2^2 \, dt}{\int_0^T \|\bar{w}(t)\|_2^2 \, dt} \leq \rho^2
\]
\]
where $K_j$ are the controller gains for $j = 1, \cdots, L$ and $P_n(z) = \sum_{k=1}^{L} h_k(z)P_k$ with $P_k > 0$ is an arbitrary positive definite matrix for $z \in \mathbb{R}^n$ and $k = 1, \cdots, L$. Note that $P_n(z)$ is invertible as any convex combination of positive definite matrices is positive definite.

Hence, the closed-loop system is given as

$$
\dot{x} = \sum_{i=1}^{L} \sum_{j=1}^{L} h_i(z(t))h_j(z(t)) (A_i + B_iK_jP_n^{-1}) x(t) + \Delta F(t) + \Delta G(t) + w(t)
$$

with $A_{ij} = A_i + B_iK_jP_n^{-1}$. Suppose that for the trajectory $x(t)$, there exist bounding matrices $\Delta A_i \in \mathbb{R}^{n \times n}$ and $\Delta B_i \in \mathbb{R}^{n \times m}$ such that for all $t \in \mathbb{R}$ and $z \in \mathbb{R}^n$

$$
\|\Delta F(t)\| \leq \left\| \sum_{i=1}^{L} h_i(z(t))\Delta A_i x(t) \right\| (7.6)
$$

$$
\|\Delta G(t)\| \leq \left\| \sum_{j=1}^{L} \sum_{i=1}^{L} h_i(z(t))h_j(z(t))\Delta B_i K_jP_n^{-1}(z)x(t) \right\| (7.7)
$$

where, for $i = 1, \cdots, L$

$$
\Delta A_i \in \{\delta_i \Delta A \mid |\delta_i| \leq 1 \} \\
\Delta B_i \in \{\eta_i \Delta B \mid |\eta_i| \leq 1 \} (7.8)
$$

Obviously, according to the assumptions (7.6) and (7.7), the uncertainties reflect the worst case if $\Delta A_i = \delta_i \Delta A$, $\Delta B_i = \delta_i \Delta B$ such that (7.6) and (7.7) hold for some $|\delta_i| \leq 1$ and $|\eta_i| \leq 1$ for $i = 1, \cdots, L$. For convenience we denote $h_i(z(t))$, $h_j(z(t))$, and $h_k(z(t))$ $h_i$, $h_j$, and $h_k$, respectively.

According to the above assumption, we obtain for all $t \geq 0$ and all $z \in \mathbb{R}^n$

$$
(\Delta F(t))^\top(\Delta F(t)) \leq (\Delta A x(t))^\top(\Delta A x(t)) . (7.9)
$$

Moreover,

$$
(\Delta G(t))^\top(\Delta G(t)) \leq \left( \sum_{j=1}^{L} h_j \Delta BK_jP_n^{-1} x(t) \right)^\top \left( \sum_{j=1}^{L} h_j \Delta BK_jP_n^{-1} x(t) \right) . (7.10)
$$
Based on these assumptions, the approximation error in the closed loop system is bounded by the specified structure of the bounding matrices \( \Delta A \in \mathbb{R}^{n \times n} \) and \( \Delta B \in \mathbb{R}^{n \times m} \). For more details about how to determine these bounding matrices see [86].

For a given value of \( \rho > 0 \), the objective is to design a state feedback controller (7.4) such that (7.5) has \( \mathcal{L}_2 \) gain from \( w \) to \( y = x \) is less than or equal to \( \rho \). The typical method of proving that a system has a finite \( \mathcal{L}_2 \) gain is to prove existence of a storage function [89]. Specifically, a storage function \( V(x) \) associated with a quadratic supply rate \( s(w(t), x(t)) \) is a positive definite function which satisfies the relationship

\[
\int_{0}^{t} s(w(\tau), x(\tau)) d\tau \geq V(x(t)) - V(x(0)) \tag{7.11}
\]

for all trajectories \((w, x)\) generated by the uncertain system (7.5) and for all \( t \geq 0 \). By Definition 7.2.1, if \( V \) is a storage function of the controlled system (7.5) which is robustly dissipative with respect to \( s(w(t), x(t)) := \rho^2 w^Tw - x^TQx, Q \succ 0 \), then in particular \( \forall \ T \geq 0 \)

\[
\int_{0}^{T} \|Q^{\frac{1}{2}}x(t)\|^2_2 dt - \rho^2 \|w(t)\|^2_2 dt \leq 0 \ \forall w \in \mathcal{L}_2(0, T) \tag{7.12}
\]

which shows that

\[
\sup_{T > 0} \sup_{T > 0} \frac{\int_{0}^{T} \|Q^{\frac{1}{2}}x(t)\|^2_2 dt}{\int_{0}^{T} \|w(t)\|^2_2 dt} \leq \rho^2. \tag{7.13}
\]

Hence, the control law (7.4) achieves that the \( \mathcal{L}_2 \) gain in (7.5) is less than \( \rho \) if (7.13) holds for \( Q = I \).

**Theorem 7.3.1.** Suppose that for \( k = 1, \ldots, L, \left\| \frac{dh_k}{dz} \right\| = \left\| \frac{dh_k}{dt} \right\| \leq \mu_k \) for all \( t \geq 0, \mu_k > 0 \) and \( \rho > 0 \). If there exist symmetric positive definite matrices \( P_k \) that satisfy the following matrix inequalities:

\[
A_{ij}^TP_n^{-1} + P_n^{-1}A_{ij} - P_n^{-1}\hat{P}P_n^{-1} + \left( \frac{1}{\rho^2} + 2 \right)P_n^{-1}P_n^{-1} + \Delta A^T \Delta A
+ P_n^{-1}(K_j \Delta B)^\top (K_j \Delta B)P_n^{-1} + Q < 0, \tag{7.14}
\]

for all \( i, j \) such that \( h_i h_j \neq 0 \), with \( \hat{P} = \sum_{k=1}^{L} \mu_k P_k \), then the control law (7.4) is well defined and the corresponding closed loop system (7.5) has guaranteed \( \mathcal{L}_2 \) gain performance as specified in (7.12).
Proof. Consider the candidate storage function:

\[ V(x) := x^\top \left( \sum_{k=1}^{L} h_k(z) P_k \right)^{-1} x \]

\[ = x^\top P_n^{-1}(z)x. \]

The time derivative \( \frac{d}{dt} V(x(t)) \) along the systems trajectories is given by:

\[ \frac{d}{dt} V(x(t)) = \dot{x}^\top P_n^{-1} x + x^\top P_n^{-1} \dot{x} - x^\top P_n^{-1} \dot{P}_n P_n^{-1} x. \]

Then using (7.5), we can write the following sequence of equalities and inequalities:

\[ \dot{V}(x(t)) = \sum_{i=1}^{L} \sum_{j=1}^{L} h_i h_j x^\top (A_{ij} P_n^{-1} + P_n^{-1} A_{ij}) x + \Delta F^\top P_n^{-1} x \]

\[ + x^\top P_n^{-1} \Delta F + \Delta G^\top P_n^{-1} x + x^\top P_n^{-1} \Delta G + w^\top P_n^{-1} x + x^\top P_n^{-1} w \]

\[ - x^\top P_n^{-1} \dot{P}_n P_n^{-1} x, \]

\[ = \sum_{i=1}^{L} \sum_{j=1}^{L} h_i h_j x^\top (A_{ij} P_n^{-1} + P_n^{-1} A_{ij} - \dot{P}_n P_n^{-1}) x \]

\[ - (x P_n^{-1} - \Delta F)^\top (x P_n^{-1} - \Delta F) - (x P_n^{-1} - \Delta G)^\top (x P_n^{-1} - \Delta G) \]

\[ - \left( \frac{1}{\rho} x P_n^{-1} - \rho w \right)^\top \left( \frac{1}{\rho} x P_n^{-1} - \rho w \right) + \rho^2 w^\top w + \Delta F^\top \Delta F \]

\[ + \Delta G^\top \Delta G + (2 + \frac{1}{\rho^2}) x^\top P_n^{-1} P_n^{-1} x, \]

using the assumptions (7.9) and (7.10) implies

\[ \leq \sum_{i=1}^{L} \sum_{j=1}^{L} h_i h_j x^\top (A_{ij} P_n^{-1} + P_n^{-1} A_{ij} - \dot{P}_n P_n^{-1}) + \Delta A^\top \Delta A \]

\[ + \left( \frac{1}{\rho^2} + 2 \right) P_n^{-1} P_n^{-1} + P_n^{-1} (K_j \Delta B)^\top (K_j \Delta B) P_n^{-1}) x + \rho^2 w^\top w \]  \hspace{1cm} (7.15)

From the properties of \( h_{ij} \), and using (7.14) the inequality (7.15) implies the following inequality

\[ \dot{V}(x(t)) \leq x^\top(t) (-Q)x(t) + \rho^2 w^\top(t)w(t). \]

Integrating both sides from 0 to \( t_f \) we obtain,

\[ \int_{0}^{t_f} x^\top(t)Qx(t)dt \leq x^\top(0) P_n^{-1} x(0) + \rho^2 \int_{0}^{t_f} w^\top(t)w(t)dt \]

Since the previous inequality holds for any \( t_f > 0 \), the \( \mathcal{L}_2 \) gain performance is achieved with a prescribed \( \rho \). \qed
Theorem 7.3.2. Suppose that for $k = 1, \cdots, L$, and for all $t \geq 0 \left\| h_k \right\| \leq \mu_k$, $\mu_k > 0$. Given the closed loop system (7.5), if there exist symmetric positive definite matrices $P_k$ such that the matrix inequalities (7.14) are satisfied, then the closed loop system is quadratically stable.

Proof. If we set $w(t) = 0$, from (7.15) and (7.14) we obtain

$$
\dot{V}(x(t)) < -x^\top(t)Qx(t) < 0.
$$

Therefore, the closed loop system (7.5) is quadratically stable. $\square$

### 7.4 Robust output feedback control

In this section, we consider the robust observer-based output feedback controller synthesis with a guaranteed $L_2$ control performance [87]. In practical applications, the states may be unmeasurable. A state observer is introduced as follows

$$
\dot{x} = \sum_{i=1}^{r} h_i(z(t)) \left( A_i \hat{x}(t) + B_i u(t) + L_i(y(t) - \hat{y}(t)) \right)
$$

$$
\dot{\hat{y}}(t) = \sum_{i=1}^{r} h_i(z(t)) C_i \hat{x}(t)
$$

where $L_i$ is the observer gain for $i = 1, \cdots, r$. Define the control law as follows

$$
u(t) = \sum_{j=1}^{r} h_j(z(t)) K_j \hat{x}(t)
$$

where $K_j$ is the controller gain for $j = 1, \cdots, r$.

Let the state estimation error be

$$
e(t) = x(t) - \hat{x}(t).
$$

Using the control law (7.17) and state estimation error (7.18), the closed-loop system is represented as the augmented system:

$$
\dot{x} = \sum_{i=1}^{r} \sum_{j=1}^{r} h_i(z(t)) h_j(z(t)) \left( A_{ij} \hat{x} + Ew(t) + \Delta \hat{F} + \Delta \hat{G} + \Delta \hat{H}_i \right)
$$

In the sequel, the following abbreviations are adopted:

$$
\hat{x} := [\hat{x}(t) \ e(t)]^\top, \ A_{ij} := \begin{bmatrix} A_i + B_i K_j & L_i C_j \\ 0 & A_i - L_i C_j \end{bmatrix}, \ E := [0 \ I]^\top,
$$
\[
\Delta \tilde{F} := [0 \quad \Delta F]^\top, \quad \Delta \tilde{G} := [0 \quad \Delta G]^\top,
\]
\[
\Delta \tilde{H}_i := \left[ \sum_{i=1}^{r} h_i(z(t))L_i \Delta H - \sum_{i=1}^{r} h_i(z(t))L_i \Delta H \right]^\top.
\]

The following assumptions are adopted for the approximation errors, for all trajectories \( x(t) \) and \( \hat{x}(t) \) in (7.19), (7.16), and (7.17), there exist bounding matrices \( \Delta A, \Delta B \) and \( \Delta C \) such that for all \( t \geq 0 \)

\[
\| \Delta F(t) \| \leq \left\| \sum_{i=1}^{r} h_i \Delta A_i x(t) \right\| \quad \text{(7.20)}
\]
\[
\| \Delta G(t) \| \leq \left\| \sum_{j=1}^{r} \sum_{i=1}^{r} h_i h_j \Delta B_i K_j \hat{x}(t) \right\| \quad \text{(7.21)}
\]
\[
\| \Delta H(t) \| \leq \left\| \sum_{i=1}^{r} h_i \Delta C_i x(t) \right\| \quad \text{(7.22)}
\]

where, for \( i = 1, \ldots, r, \)

\[
\{ \Delta A_i = \delta_i \Delta A \mid |\delta_i| \leq 1 \} \\
\{ \Delta B_i = \eta_i \Delta B \mid |\eta_i| \leq 1 \} \quad \text{(7.23)} \\
\{ \Delta C_i = \gamma_i \Delta C \mid |\gamma_i| \leq 1 \}
\]

According to these assumptions, we obtain for all \( t \geq 0 \)

\[
(\Delta \tilde{F}(t))^\top (\Delta \tilde{F}(t)) = (\Delta F(t))^\top (\Delta F(t))
\]
\[
= \left( F(x(t)) - \sum_{i=1}^{r} h_i(z(t))A_i x(t) \right)^\top \left( F(x(t)) - \sum_{i=1}^{r} h_i(z(t))A_i x(t) \right)
\]
\[
\leq \left( \sum_{i=1}^{r} h_i(z(t))\Delta A_i x(t) \right)^\top \left( \sum_{i=1}^{r} h_i(z(t))\Delta A_i x(t) \right)
\]
\[
= \left( \sum_{i=1}^{r} h_i(z(t))\delta_i \Delta A x(t) \right)^\top \left( \sum_{i=1}^{r} h_i(z(t))\delta_i \Delta A x(t) \right)
\]
\[
\leq (\Delta A x(t))^\top (\Delta A x(t)).
\]
\[
\leq \left( \Delta \tilde{A} \hat{x}(t) \right)^\top \left( \Delta \tilde{A} \hat{x}(t) \right) \quad \text{(7.24)}
\]

with \( \Delta \tilde{A} := [\Delta A \quad \Delta A]. \)
Furthermore,

\[(\Delta \tilde{G}(t))^\top (\Delta \tilde{G}(t)) = (\Delta G(t))^\top (\Delta G(t))\]

\[
\leq \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right)^\top \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right)
\]

\[
= \left( \sum_{j=1}^{r} h_j \eta_i \Delta B K_j \hat{x}(t) \right)^\top \left( \sum_{j=1}^{r} h_j \eta_i \Delta B K_j \hat{x}(t) \right)
\]

\[
\leq \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right)^\top \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right)
\]

\[
\leq \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right)^\top \left( \sum_{j=1}^{r} h_j \Delta B K_j \hat{x}(t) \right) \tag{7.25}
\]

with \(\Delta \tilde{B}_j := [\Delta B K_j \ 0]\).

Similarly,

\[(\Delta \tilde{H}(t))^\top (\Delta \tilde{H}(t)) = 2 \left( \sum_{i=1}^{r} \eta_i L_i \Delta H \right)^\top \left( \sum_{i=1}^{r} \eta_i L_i \Delta H \right)\]

\[
\leq 2 \left( \sum_{i=1}^{r} \eta_i L_i \Delta C x(t) \right)^\top \left( \sum_{i=1}^{r} \eta_i L_i \Delta C x(t) \right)
\]

\[
\leq 2 \left( \sum_{i=1}^{r} \eta_i \Delta \tilde{C}_i \hat{x}(t) \right)^\top \left( \sum_{i=1}^{r} \eta_i \Delta \tilde{C}_i \hat{x}(t) \right) \tag{7.26}
\]

with \(\Delta \tilde{C}_i := [L_i \Delta C \ L_i \Delta C]\).

Given \(\rho > 0\), the objective is to design an observer-based output feedback control (7.17), which ensures that the \(L_2\) gain from \(w\) to \(\hat{x}\) is upper bounded with small value \(\rho\). According to Proposition 7.2.1, the system has a finite \(L_2\) gain from \(w\) to \(\hat{x}\) if there exists a storage function \(V(\tilde{x})\) associated with a quadratic supply rate \(s(w(t), \tilde{x}(t))\) is a
positive definite function, such that
\[
\int_0^t s(w(t), \tilde{x}(t)) \, dt \geq V(\tilde{x}(t)) - V(\tilde{x}(0))
\]
(7.27)
holds for all trajectories \((w, \tilde{x})\) generated by the uncertain system (7.19) and for all \(t \geq 0\).

Let \(V\) be a storage function of the closed-loop system (7.19) that is robustly dissipative with respect to the supply function \(s(w, \tilde{x}) := \rho^2 w^\top w - \tilde{x}^\top Q\tilde{x}, \quad Q \succ 0\), then based on Definition 7.2.1 we obtain
\[
\int_0^T \|\tilde{x}(t)\|_2^2 \, dt - \rho^2 \|w(t)\|_2^2 \, dt \leq 0 \quad \forall w \in \mathcal{L}_2(0, T) \quad \forall T \geq 0,
\]
(7.28)
therefore, it follows that the following inequality holds for all uncertainties \(\Delta F, \Delta G, \text{ and } \Delta H\).

\[
\sup_{T > 0} \sup_{0 \neq w \in \mathcal{L}_2} \int_0^T \|\tilde{x}(t)\|_2^2 \, dt \leq \rho^2.
\]

Theorem 7.4.1. Suppose that for \(k = 1, \ldots, r\), \(\|h_k\| = \left\| \frac{dh_k}{dz} \right\| \leq \mu_k, \quad \mu_k > 0\) and \(\rho > 0\). If there exist symmetric positive definite matrices \(P_k\), which satisfy the matrix inequalities:
\[
A_{ij}P_k + P_kA_{ij} + \hat{P} + P_k(EE^\top + 3I)P_k + \Delta A^\top \Delta A
\]
\[
+ \Delta \tilde{B}_j^\top \Delta \tilde{B}_j + 2\Delta \tilde{C}_i^\top \Delta \tilde{C}_i + Q < 0,
\]
(7.29)
for all \(i, j\) such that \(h_i h_j h_k \neq 0\), with \(\hat{P} = \sum_{k=1}^r \mu_k (P_k + Y)\), and where \(\mu_k\) are scalars, \(Y\) is a symmetric arbitrary matrix, then the state observer (7.16) and the control law (7.17) are well defined and the corresponding closed loop system (7.19) has guaranteed robust \(\mathcal{L}_2\) gain performance as specified in (7.28).

Proof. Consider the candidate storage function:
\[
V(\tilde{x}(t)) = \sum_{k=1}^r h_k(z(t))\tilde{x}^\top(t)P_k\tilde{x}(t),
\]
(7.30)
The time derivative \(\frac{d}{dt}V(\tilde{x}(t))\) along the system trajectories is given by:
\[
\dot{V}(\tilde{x}(t)) = \sum_{k=1}^r h_k \dot{\tilde{x}}^\top(t)P_k\tilde{x}(t) + \sum_{k=1}^r h_k \tilde{x}^\top(t)P_k\dot{\tilde{x}}(t)
\]
\[
+ \sum_{k=1}^r \hat{h}_k \tilde{x}^\top(t)P_k\tilde{x}(t).
\]
Furthermore, using (7.19) we have

\[
\dot{V}(\bar{x}(t)) = \sum_{k=1}^{r} \sum_{i=1}^{r} \sum_{j=1}^{r} h_i h_j h_k (\bar{x}^T(t) A_{ij}^T P_k \bar{x}(t) + \bar{x}^T(t) P_k A_{ij} \bar{x}(t)) \\
+ \sum_{k=1}^{r} h_k \bar{x}^T(t) P_k \bar{x}(t) \\
+ \Delta \bar{F}^T P_k \bar{x}(t) + \bar{x}^T(t) P_k \Delta \bar{F} + \Delta \bar{G}^T P_k \bar{x}(t) + \bar{x}^T(t) P_k \Delta \bar{G} \\
+ \Delta \bar{H}^T P_k \bar{x}(t) + \bar{x}^T(t) P_k \Delta \bar{H}.
\]

Using (7.31) we have

\[
\dot{V}(\bar{x}(t)) = \sum_{k=1}^{r} \sum_{i=1}^{r} h_k h_i h_j (A_{ij}^T P_k + P_k A_{ij}) \bar{x} \\
- (\bar{x}^T P_k - \Delta \bar{F}^T) (\bar{x}^T P_k - \Delta \bar{F}) - (\bar{x}^T P_k - \Delta \bar{G}^T) (\bar{x}^T P_k - \Delta \bar{G}) \\
- (\bar{x}^T P_k - \Delta \bar{H}) (\bar{x}^T P_k - \Delta \bar{H}) + \Delta \bar{F}^T \Delta \bar{F} + \Delta \bar{G}^T \Delta \bar{G} \\
- \frac{1}{\rho} \bar{x} E^T P_k - \rho w) \bar{x} (\frac{1}{\rho} \bar{x} E^T P_k - \rho w) + \rho^2 w^T w \\
+ \bar{x}^T P_k (3 + \frac{E E^T}{\rho^2}) P_k \bar{x} + \sum_{k=1}^{r} \hat{h}_k \bar{x}^T(t) P_k \bar{x}(t),
\]

Since \(\sum_{k=1}^{r} h_k = 1\), hence, \(\sum_{k=1}^{r} \hat{h}_k = 0\), it follows that \(\sum_{k=1}^{r} \hat{h}_k Y = 0\) for arbitrary matrix \(Y\). Adding \(\sum_{k=1}^{r} \hat{h}_k Y\) to (7.31) with \(Y \in \mathbb{R}^{2n \times 2n}\), and using the inequality \(\hat{h}_k \leq \mu_k\) and the assumptions (7.24), (7.25) and (7.26) implies

\[
\dot{V}(\bar{x}(t)) \leq \sum_{k=1}^{r} \sum_{i=1}^{r} \sum_{j=1}^{r} h_k h_i h_j (A_{ij}^T P_k + P_k A_{ij}) \bar{x} \\
+ \Delta \bar{F}_j^T \Delta \bar{F}_j + \hat{P} + P_k (\frac{E E^T}{\rho^2} + 3I) P_k + 2 \Delta \bar{C}_i^T \Delta \bar{C}_i) \bar{x} \\
+ \rho^2 w^T w
\]

with the abbreviation \(\hat{P} := \sum_{k=1}^{r} \mu_k (P_k + Y)\). Applying the properties of \(h_i(z(t))\) and (7.29), we can write (7.32) as

\[
\dot{V}(\bar{x}(t)) \leq \bar{x}^T(t)(-Q) \bar{x}(t) + \rho^2 w^T(t) w(t).
\]

Integrating both sides from 0 to \(T\) we obtain,

\[
\int_0^T \bar{x}^T(t) Q \bar{x}(t) dt \leq \bar{x}^T(0) \sum_{k=1}^{r} h_k(z) P_k \bar{x}(0) + \rho^2 \int_0^T w^T(t) w(t) dt
\]

Therefore, the robust \(L_2\) gain performance is achieved with a prescribed \(\rho\). \hfill \Box
Theorem 7.4.2. Suppose that for \( k = 1, \cdots, r \), and for all \( t \geq 0 \), \( \| h_k \| \leq \mu_k, \mu_k > 0 \). The closed loop system (7.19) is quadratically stable, if there exist symmetric positive definite matrices \( P_k \) that satisfy the matrix inequalities (7.29).

Proof. if we set \( w(t) = 0 \), from (7.32) and (7.29) we obtain
\[
\dot{V}(\tilde{x}(t)) < -\tilde{x}^T(t)Q\tilde{x}(t) < 0.
\]
Therefore, the augmented system (7.19) is quadratically stable. \( \square \)

7.5 LMI formulation for control synthesis

Over the last decades, linear matrix inequality (LMI) problems have received significant attention [73, 74]. LMI techniques are now considered as a powerful framework for formulating and solving control problems. The main advantage of these LMI techniques is that many complicated control problems can be efficiently solved. The interior-point method, which is developed in [74], is an extremely efficient tool to solve LMI problems in practice. For systems and control, the importance of LMI optimization stems from the fact that a wide variety of control problems can be recast as LMI problems [73], which are, in fact, convex optimization problem. In this section, the robust \( \mathcal{L}_2 \) conditions, derived in Theorem 7.3.2 and Theorem 7.4.1, are formulated as a set of LMIs.

7.5.1 State feedback controller synthesis

The inequalities (7.14) are not a linear in \( P_k \) and \( K_j \) as variables. Therefore, a transformation method is proposed to reformulate (7.14) as a feasibility problem of a set of LMIs. The following Theorem shows that the controller synthesis can be formulated as a feasibility problem with \( P_k \) and \( K_j \) as variables.

Theorem 7.5.1. Given \( \mu_k > 0 \) and \( \rho > 0 \), consider the following linear matrix inequalities in the variables \( P_k, K_j \):
\[
\begin{bmatrix}
G_{ijk} & (*) & (*) \\
\Delta A P_k & -I & 0 & 0 \\
P_k & 0 & -Q^{-1} & 0 \\
\Delta B K_j & 0 & 0 & -I
\end{bmatrix} \prec 0 \tag{7.33}
\]
with \( G_{ijk} := (A_i P_k + B_i K_j)^\top + (A_i P_k + B_i K_j) - \hat{P} + (\frac{1}{\rho^2} + 2)I \) for \( i, j, k = 1, \cdots, L \), and \( \hat{P} = \sum_{k=1}^L \mu_k P_k \).

Then for any feasible solution \( (P_k, K_j) \), \( P_k > 0 \) and (7.33), the control law (7.17) is well defined and the corresponding closed-loop system (7.5) has guaranteed \( \mathcal{L}_2 \) gain performance as specified in (7.12).
7.5. LMI FORMULATION FOR CONTROL SYNTHESIS

Proof. First pre- and post-multiplying (7.14) by \( P_n \) we get

\[
P_n A_{ij}^\top + A_{ij} P_n - \dot{P} + \left( \frac{1}{\rho^2} + 2 \right) I + P_n \Delta A^\top \Delta A P_n + (K_j \Delta B)^\top (K_j \Delta B) + P_n Q P_n \prec 0
\]

(7.34)

then substituting \( A_{ij} = A_i + B_i K_j P_n^{-1} \) and \( P_n = \sum_{k=1}^L h_k P_k \) in (7.34) and using the Schur complement, we obtain the LMI (7.33).

The inequalities (7.33) allows control synthesis since (7.33) is an LMI, which can be solved using the LMI optimization toolbox in Matlab software package to determine \( P_k \) and the controller.

Therefore, the \( L_2 \) gain control problem is formulated as the following minimization problem:

\[
\min_{P_k, K_j, \rho^2} \rho^2
\]

subject to \( P_k > 0, k = 1, \cdots, L \), and (7.33)

(7.35)

This problem is solved by decreasing the value of \( \rho \) until the LMIs (7.33) are infeasible. Note that (7.29) is not an LMI in the variables \( P_k, L_i \) and \( K_j \). Therefore, a transformation method is proposed to reformulate (7.29) as a feasibility problem of a set of LMIs.

### 7.5.2 Output feedback controller synthesis

For output feedback case, it is not straightforward to formulate the nonlinear matrix inequalities (7.29) as an LMIs. Here, we present a method to formulate (7.29) as an LMI conditions. The following Theorem summarizes the controller and observer synthesis.

**Theorem 7.5.2.** Given \( \mu_k > 0, \rho > 0 \) and a positive scalar \( \chi > 0 \), consider the following linear matrix inequalities in the variables \( P_k, L_i, K_j \):

\[
\begin{bmatrix}
G_k & (*) & (*) & (*) & (*) \\
A_{ij} + \chi I & -\chi I & 0 & 0 & 0 \\
P_k & 0 & -(\frac{EE^\top}{\rho^2} + 3I + \chi I)^{-1} & 0 & 0 \\
\Delta \tilde{B}_j & 0 & 0 & -I & 0 \\
\Delta \tilde{B}_i & 0 & 0 & 0 & -0.5I \\
\end{bmatrix} \prec 0
\]

(7.36)

with \( G_k := -2\chi P_k + \dot{P} + A^\top \Delta A + Q \) for \( i, j, k = 1, \cdots, r \), and \( \dot{P} = \sum_{k=1}^r \mu_k (P_k + Y) \).

Then for any feasible solution \( (P_k, L_i, K_j) \), \( P_k > 0 \) and (7.36), the control law (7.17) and the state observer (7.16) are well defined and the corresponding closed loop system (7.19) has guaranteed robust \( L_2 \) gain \( \rho \).
Proof. Suppose there exists a scalar positive value $\chi > 0$, the matrix inequality (7.29) can be written as
\[
\chi P_k P_k + \frac{1}{\chi} (A_{ij} + \chi I)^\top (A_{ij} + \chi I) - 2\chi P_k
\]
\[- (A_{ij} - \chi P_k + \chi I)^\top \chi^{-1} (A_{ij} - \chi P_k + \chi I)
\]
\[+ \hat{P} + P_k \left( \frac{EE^\top}{\rho^2} + 3I \right) P_k + \Delta \tilde{A}_i^\top \Delta \tilde{A} + \Delta \tilde{B}_j^\top \Delta \tilde{B}_j
\]
\[+ 2\Delta \tilde{C}_i^\top \Delta \tilde{C}_i + Q < 0,
\]
(7.37)

The following matrix inequality implies (7.37)
\[
\frac{1}{\chi} (A_{ij} + \chi I)^\top (A_{ij} + \chi I) - 2\chi P_k + \hat{P} + P_k \left( \frac{EE^\top}{\rho^2} + 3I + \chi I \right) P_k
\]
\[+ \Delta \tilde{A}_i^\top \Delta \tilde{A} + \Delta \tilde{B}_j^\top \Delta \tilde{B}_j + 2\Delta \tilde{C}_i^\top \Delta \tilde{C}_i + Q < 0,
\]
(7.38)

Using the Schur complement, we obtain the following LMI
\[
\begin{bmatrix}
G_k & (*) & (*) & (*) & (*) \\
A_{ij} + \chi I & -\chi I & 0 & 0 & 0 \\
P_k & 0 & -\left( \frac{EE^\top}{\rho^2} + 3I + \chi I \right)^{-1} & 0 & 0 \\
\Delta \tilde{B}_j & 0 & 0 & -I & 0 \\
\Delta \tilde{B}_i & 0 & 0 & 0 & -0.5I
\end{bmatrix} < 0
\]
(7.39)

using the abbreviation $G_k := -2\chi P_k + \hat{P} + \Delta \tilde{A}_i^\top \Delta \tilde{A} + Q$, for $i, j, k = 1, \cdots, r$ we obtain (7.36).

Unlike (7.29), (7.36) can be used for control synthesis. The inequalities (7.36) are now an LMI with $P_k, L_i$ and $K_j$ as variables, which can be efficiently solved using an LMI optimization solver to determine the observer and controller gains. Similar to the state feedback design, the $L_2$ gain control problem is formulated as the minimization problem:
\[
\min_{P_k, K_j, L_i, \rho} \rho^2
\]
subject to $P_k > 0, k = 1, \cdots, r$, and (7.36)
(7.40)

This problem is solved by decreasing the value of $\rho$ until the LMIs (7.36) are infeasible.

### 7.6 Simulation example

In this section, we use a benchmark example to illustrate the proposed control approach and compare our $L_\infty$ controller design with the conventional $L_\infty$ design [86]. The con-
contro problem of balancing an inverted pendulum on a cart is considered. For this example, the state equations of the inverted pendulum are given by

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \frac{F_1(x, u)}{(M + m)(J + ml^2) - (ml \cos x_1)^2} + d_1, \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= \frac{F_2(x, u)}{(M + m)(J + ml^2) - (ml \cos x_1)^2} + d_2
\end{align*}
\]

where

\[
\begin{align*}
F_1(x, u) &= -f_1(M + m)x_2 - (mlx_2)^2 \sin x_1 \cos x_1 + f_0mlx_4 \cos x_1 \\
&\quad + (m + M)mg \sin x_1 - ml \cos x_1 u, \\
F_2(x, u) &= -f_1mlx_2 \cos x_1 - (J + ml^2)mlx_2^2 \sin x_1 - f_0(J + ml^2)x_4 \\
&\quad + m^2gl^2 \sin x_1 \cos x_1 + (J + ml^2)u,
\end{align*}
\]

\(x_1\) is the angle of the pendulum from the vertical [rad], \(x_2\) represents the angular velocity [rad/s], \(x_3\) [m], \(x_4\) [m/s] denote the position and the velocity of the cart respectively, \(m\) [kg.] , \(M\) [kg.] are the mass of the pendulum and the cart respectively, \(f_0\) [Ns/m] the friction factor, \(J\) [kg m²] denotes the moment of inertia of the pendulum around its center of mass, \(l\) [m] is the length of the pendulum from the center of mass of the pendulum to the shaft axis, \(u\) [N] is the force applied to the cart and \(d_1\) and \(d_2\) are external disturbances. The system parameters are summarized in table 7.1. To implement

Figure 7.1: The weighting functions \(h_i(x_1(t))\)

the proposed approach, the nonlinear system (7.41) is approximated with a T-S model. The Takagi-Sugeno model which approximates the nonlinear system (7.41) can be represented using the following set of linearized models [86]:
R1 If \(-\frac{\pi}{9} \leq x_1 \leq \frac{\pi}{9}\)
then \(\dot{x} = A_1 x + B_1 u + w, y = C_1 x\)

R2 If \(0 \leq |x_1| \leq \frac{2\pi}{9}\)
then \(\dot{x} = A_2 x + B_2 u + w, y = C_2 x\)

R3 If \(\frac{\pi}{9} \leq |x_1| \leq \frac{\pi}{3}\)
then \(\dot{x} = A_3 x + B_3 u + w, y = C_3 x\)

R4 If \(|x_1| \geq \frac{\pi}{3}\)
then \(\dot{x} = A_4 x + B_4 u + w, y = C_4 x\)

where

\[
A_1 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
28.0262 & -0.2224 & 0 & 1.8692 \\
0 & 0 & 0 & 1 \\
-0.1649 & 0.0013 & 0 & -0.6646
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
27.4065 & -0.222 & 0 & 1.7530 \\
0 & 0 & 0 & 1 \\
-0.1515 & 0.0012 & 0 & -0.6633
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
25.6263 & -0.2209 & 0 & 1.422 \\
0 & 0 & 0 & 1 \\
-0.1155 & 0.001 & 0 & -0.66
\end{bmatrix},
\]

\[
A_4 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
22.8887 & -0.2197 & 0 & 0.9229 \\
0 & 0 & 0 & 1 \\
-0.066 & 0.0006 & 0 & -0.6563
\end{bmatrix},
\]

\[
B_1 = \begin{bmatrix}
-0.1869 \\
0 \\
0.0668
\end{bmatrix}, B_2 = \begin{bmatrix}
0 \\
-0.1753 \\
0.0663
\end{bmatrix}, B_3 = \begin{bmatrix}
0 \\
-0.1422 \\
0.066
\end{bmatrix}, B_4 = \begin{bmatrix}
0 \\
-0.0923 \\
0
\end{bmatrix},
\]

\[
C_i = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} \text{ for } i = 1, \cdots, 4
\]

\[
w = \begin{bmatrix}
d_1 \\
d_2
\end{bmatrix}^T.
\]
and the bounding matrices are chosen as

\[
\Delta A = \begin{bmatrix}
0 & 0.14 & 0 & 0.2 \\
0.3204 & 0.31 & 0.2 & 0.129 \\
0 & 0 & 0 & 0.14 \\
0.09 & 0.1 & 0 & 0.092
\end{bmatrix}
\]

\[
\Delta B = \begin{bmatrix}
0 \\
0.0025 \\
0 \\
0.0026
\end{bmatrix}
\]

\[\delta_i = I, \eta_i = I \text{ for } i = 1, \cdots, 4.\]

Figure 7.1 shows the normalized weighting functions \(h_i(z(t))\) for the triggering variable \(z(t) = x_1(t)\). Select \(Q = 0.05 I\) and \(\mu_k = 0.5\) for \(k = 1, \cdots, L\).

### 7.6.1 State feedback control

Using Theorem 7.3.2, we obtain the optimal \(\rho = 0.68\) after several iterations using the LMI optimization toolbox in Matlab. In this case, the solution of the optimization problem is given as

\[
P_1 = \begin{bmatrix}
1.2339 & -2.9085 & -0.1802 & -1.3187 \\
-2.9085 & 31.6187 & 1.2549 & -19.1815 \\
0 - 0.1802 & 1.2549 & 16.3268 & -5.9421 \\
-1.3187 & -19.1815 & -5.9421 & 28.3182
\end{bmatrix},
\]

\[
P_2 = \begin{bmatrix}
1.1495 & -3.0411 & -0.1807 & -1.1872 \\
-3.0411 & 26.4152 & 0.7727 & -16.3091 \\
-0.1807 & 0.7727 & 16.0449 & -5.5627 \\
-1.1872 & -16.3091 & -5.5627 & 26.9390
\end{bmatrix},
\]

<table>
<thead>
<tr>
<th>(m)</th>
<th>0.3 [kg]</th>
<th>(M)</th>
<th>15 [kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l)</td>
<td>0.3 [m]</td>
<td>(J)</td>
<td>0.005 [kg m²]</td>
</tr>
<tr>
<td>(f_o)</td>
<td>10 [Ns/m]</td>
<td>(f_1)</td>
<td>0.007 [Ns/rad]</td>
</tr>
</tbody>
</table>

Table 7.1: The inverted pendulum parameters.
Figures 7.2-7.3 present the state trajectories $x(t)$ including the external disturbance $w(t)$ with initial condition $x(0) = \begin{bmatrix} \frac{\pi}{4} & 0 & 0.1 & 0 \end{bmatrix}$. A periodic square wave with amplitude $\pm1$ and period 0.25 sec. is used as external disturbance $w(t)$ in the simulation. The simulation results indicate that the proposed approach can efficiently balance the inverted-pendulum in the presence of external disturbances and the desired performance is achieved.

### 7.6.2 Output feedback control

After several iterations using the LMI optimization toolbox in Matlab, we found by Theorem 7.5.2 that the optimal $\rho = 0.6$. The solution of the optimization problem in terms of the controller (7.17) and observer (7.16) gains are given as

$$
P_3 = \begin{bmatrix} 1.0739 & -3.6134 & -0.3919 & -1.4684 \\ -3.6134 & 34.5500 & 2.6357 & -18.9975 \\ -0.3919 & 2.6357 & 5.4647 & -6.6969 \\ -1.4684 & -18.9975 & -6.6969 & 30.0676 \end{bmatrix},
$$

$$
P_4 = \begin{bmatrix} 1.4046 & -7.9869 & 0.1702 & 0.1131 \\ -7.9869 & 75.6924 & 0.1587 & -38.8957 \\ 0.1702 & 0.1587 & 17.2051 & -7.6467 \\ 0.1131 & -38.8957 & -7.6467 & 50.6451 \end{bmatrix},
$$

$$
K_1 = \begin{bmatrix} 309.4672 & -376.9036 & -51.9365 & -315.7050 \end{bmatrix},
$$

$$
K_2 = \begin{bmatrix} 284.3237 & -470.1439 & -78.8475 & -229.3938 \end{bmatrix},
$$

$$
K_3 = \begin{bmatrix} 352.8398 & -392.6765 & -57.3666 & -717.5650 \end{bmatrix},
$$

$$
K_4 = 10^3 \times \begin{bmatrix} 0.4246 & 1.5181 & -0.0283 & -2.2810 \end{bmatrix}.
$$

$$
P_3 = \begin{bmatrix} 10.1944 & 0.0405 \\ 141.4460 & -0.1010 \\ 0.2858 & 10.1847 \\ 0.2480 & 0.2957 \end{bmatrix},
$$

$$
P_4 = \begin{bmatrix} 10.1546 & 0.1100 \\ 128.4257 & -0.0273 \\ -0.7806 & 10.3984 \\ 0.7399 & 0.7642 \end{bmatrix},
$$

$$
L_1 = \begin{bmatrix} 10.4638 & -0.0820 \\ 139.1894 & 0.2185 \\ 0.0994 & 9.7396 \\ 0.6817 & -0.4997 \end{bmatrix},
$$

$$
L_2 = \begin{bmatrix} 10.1546 & 0.1100 \\ 128.4257 & -0.0273 \\ -0.7806 & 10.3984 \\ 0.7399 & 0.7642 \end{bmatrix},
$$

$$
L_3 = \begin{bmatrix} 10.4638 & -0.0820 \\ 139.1894 & 0.2185 \\ 0.0994 & 9.7396 \\ 0.6817 & -0.4997 \end{bmatrix},
$$

$$
L_4 = \begin{bmatrix} 6.2299 & -0.0786 \\ 95.1523 & -0.0575 \\ -1.0065 & 9.6462 \\ -18.7628 & -0.6792 \end{bmatrix}.
Figure 7.2: The trajectories of the states $x_1$ (dashed line), $x_2$ (solid line) and external disturbance $w$ (solid line)

Figure 7.3: The trajectories of the states $x_3$ (dashed line), $x_4$ (solid line) and external disturbance $w$ (solid line)
Figure 7.4 presents the output trajectories $y(t)$ including the external disturbance $d(t)$ with initial condition $\begin{bmatrix} x(0) & \dot{x}(0) \end{bmatrix}^\top = \begin{bmatrix} \frac{\pi}{4} & 0 & 0.5 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^\top$. A periodic square wave with amplitude ±0.5 and period 0.25 sec is used as external disturbance $d(t)$ in the simulation. Figures 7.5-7.6 compare the trajectories of the system states and the estimated states (including the external disturbance $w(t)$). All of these state variables converge to zero. This reveals that the closed-loop system is a stable system. The observer estimation errors are depicted in Fig. 7.7. The simulation results show that the observer-based $\mathcal{L}_2$ controller can balance the inverted pendulum with relatively large external disturbances and that the desired performance can be achieved. Moreover, the controller is capable of damping the initial observation error for the given initial conditions.

Using the $\mathcal{L}_2$ conditions based on the conventional single quadratic Lyapunov function $V(x) = x^\top P x$ [86], we could not find any feasible solution for the given example. We found that it is only possible to find a feasible solution for the stability conditions given in [86], if the uncertain matrices, $\Delta A$, $\Delta B$, $\Delta C$, are more than 10 times smaller than the one used in our example.
Figure 7.4: The trajectories of the outputs $y_1$ and $y_2$ with the presence of the external disturbance $w$.

Figure 7.5: The trajectories of the states $x_1$ and $x_2$ and the estimated states $\hat{x}_1$ and $\hat{x}_2$. 
Figure 7.6: The trajectories of the states $x_3$ and $x_4$ and the estimated states $\hat{x}_3$ and $\hat{x}_4$.

Figure 7.7: The observer estimation errors
7.7 Robust control of professional laser printing system

In this section, we present the implementation of the robust control scheme to the printing system and the comparison between the performance of both the proposed robust control scheme and the PI controller. To have a fair comparison, the PI controller is a well tuned industrial controller. Given the knowledge of the paper mass \( m \) and the belt speed \( v \), the printing system dynamics are approximated with a T-S model. The T-S model which approximates the printing system (5.1) is represented using the following set of 9 linearized models,

\[
\dot{x}(t) = \sum_{i=1}^{9} h_i(z(t)) \left( A_i x(t) + B_i u(t) + E d(t) \right),
\]

\[
y(t) = \sum_{i=1}^{9} h_i(z(t)) C_i x(t),
\]

in the following 9 regions \( R_i \),

\[ R1 \quad m \leq 80 \text{ and } v \leq 60, \]

\[ R2 \quad m \leq 80 \text{ and } 60 \leq v \leq 90, \]

\[ R3 \quad m \leq 80 \text{ and } 90 \leq v \leq 120, \]

\[ R4 \quad 80 \leq m \leq 140 \text{ and } v \leq 60, \]

\[ R5 \quad 80 \leq m \leq 140 \text{ and } 60 \leq v \leq 90, \]

\[ R6 \quad 80 \leq m \leq 140 \text{ and } 90 \leq v \leq 120, \]

\[ R7 \quad 140 \leq m \leq 200 \text{ and } v \leq 60, \]

\[ R8 \quad 140 \leq m \leq 200 \text{ and } 60 \leq v \leq 90, \]

\[ R9 \quad 140 \leq m \leq 200 \text{ and } 90 \leq v \leq 120, \]
where \( x(t) = [T_1 \ T_2 \ T_3 \ T_4]^\top \), \( u(t) = \begin{bmatrix} P_{TTF}(t) \\ P_{pre}(t) \end{bmatrix} \), \( d(t) = T_{env}(t) \) is the environment temperature, \( y(t) = \begin{bmatrix} T_{TTF}(t) \\ P_{pre}(t) \end{bmatrix} \).

\[
A_1 = \begin{bmatrix}
-0.1302 & 0.0104 & 0.0450 & 0.0103 \\
0 & -0.0054 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
-0.1302 & 0.0093 & 0.0450 & 0.0103 \\
0 & -0.0073 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
-0.1302 & 0.0082 & 0.0450 & 0.0103 \\
0 & -0.0086 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_4 = \begin{bmatrix}
-0.1302 & 0.0087 & 0.0450 & 0.0103 \\
0 & -0.0080 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_5 = \begin{bmatrix}
-0.1302 & 0.0071 & 0.0450 & 0.0103 \\
0 & -0.0098 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_6 = \begin{bmatrix}
-0.1302 & 0.0060 & 0.0450 & 0.0103 \\
0 & -0.0109 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_7 = \begin{bmatrix}
-0.1302 & 0.0073 & 0.0450 & 0.0103 \\
0 & -0.0096 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_8 = \begin{bmatrix}
-0.1302 & 0.0057 & 0.0450 & 0.0103 \\
0 & -0.0111 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix},
\]

\[
A_9 = \begin{bmatrix}
-0.1302 & 0.0046 & 0.0450 & 0.0103 \\
0 & -0.0121 & 0 & 0 \\
0.0412 & 0 & -0.0450 & 0 \\
0.0407 & 0 & 0 & -0.0103
\end{bmatrix}.
\]
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\[ B_i = \begin{bmatrix} 0.7 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \text{ for } i = 1, \cdots, 9 \]

\[ C_i = \begin{bmatrix} 0.0031 & 0 & 0 & 0 \\ 0 & 0.0008 & 0 & 0 \end{bmatrix} \text{ for } i = 1, \cdots, 9 \]

\[ E = \begin{bmatrix} 0.0119 & 0.0435 & 0 & 0 \end{bmatrix}^T. \]

The bounding matrices are chosen as

\[ \Delta A = \begin{bmatrix} 0.02 & 0.027 & 0 & 0.005 \\ 0 & 0.31 & 0 & 0 \\ 0.007 & 0 & 0.001 & 0 \\ 0.02 & 0 & 0 & 0.003 \end{bmatrix} \]

\[ \Delta B = \begin{bmatrix} 0.015 & 0 \\ 0 & 0.015 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \Delta C = 0 \]

\[ \delta_i = I, \eta_i = I \text{ for } i = 1, \cdots, 9. \]

Figure 7.1 shows the normalized weighting functions \( h_i(z(t)) \) for the triggering variables \( z(t) = \text{col}(m, v) \). We select \( Q = 100 \ I \).

After several iterations using the LMI optimization toolbox in Matlab, we found from Theorem 7.5.2 that the optimal \( \rho = 0.5 \). As shown in Figure 7.8, the external disturbance \( d(t) \) (environment temperature) is assumed to vary from 15 to 30 °C. The variation of the paper mass and the belt speed is depicted in Figure 7.9. To achieve a good printing quality, the \( T_{TTF} \) and \( T_{pre} \) should be kept at a certain desired set point. The \( T_{TTF} \) and \( T_{pre} \) are used to estimate the fusing temperature. Figure 7.10 shows the fusing temperature tracking error comparison. As shown, the tracking performance of the robust controller is better compared to the PI controller in the presence of the parameter variations and the external disturbance. Figure 7.11 shows the preheating temperature tracking of different temperature levels with paper mass variations. The simulation results show that the observer-based \( L_2 \) controller has considerably improved the printing quality with relatively large external disturbances while the desired performance is still being achieved.
Figure 7.8: The external disturbance $d(t)$.

Figure 7.9: The variation of the paper mass and the belt speed.
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Figure 7.10: Fusing temperature tracking error.

Figure 7.11: Preheating temperature tracking control comparison.
7.8 Conclusions

In this chapter, the robust stabilization problem of printing systems has been examined. The control design stabilizes the system for all bounded disturbances by optimizing the corresponding $\mathcal{L}_2$ gain performance criterion. T-S model is proposed as a feasible representation for the printing system. The approximation error between the original model of the printing system and the approximated T-S model is taken into account to guarantee both the stability of the T-S model as well as the stability of the printing system. A nonlinear scheduled observer-based output feedback control scheme is designed to tackle this problem. Unlike the approaches using a single quadratic Lyapunov function, a parameter varying quadratic Lyapunov function is employed in our approach. A solution for such a problem is presented and a relaxed LMI stability condition is derived for which dedicated numerical solvers are available. The proposed controller yields considerable improvements compared to the present industrial PI controller.
Chapter 8

Conclusions and Recommendations

8.1 Conclusions

In this chapter, the main conclusions are presented and some recommendations are given. The goal of this thesis was to improve the performance of professional printing systems. Two test cases are considered, namely, a professional inkjet printer and a professional laser printer. In both cases, there are many operational issues where control can have a major impact in solving them.

8.1.1 Professional inkjet printer

The main challenge in the inkjet printer is to design actuation pulses such that for any random bitmap and for any jetting frequency a good printing quality is achieved. To achieve this objective, several control strategies have been addressed in this thesis.

- We have demonstrated that feedforward control is a suitable control strategy to overcome the residual vibrations and the crosstalk. Consequently, the printing quality of inkjet printhead is considerably improved, beyond current limits. The experimental results have shown the effectiveness of the inverse-based feedforward approach. The major drawback of the feedforward control is that an accurate model is needed, and there must not be any unmeasured disturbances. That makes feedforward control very sensitive to any model uncertainty and unmodeled dynamics. Therefore, a further improvement can be achieved by improving the predictability of the narrow-gap model. Particularly, the model should be improved to predict the meniscus position, which plays an important role in determining the drop velocity. Moreover, this model should be modified to include the refill dynamics of ink inside the channel after jetting a drop. The jetting process and drop formation dynamics have to be included in the design of the input
p pulse.

- We have illustrated that the available physical models are not suited for pulse design since these models do not include dynamics of the meniscus position. Therefore, an experimental-based optimization scheme has been proposed to minimize the drop velocity variations. Hence, there is no need for an accurate model. Furthermore, the pulse design is based on controlling the drop velocity and not on an intermediate state, meniscus speed, as in the model-based feedforward control.

- By understanding the physics of the print channel, we have proposed a new actuation pulse parameterization, which reflects the relation between the input pulse parameters and the print channel dynamics. The proposed input pulse has less unknown parameters, which improves convergence considerably. This parameterization has sparked a flurry of a possibility of real-time adaptation of the pulse to cope with the change of the printhead characteristics due to aging and wear. If the PAINT signal (or meniscus speed) is measured online, the damping factor $\mu$ and the two frequency modes $F_1, F_2$ can be estimated from the frequency content of the measured variable.

- We have shown that a flat DoD speed curve is neither a sufficient, nor a necessary condition for high print quality. DoD speed curve is a performance measure for continuous jetting, which is a contradiction of the drop on demand principle. However, having a flat DoD speed curve is a good starting point for real performance improvement. We have shown that introducing 0-pixels in the bitmap considerably influences the print quality, since the state of the meniscus (velocity, position) at the start of the succeeding pulse influences the drop velocity and, consequently, the print quality. Any pulse design has to guarantee almost the same initial meniscus state at the firing instant of a drop. Toward this end, for jetting patterns containing “0”, a non-jetting pulse is optimized to ensure that the same initial meniscus state of the subsequent drop.

- The effectiveness of both approaches has been elucidated by several experimental tests. The performance is evaluated based on the drop velocity variations for one channel. Table 8.1 summarizes the performance of the model-based feedforward control, experimental-based control, and standard pulse, where $\Delta v_{\text{max}}$ represents the maximum drop velocity variations over the frequency range 20-70 kHz and it is defined as

$$\Delta v_{\text{max}} = \max_f (v_{\text{max}}(f) - v_{\text{min}}(f))$$
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\[ \Delta v_{max} \]

<table>
<thead>
<tr>
<th>DoD speed curve</th>
<th>Standard pulse</th>
<th>Experimental-based control</th>
<th>Model-based control</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 m/s</td>
<td>0.8 m/s</td>
<td>3 m/s</td>
<td></td>
</tr>
<tr>
<td>Jetting pattern 1111111111</td>
<td>3 m/s</td>
<td>0.65 m/s</td>
<td>1.5 m/s</td>
</tr>
<tr>
<td>Jetting pattern 11111101010101</td>
<td>6 m/s</td>
<td>1 m/s</td>
<td>2 m/s</td>
</tr>
<tr>
<td>Jetting pattern 10101010111111</td>
<td>6 m/s</td>
<td>1 m/s</td>
<td>2 m/s</td>
</tr>
</tbody>
</table>

Table 8.1: Performance comparison for single channel

with \( f \in [20, 70] \) is the jetting frequency. For a given pattern, \( v_{max} \) and \( v_{min} \) are the maximum and minimum velocity of the jetted drops, respectively. Using two optimized pulses, over frequency range 20-70 kHz, result in an improvement of a factor 15 compared to the standard pulse.

- We have demonstrated that by dividing the ink channels into a number of groups and introducing a proper time delay between the actuation of those groups the effect of the crosstalk between the channels is sufficiently reduced. By optimizing the time delay between 16 channels, the crosstalk effect is reduced by a factor 5.

- A set of input actuation pulses is optimized based on the jetting bitmap (multiple channels). For any random bitmap, choosing the proper actuation pulses leads to less drop velocity variations, and consequently improves printing quality by a factor 3 compared to the standard pulse.

8.1.2 Professional laser printer

As explained in chapter 5, there are several challenging problems that negatively affect the performance of a laser printing system. In this thesis, we focus on two main directions to tackle this problem.

- The first direction is finding the best control technique to achieve adaptability in the physical layer with fast and large parameter variations. This issue is alleviated by adaptive control. Standard adaptive control has a limited performance in the presence of large and fast parameter variations. Therefore, we have developed two different approaches to improve the convergence of MRAC.

  1. A nonlinear time varying adaptation gain has been chosen to be a function of the error to accelerate the adaptation process when the error is large. To proof the stability of the closed loop system, a new Lyapunov function is
employed. We have shown that the standard MRAC with a constant adaptation gain is a special case of the proposed MRAC.

2. A multiple adaptation gain has been designed based on the operating point to improve the convergence of the adaptation law. The T-S model has been used to approximate the nonlinear error dynamics composed of the tracking error and the controller parameters error. Owing to this formulation, a systematic procedure is derived for the adaptive control synthesis, where an LMI feasibility problem has been solved. We have shown that using multiple adaptation gains results in a considerable improvement in the convergence rate for both state and output feedback compared to a constant adaptation gain. We have demonstrated that MRAC with multiple adaptation gains has a better tracking performance compared to the MRAC with the nonlinear adaptation gain, because the T-S model allows the design of adaptation gains based on the operating point. Moreover, it allows the formulation of the adaptive problem as an LMI feasibility problem, which guarantees the convergence of both the tracking and the controller parameter errors. Furthermore, the LMI problem results in optimal adaptation gains, which minimizes an $L_2$ gain performance criterion.

- The application of the proposed approaches in controlling a printing system has shown good tracking and robust stability in the presence of large parameters variations. We have demonstrated that MRAC with multiple adaptation gains has a better tracking performance compared to the MRAC with the nonlinear adaptation gain. We have demonstrated that using the proposed MRAC schemes the printing quality with higher throughput can be considerably improved in the presence of large and fast parameter variations compared to the present industrial controller.

- The second approach uses the available knowledge about the printing jobs to further improve the performance of the printing system. A nonlinear scheduled observer-based output feedback control scheme has been designed. The T-S model has been proposed as a feasible representation for the printing system at different print jobs. The approximation error between the original model of the printing system and the approximated T-S model has been taken into account to guarantee both the stability of the controlled T-S model as well as the stability of the printing system. Less conservative stability conditions have been derived by using a parameter varying quadratic Lyapunov function. Furthermore, a solution for such a problem has been presented as a relaxed LMI stability condition. Including the knowledge about the printing jobs in the controller design yields considerable improvements compared to both adaptive control and the present industrial PI controller.
8.2 Recommendations

For inkjet printing systems, all the approaches addressed in this thesis are feedforward solutions due to the measurement limitations. However, uncertainties and external disturbances might be encountered during the operation of the printers, which might degrade the performance of the printing system. These uncertainties occur due to the changing environment in which they operate. An online adaptation technique should be further studied to adapt the pulse parameters to cope with these operational uncertainties. Currently, the PAINT signal is the only available online measurement. However, the PAINT signal can be used for adaptation only at low jetting frequencies. Other possible measuring methods should be considered, such as adding a small camera to measure the drop velocity directly or scanning the printed image and compare it with the real image. A good operational print quality measure should be properly defined. It has to be sensitive for the effects we want to observe (e.g. pulse shape, paper velocity variation, viscosity ink, etc) and selective (measure only the effects we want to observe). Moreover, the scanner resolution should be higher than the print resolution.

A second option to deal with online disturbances is the implementation of feedback control. Since the meniscus velocity cannot be measured online, an estimator can be designed to estimate the meniscus velocity based on the measurements of the PAINT signal. Thus, a feedback controller can be designed to control the meniscus velocity. A fast feedback controller is required due to the short sampling time. A block diagram of the printhead with all possible variables, which can be used for online adaptation or feedback control is shown in Figure 8.1. A comparison of these different control techniques is summarized in Figure 8.2.

For laser printing, throughout this thesis we did not put any constraint on input power and temperatures. However the power supply is a limiting factor in achieving high throughput. Moreover, we also assumed that the print jobs are directly implemented with the order defined by the user without any further processing. In addition, the amount of energy needed to establish the temperatures required by the printing process determines the amount of time needed for the printer to warm up in preparing for the first print. This time must be as short as possible, and is directly determined by the speed with which the temperature levels can rise to acceptable levels in a printer. Therefore, rescheduling of the print jobs could yield a better performance of the printing system with minimum warm up time. The belt speed is assumed to be controlled using a separate controller. To achieve a fully controlled system with high throughput, a unified control and scheduling approach should be studied to include the power supply constraint and consider pre-heater power, TTF power, belt speed, heat exchanger, simplex, duplex, the spacing between two sheets and the print jobs as controllable input, see Figure 8.3.
CONCLUSIONS AND RECOMMENDATIONS

Figure 8.1: Schematic diagram of all possible signals that could be used for online adaptation or feedback control

Figure 8.2: Comparison of all possible control techniques for inkjet printer
Figure 8.3: Schematic diagram of control variables and temperatures for laser printer
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