Design space exploration for providing QoS within the HARMONY framework
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ABSTRACT
The HARMONY architecture [2] provides mechanisms for management of network and compute resources in a mobile computing environment. In HARMONY network resources are reserved based on the Entropy Model [7], and compute guarantees are provided by off-loading tasks from the mobile units to compute servers in the backbone network. A load-balancing scheme redistributes loads across all compute servers so that these are equally loaded. This paper carries out a design space exploration of the HARMONY architecture to determine parameter bounds within which quality of service can be provided.

1. INTRODUCTION
It is envisioned that future Mobile Computing Environments (MCE) supporting multimedia applications will have wearable front-end computing devices and various I/O servers, database servers and compute servers (CS) on a backbone network. Users of the Mobile Units (MU) in such an MCE want to run ever more demanding applications, but they don’t want to have the MUs increase in size and weight due to more battery power. A solution to this problem is to off-load parts of applications from the MUs to the CSs in the backbone. This off-loading introduces the need for stringent Quality of Service (QoS) requirements in the CSs, in addition to the QoS requirements for the wireless network connections. With a closer integration of communication and computation in multimedia applications, their end-to-end performance increasingly relies on the combination of network and compute QoS guarantees. A mobile multimedia system under investigation in which we are considering off-loading applications to the backbone, is the Ubiquitous Communications project at the Delft University of Technology, The Netherlands [1]. The HARMONY architecture proposed in [2] provides QoS in an MCE and helps maintain harmony between communication and compute resources. In this paper we carry out a design space exploration of the various architectural components in HARMONY to identify a feasible region in which QoS is guaranteed.

Previous work on providing compute guarantees has concentrated on over-provisioning compute capacity [3]. In [4] a scheme of mapping applications from the MUs to the CSs has been investigated from the perspective of reducing power consumption. A good survey of existing QoS architectures appears in [5]. However, none of the cited architectures in [5] guarantee end-to-end network and compute QoS, whereas the HARMONY architecture proposed in [2] has mechanisms to provide end-to-end network and compute QoS.

2. SYSTEM MODEL
The system model that we consider is an MCE in which network and compute resources can be reserved. In this section we provide details of the mechanisms to achieve this.

2.1. Mobile Computing Environment
We consider a cellular MCE with hexagonal cells comprising a two-level hierarchical network as shown in Figure 1. The first level of the hierarchy is the wireless network between the MUs and the Base Stations (BS). At the second level of the hierarchy, a wireline backbone network interconnects the BSs and the CSs. In this paper it is assumed that the backbone network is an Asynchronous Transfer Mode (ATM) network with a peak transmission rate of 645Mbps [6]. A group of four cells forms a macro-cell as shown by bold lines in Figure 1. For instance, cells $c_5, c_6, c_{15}, c_{16}$ together constitute a macro-cell. A CS is associated with every macro-cell. All CSs have the same compute capacity $C$, which is the MIPS (Million Instructions Per Second) rating of the associated processor. We say that a cell $c'$ is a First Order Neighbor (FON) of cell $c$ if they have a boundary in common. A cell $c'$ is a Second Order Neighbor (SON) of cell $c$, if there exists a cell $c''$ which is FON of $c$ and $c'$, and if $c$
2.2. Network Resource Reservation

Providing network guarantees to an MU involves estimating the network traffic generated by the MU, and reserving resources based on this estimation. Network guarantees are provided based on the Entropy model proposed in [7] over ATM networks. A synthetic traffic profile with the same statistical properties as those of traffic in a wireless environment is generated by modulating traffic in wireline domain with white gaussian noise. This synthetic traffic is modeled using the Entropy model with 21 states of unequal extents in a Markov chain [7]. Each state in the Markov chain represents a bandwidth regime. The variation in bandwidth required for the duration of the call is obtained by traversing the most probable path in the Markov chain.

When an MU originates a call in cell c, it wants to establish a network QoS contract \( Q_\text{c} \) consisting of the required compute capacity of the application \( C_{\text{app}} \) and the required compute latency \( t_{\text{comp}} \). We also assume that a call specifies its call duration \( T_{\text{call}} \). Similarly, MUs subscribing to one of the four Network QoS classes, can subscribe to one of two Compute QoS Classes, viz. the Guaranteed Available and the Predictive Available class. In the Guaranteed Available class, \( Q_\text{c} \) is guaranteed to the MU throughout the duration of the call \( T_{\text{call}} \). In the Predictive Available class, no guarantees are provided at all, and only best effort compute power is delivered. The Predictive Available class can be supported by reserving a portion \( \hat{C} \) of the total compute capacity \( C \) of every CS, thus reducing the total compute capacity for the Guaranteed Available class to \( C - \hat{C} \). In this paper we do not consider MUs subscribing to the Predictive Available class, and hence, \( \hat{C} = 0 \).

We categorize the spectrum of compute requirements of tasks into some fixed number of Compute Levels, each of which is entitled to a fair share of the total compute capacity in the CSs. A load-balancing scheme that redistributes tasks across CSs within compute levels ensures fairness in the entire MCE. Let \( N \) denote the number of compute levels in each CS. The total compute capacity \( C_Q \) associated with any compute level is \( C_Q = \frac{C}{N} \). Compute level \( i \) is defined by the maximal capacity \( C_i \), with \( C_i < C_{i+1} \) for \( i = 1, \ldots, N - 1 \). A task that specifies a capacity of \( C_{\text{app}} \) belongs to compute level \( i \) if

\[
C_{i-1} < \left[ C_{\text{app}} \times \frac{1}{t_{\text{comp}}} \right] \leq C_i \quad i = 1, \ldots, N \quad (1)
\]

(We don’t consider tasks with \( \left[ C_{\text{app}} \times \frac{1}{t_{\text{comp}}} \right] > C_N \).

The number of slots \( M_i \) in the task queue of compute level
i in each CS is \( M_i = \sum_{c \in C_i} Q_i, \ i = 1, \ldots, N \). The service time \( T_i \) to serve a slot in compute level \( i \) is \( T_i = \frac{Q_i}{M_i}, \ i = 1, \ldots, N \). When a call belonging to compute level \( i \) is initiated in cell \( c \), it is admitted into the MCE, and its associated compute task is put on the CS associated with the macro-cell to which \( c \) belongs, provided that the current queue length at compute level \( i \) of this CS is smaller than \( M_i \). Otherwise, the call is rejected.

3. THE HARMONY ARCHITECTURE

HARMONY is a multilayered architecture as shown in Figure 2 in which each layer and plane is associated with a specific task. In the QoS prediction layer, the Application Client provides the interface with the application and gets \( Q_n \) and \( Q_c \) from the application and forward it to the Network Client. The Network Client implements the Entropy Model. The compute capacity is forwarded to the Compute Client in the Compute QoS Plane.

In the Harmony layer, the Network Resource Broker implements the call admission control for network resources. The network resource policing is done by the Network resource controller. The Compute Resource Broker implements the call admission policies for compute resources. The QoS-aware load balancing is implemented in the Compute Resource Controller. The Compute Resource Controller also maintains a database of free compute capacity available per CS in the MCE.

The Harmony layer supports a QoS-aware load-balancing mechanism to maximize resource utilization. The Compute Mobility Manager (CMM) maps/relocates computations across CSs in a way transparent to the application. Since the domain of application is known in advance, we assume that there exists appropriate application libraries in all CSs. Multimedia tasks executed in the CS are iterative in nature and works on stream data types. Hence task migration from one CS to another amounts to executing the same application from the library (of the associated CS) and binding the input data to it along with appropriate state information. In addition, the Network Mobility Manager (NMM) in the Harmony layer is used to manage handoffs.

3.1. QoS-aware Load-balancing

The QoS-aware load-balancing implemented in the Harmony layer redistributes tasks in the queues corresponding to the different compute levels across all CSs so that all CSs are uniformly loaded. Let \( \alpha_{hi}, \alpha_{hi} \) be the Load Scaling Factors corresponding to compute level \( i \), where \( 0 \leq \alpha_{hi} \leq \alpha_{hi} \leq 1 \).

We define the High Water Mark (HWMi) and the Low Water Mark (LWMi) for every compute level \( i \) as \([\alpha_{hi} \times M_i]\) and \([\alpha_{hi} \times M_i]\), respectively. In addition, we define the System Average \( \text{SA}_i \) for compute level \( i \) by \( \text{SA}_i = \frac{\text{HWM}_i + \text{LWM}_i}{2} \). The Processor Load (PL) for compute level \( i \) of a CS is defined as High (H) if \( l_i > \text{HWM}_i \), Low (L) if \( l_i < \text{LWM}_i \), and Medium (M) if \( \text{LWM}_i \leq l_i \leq \text{HWM}_i \). The processor state at time instant \( t \) is determined based on the processor loads at times \( t \) and \( t - 1 \) as follows. The processor is in state High Transmitter (T+) if \( \text{PL}(t - 1) = H \) and \( \text{PL}(t) = H \), Transmitter (T) if \( \text{PL}(t - 1) = M \) or \( L \) and \( \text{PL}(t) = H \), High Receiver (R+) if \( \text{PL}(t - 1) = L \) and \( \text{PL}(t) = H \), and Receiver (R) if \( \text{PL}(t - 1) = H \) or \( M \) and \( \text{PL}(t) = L \). The QoS-aware load-balancing scheme helps maintain equal loads on all CSs by migrating tasks from processors in state T+ and T to processors in state R+ and R. Tasks from CSs in state T+ are migrated to CSs in state R+ until either one of them reaches a queue length of SA. If any of the CSs in state T+ remain, tasks from such CSs are migrated to CSs in state R. On the other hand, if CSs in state R remain, we migrate tasks from CSs in state T.

4. DESIGN SPACE EXPLORATION

The Harmony layer of the HARMONY architecture that implements the various schemes for network and compute reservation and load-balancing is implemented as a C code. An MU is admitted into the MCE only when the requested \( Q_n \) and \( Q_c \) can be guaranteed. Load-balancing is invoked on a call admission, call termination and handoff. We simulate an MCE with 64 cells, with a cell diameter of one kilometer and 16 CSs, each CS with a compute capacity of 4096 MIPS. The Call Durations are independent and uniformly distributed in the range of 0 to 5 minutes. The Speed and Direction of an MU is uniformly distributed from 0 to 20 Kmph and 0 to 360 degrees respectively. These assumptions are based on the design space of the Ubiquitous Communications project [1]. Simulations were carried out for more than 10000 calls per cell. The design space of HARMONY comprises compute levels \( N \), primary and secondary resource usage factors \( \rho_p, \rho_s \), and call arrival rate \( \lambda \). The design space is explored by assigning different probabilities to
the various traffic classes. The metrics used to explore the design space are Percentage Call Blocking (PCB) and Network Utilization (NU). Let $P_{dep}$ and $P_{ind}$ denote the probability of mobility independent and dependent network QoS traffic class and $P_{gua}$ and $P_{pred}$ be the probability of guaranteed and predictive traffic class. We restrict the number of compute levels to six per CS since a further increase did not improve performance. Figure 3 summarizes the results for PCB. Percentage of calls dropped due to lack of network resources reduces to 3.87\% from 19.11\% as $P_{dep}$ and $P_{pred}$ are increased from 0 to 0.6. The effect of load-balancing manifests as an improvement in PCB. For $\lambda = 0.1$, load-balancing reduces the PCB to 6.48\% from 11.81\%. The effect of load-balancing is more pronounced for higher values of $\lambda$. Increasing $P_{dep}$ and $P_{pred}$ results in more resources being reserved in FONs and SONs, and hence less number of calls are dropped due to lack of network resources, but would result in higher under utilization of network resources. We observe that as $P_{dep}$ and $P_{pred}$ increase from 0 to 0.8, PCB increases by 3.06\% and NU reduces by 7.8\%. The PCB increases by 3.43% and reduces by 4.31% when guaranteed and predictive class dominate respectively as compared to the case when both are equiprobable. The corresponding NU reduces by 17% and increases by 5.1%. When calls subscribing to predictive class dominate, network resources reserved by any MU is available to other MUs subscribing to predictive network QoS class. Similar plots for NU (not shown here for lack of space) combined with those of PCB (Figure 3) defines the feasible region for call admission.

5. CONCLUSIONS

This paper investigates the design space of the HARMONY architecture for providing network and compute guarantees. Network guarantees are provided based on the Entropy model and compute guarantees are provided by mapping and reserving compute capacity for mobile originated tasks to compute servers in the backbone. The effect of load-balancing is seen as an improvement in call blocking probability. Network resources is a bottleneck when MUs subscribing to guaranteed or mobility independent class of traffic dominate and compute resources is a bottleneck when predictive and mobility dependent class of traffic dominate. The increase in primary and secondary resource usage factor results in a higher call blocking probability but reduces the number of calls blocked due to handoff.
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