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Abstract: In this paper, measurements and analysis of the small-signal net modal gain of single-layer InAs/InP(100) quantum-dot (QD) optical amplifiers are presented. The amplifiers use only a single layer of InAs QDs on top of a thin InAs quantum well. The devices have been fabricated using a layer stack that is compatible with active–passive integration scheme, which makes further integration possible. The measurement results show sufficient optical gain in the amplifiers and can thus be used in applications such as lasers for long-wavelength optical coherence tomography and gas detection. The temperature dependence of the modal gain is also characterized. An existing rate-equation model was adapted and has been applied to analyze the measured gain spectra. The current injection efficiency has been introduced in the model to obtain a good fit with the measurement. It is found that only a small portion (~1.7%) of the injected carriers is actually captured by the QDs. The temperature dependence of several parameters describing the QDs is also discovered. The mechanisms causing the blue shift of peak gain as the current density increases and the temperature changes are analyzed and discussed in detail.

Index Terms: Quantum dot (QD), semiconductor optical amplifier (SOA), optical gain, rate-equation (RE) model.

1. Introduction

Semiconductor quantum-dot (QD) material has attracted great interest among researchers. Because of the 3-D confinement of carriers, QD semiconductor optical amplifiers (QD-SOAs) and QD lasers have several advantages over bulk or quantum-well (QW) devices. Low-threshold current density [1], [2] in QD lasers and ultrafast carrier capture dynamics [3], [4] in QD-SOAs have been experimentally demonstrated. The QD-based devices can also benefit from the inhomogeneous broadening of the QDs. Due to the inhomogeneous size distribution of the QDs, the emission bandwidth can be as wide as 100–200 nm [5], which is suitable for applications requiring a wide
operating range such as widely tunable lasers. More importantly, the QD material has an advantage in that there is a direct control mechanism for the central emission wavelength over a wide range. The emission wavelength of a single QD is mainly determined by the gap of energy levels and, to a limited extent, by the width of homogeneous broadening [6]. The wavelength of the photon emitted by the QD can be mainly controlled by the size of the QD, which directly determines the energy gap [7]. The average size of the QDs can be controlled during the growth process, which has been demonstrated in the InAs/InP(100) QD platform [8]. Thus, the central wavelength of the emission spectra can be tuned from 1.4 µm up to 2.2 µm.

The wavelength range from 1.6 to 1.8 µm is desirable for several applications such as monolithically integrated tunable lasers [9] and photodetectors [10] used in optical coherence tomography (OCT) or gas detection [11]. The InAs/InP(100) QD platform with QDs tuned to 1.7 µm with wide bandwidth, in combination with the butt-joint active–passive photonic integration scheme [12] can be used for the development of integrated optical devices for 1.6 to 1.8 µm long-wavelength applications.

In our previous work, a five-layer InAs/InP(100) QD material system at 1.6- to 1.8-µm wavelength range has been characterized [13] and successfully used in a tunable laser [9] and a photodetector [10]. The measured small-signal net modal gain is relatively low (peak gain of 6.5 cm⁻¹ at 3000 A/cm² at 288 K) compared with bulk or QW materials. This relatively low gain has limited the performance of the tunable laser, which operated just above the threshold due to the high intracavity loss. One way to improve the output power and tuning speed of the laser is to use a new QD material with higher gain.

In this paper, we present measurement results and their analysis of QD-SOAs based on a single-layer InAs/InP(100) QD platform. This single-layer material is based on a QD-on-QW system (similar to the concepts previously reported in [1], [14]), which shows superior properties as compared with the five-layer QD-SOAs used in our previous experiments. When this single-layer QD amplifier is used in Fabry–Perot ridge waveguide lasers, it shows a higher slope efficiency than the one that was achieved with the previously used five-layer QD-SOAs [15]. The small-signal gain spectra of the single-layer QD-SOAs have been characterized by us for a series of injection current densities and chip temperatures. The improvement of the optical gain is demonstrated and quantified. An improved rate-equation (RE) model based on [13] is applied to model the amplifiers and obtain insight into its operation. From this modeling, it is found that only a small fraction of the injected carriers are captured by the QDs. Good fitting to the measured data could be obtained by introducing a high carrier escape rate from the separate confinement heterostructure (SCH) layer. The resulting low current injection efficiency and high gain contribution from individual QD together determine the absolute value and shape of the gain spectra at different current densities. By fitting the simulation to the measurement, the temperature dependence of the carrier dynamics and several physical parameters in the QDs has been extracted. A number of the parameters in the model turned out to be significantly temperature dependent. Significant blue shift of the peak gain with increasing carrier density and decreasing temperature was observed, and its origin is explained by the model.

The accurate measurement of the gain properties of InAs/InP QDs performed in this paper is important for further device optimization, as well as for providing comparison of the gain properties of this active region with those of alternative methods based on other active regions. Prior works had reported the uses of InAs/GaAs QDs [16], [17] for lasers in the 1.2- to 1.3-µm wavelength region, strained InGaAs QWs [18], [19] and InGaAsSb QWs [20] for achieving long wavelength lasers up to 2.3 µm. Our preference of using QDs as the active material stems from the wider gain bandwidth that QDs can provide compared with the QWs. The wide gain bandwidth is crucial for a widely tunable laser in a swept-source OCT system.

This paper is organized as follows: In Section II, the device design and fabrication, as well as the measurement method, are introduced. The measurement results of the small-signal gain spectra will be presented in Section III. The improved RE model will be presented in Section IV, followed by fitting results and analysis in Section V.
2. Gain Characterization Method, Device Design, and Fabrication

The Hakki–Paoli technique [21] is a well-known method for measuring optical gain. This technique is based on the analysis of resonance modulation in the amplified spontaneous emission (ASE) spectra from a Fabry–Perot cavity operating below threshold. Since the QD-SOAs have a low modal gain compared with bulk or QW materials, the devices have to be several millimeters long in order to provide a sufficient optical gain value that is suitable for measurement. To resolve the closely spaced spectral modes of the modulated ASE spectra of millimeter-long cavities in the 1.6- to 1.8-μm wavelength range a high-resolution spectrometer is required, which is not available. This makes that the Hakki–Paoli technique is not practical for characterization of these QD-SOAs. The measurement method used in this paper is based on the analysis of ASE spectra from SOAs of different lengths [13], [22]. Only a moderate spectral resolution of the spectrometer is required for this method.

The relation between the ASE output power \( P(\lambda, L) \), the net modal gain \( G(\lambda) \) of the SOA, and the device length \( L \) under the condition of no optical feedback and no gain saturation can be written as [23]

\[
P(\lambda, L) = P_{sp}(\lambda) \frac{G(\lambda)}{G(\lambda)} (e^{G(\lambda)L} - 1)
\]

where \( P_{sp}(\lambda) \) is the spontaneous emission power per unit length. The gain can be obtained by fitting a series of ASE spectra from SOAs with different lengths to (1) at each wavelength.

We have implemented this method by fabricating a series of shallowly etched ridge waveguide amplifiers of various lengths that have been divided into two sections on a single chip. One part is the optical amplifier from which the ASE output is monitored through a cleaved facet. The other section is reverse biased and acts as an absorber, which prevents detectable feedback into the amplifier. The advantage of this method is that the random noise and measurement errors such as variation in fiber coupling efficiency can be averaged out when using a sufficiently large number of SOA sections.

In this paper, a chip with a width of 7 mm is used, where the length of SOA sections vary from 4.97 mm to 6.65 mm, as shown in Fig. 1(a). The devices cover a 7 mm × 7 mm area of a 13 mm × 12 mm mask that was used on a quarter of a 2-in wafer. The absorber waveguide sections only have 300-nm-thick evaporated metal contacts. The isolation sections are etched into the waveguide ridge to provide electrical isolation between the SOA and absorber sections.

The cross-sectional structure of the single-layer InAs/InP(100) QD-SOAs, as well as absorber and isolation sections, is presented in Fig. 1(b). The devices are fabricated using a process technology that is fully compatible with the active–passive photonic integration scheme of the COBRA Research Institute [13]. The layer structures are grown by low-pressure metal–organic vapor-phase epitaxy (MOVPE) starting from an n-type InP(100) 2-in diameter substrate. The InAs QDs are...
grown on a thin (1.6 nm) InAs QW layer [15] and are inserted in the center of a 500-nm-thick InGaAsP (Q1.25) waveguiding layer, as shown in Fig. 1(b). The thickness of the InAs QW layer is designed to control the average size of the InAs QDs to have an emission wavelength around 1.7 μm. The waveguiding layer is sandwiched by a 500-nm n-type InP bottom cladding and a 1.5-μm p-type InP top cladding with compositionally graded 300-nm p-type InGaAs contact layer. The single-mode shallowly etched waveguides with a width of 2 μm are formed by etching 100 nm into the waveguiding layer using an inductively coupled plasma reactive ion etching (ICP-RIE) process. The isolation section is formed by etching away most of the highly doped p-type top cladding between the SOA and the absorber using the same etching process. All the structures are planarized using polyimide. Metal contacts (TiPtAu) are evaporated at both sides to form electrical contacts. A thick (1.7 μm) Au layer is also plated on top of the evaporated metal contacts of SOAs to reduce the contact resistance and guarantee good spreading of the injected current. The chip is cleaved perpendicular to the waveguides and no coating is applied on the facets. The chip is finally mounted on a copper chuck and contacted with probes. The temperature just beneath the chip is controlled by liquid cooling using a chiller. In order to prevent condensation of water on the chip when temperature is below 283 K, the setup is sealed in an enclosure with a nitrogen atmosphere. The ASE spectra have been obtained by injecting a current into the SOA sections and by collecting the ASE from the facet with a lensed fiber. The absorber sections are reverse biased at -3 V to prevent optical feedback. The spectra have been recorded using a spectrometer (Yokogawa AQ6375) with 0.5-nm resolution over 400-nm wavelength band around 1.7 μm.

Data from 12 out of the 26 devices are selected to be used in the fitting calculation [marked by red arrows in Fig. 1(a)]. The remaining SOAs could not be used due to a nonuniformity in the thickness of the electroplated gold layer except for one where a defect in the waveguide was observed. In the chip layout [see Fig. 1(a)], it can be seen that the relatively long SOA sections are alternated with relatively short SOA sections. Thus a short part of the longer SOAs lies in between unplated absorber sections. It was clearly visible on the fabricated chip that the deposition of gold in these short parts of the SOAs was much thinner than in the other regions. Thus, the current distribution in those relatively long SOAs is not optimal. It was observed that the ASE power for those relatively long SOAs with nonoptimal plated gold was consistently too low compared with the selected devices. On the other hand, the plating thickness of the selected SOAs was uniform.

3. Gain Characterization Results
The net modal gain spectra of the single-layer QD-SOAs have been derived from the measurement results of continuous-wave (CW) ASE spectra at a range of injection current densities (from 500 A/cm² to 5000 A/cm² with 500-A/cm² increments) and at four different chip temperatures (from 273 K to 303 K with 10-K increment). As an example of the recorded data, the ASE spectra obtained from a 5.6-mm-long SOA section are given in Fig. 2(a) for a selection of different injection current

![Fig. 2. (a) The measured ASE spectra of the 5.6 mm-long SOA section for a selection of different injection current densities (1000, 3000, and 5000 A/cm²) and four different chip temperatures (273, 283, 293, and 303 K). (b) The peak wavelengths of ASE spectra of the 5.6 mm-long SOA section under different injection current densities (from 500 to 5000 A/cm² with a 500 A/cm² increment) and four different chip temperatures (273, 283, 293, and 303 K).]
densities and chip temperatures. It is obvious from the figure that the ASE power increases as the current density increases. A significant increase of ASE power is also observed as the temperature decreases. It indicates a strong temperature-dependent modal gain of the QD-SOAs. No clear spectral features from contributions of different states in the QD can be seen even at high current densities. This is analogous as reported in [13] for a five-layer InAs/InP QD system. There are spectral features at wavelengths beyond 1800 nm due to absorption of water vapor in the spectrometer. This is not clearly visible in Fig. 2(a) due to the scale of the axis, but the effect can be clearly observed in the gain spectra. From the figure, it can be clearly seen that both an increase in injection current density and a decrease of chip temperature can result in a blue shift of peak wavelength of the ASE spectra. The observed peak wavelengths as a function of injection current density (from 500 to 5000 A/cm² with 500-A/cm² increments) and chip temperature (273, 283, 293, and 303 K) are presented in Fig. 2(b). The blue shift of the peak wavelength can be as large as 120 nm for a current density variation of 500 A/cm² to 5000 A/cm². The blue shift related to the temperature decrease from 303 K to 273 K is approximately 30 nm.

In order to verify the assumption of negligible feedback effects in the recorded ASE spectra, the roundtrip gain in the whole device (SOA and absorber) is evaluated by measuring the low-level optical output from the absorber side and comparing it with the output from the SOA side. The most unfavorable condition for the assumption of negligible feedback is the device with the longest SOA section (5.81 mm) and the shortest absorber section (1.19 mm) at the highest current density (5000 A/cm²) that has been used. From the observed power level behind the absorber section, the total roundtrip gain is calculated to be −18 dB at 293 K and −14 dB at 283 K. This indicates that the contribution of back-reflected light to the total ASE power is less than 2% at 293 K and less than 4% at 283 K. The optical feedback is thus sufficiently low to be negligible. The roundtrip gain at 273 K could not be measured because the size of the sealed enclosure of the setup is designed for fiber aligning only at one side.

A nonlinear least-square algorithm is used to fit the parameters in (1) to the measured ASE spectra [13]. A few examples of fitted results and the measured ASE data with the estimated 10% error bars are presented in Fig. 3. This error value is the upper limit of the variation of the collected ASE power (e.g., due to fiber misalignment) as observed from repeated measurements. The algorithm has taken the 10% error into account by assigning a weighting factor to each data point. Besides the 12 data points, a zero-length point is also used. The optical power at zero length is chosen as the background noise of the spectrometer. The modal gain spectra can be constructed by calculating the gain value for each wavelength at a certain injection current density and temperature. The net modal gain of the single-layer InAs/InP(100) QD-SOAs is first derived for different injection current densities at a fixed chip temperature, as shown in Fig. 4. The net modal gain spectra at 273 K are plotted for full range of injection current densities (from 500 to 5000 A/cm² with a 500-A/cm² increment) in Fig. 4(a). The net modal gain spectra with 68% confidence bounds at 273 K are plotted for five selected injection current densities in Fig. 4(b). From the figures, a blue shift of peak wavelengths of the gain spectra similar to the ASE spectra can be observed as the injection current density increases. The distortion of the gain spectra above 1750 nm is mainly due to the
absorption by the water vapor in the air inside the spectrometer. The recorded optical power at wavelengths close to the water absorption peaks is not accurate due to the relatively low resolution (0.5 nm) used in the measurement.

The net modal gain spectra are also plotted for different chip temperatures. As can be seen in Fig. 5, the peak value of the gain increases significantly as the temperature drops. The temperature dependence of the peak gain is about 2 cm$^{-1}$/10 K at a current density of 5000 A/cm$^2$. There is also a blue shift of the peak wavelength of the gain as the temperature drops. The lasing wavelength in the QD laser will be strongly dependent on the current injection density and slightly on the operation temperature. The mechanisms that are causing the current-density-dependent and temperature-dependent blue shift will be discussed in Section 5 using an RE model of the amplifiers.

4. Improved Rate Equation Model

Several multilevel RE models have been proposed to understand the carrier dynamics and the mechanisms causing the blue shift of the gain spectra in the QD-SOAs [6], [13], [24], [25]. The RE model in [13] has been successfully fitted to the gain spectra of the five-layer InAs/InP(100) QD-SOAs. This model was used to explain how two different mechanisms cause the blue shift of the peak wavelength in the gain spectra of five-layer QD-SOAs as a function of current density. However, a good fit to the measured data could not be obtained using this model for the new single-layer InAs/InP(100) QD-SOAs presented here. An example of a result from a net modal gain calculation at 293 K is shown in Fig. 6. The shape of the measured gain spectra can be reproduced using this model. But the dependence of the gain on the current density as measured cannot be described properly. For instance, the difference in peak gain for the fitted gain spectra is 0.7 cm$^{-1}$ between 4000 and 5000 A/cm$^2$, while the measured difference is 4 cm$^{-1}$. The main reason of this
difference is that the carrier population of the QD as a function of current density is overestimated. In reality, the QDs start to be filled up, and the population density becomes saturated at much higher injected carrier density values.

In order to solve this mismatch between the RE model and the measured data, we have modified the RE model presented in [6], [13], and [26]. The first of the improvements on the previous RE model is the introduction of the current injection efficiency. This concept of current injection efficiency has been previously applied to study the temperature-dependent carrier leakage out of QW in the InGaAsN QW lasers [27] and the efficiency droop in the InGaN QW light-emitting diodes (LEDs) [28]. Since the active layer of the single-layer QD-SOA is very thin [one monolayer (ML) of InAs QDs + 1.6 nm InAs QW [15]] compared with the active region in five-layer QD-SOA (200 nm in total [13]), and the layer stack of the active region is different, only a small portion of the injected carriers are collected by the active layer. Unlike the assumed 100% carrier collection in [13], the improved model includes an additional carrier escape mechanism out of the QD amplifier [29], [30]. This carrier escape rate out of SCH layer of the QD amplifier is assumed to be temperature dependent due to the thermal mechanism of the escape rate. This escape rate has numerically the same effect as a large carrier recombination rate in the SCH. However, physically the escape rate is much faster than the carrier recombination rate.

Besides several parameters of which the temperature dependence is already defined in the RE model, we also discovered that a temperature dependence of parameters that were previously defined as constants is required. Thus, the second improvement is the incorporation in the model for the temperature-dependence of the homogeneous broadening of the QD and the escape rate out of SCH as mentioned above. This is explained in detail in the next section. In this paper, these parameters are adjusted for different temperatures in the simulation to fit the experimental data.

In the model, only the dynamics of electrons is considered since it is assumed that the dynamics of the holes immediately follows that of the electrons. The carrier time constants are thus the same for electrons and holes. The electron energy levels are equal to the transition energies; the energy levels of holes are equal and set to zero. Both homogeneous and inhomogeneous broadening of the QDs, as well as the occupation-dependent carrier capture time and the temperature-and-transition-energy-dependent carrier escape time constants are taken into account. Neither the Auger effect in the dots [31] nor direct carrier relaxation from the wetting layer (WL) to the ground state (GS) [31] is included in the model. Since the QD-SOAs are operating below threshold, we assume that the portion of carriers in the GS and excited state (ES) that contribute to spontaneous emission does not influence the total number of carriers much. Thus, the equations for photons are not included in the model.

The energy bands and carrier dynamics in a QD for the improved RE model are depicted in Fig. 7. The model contains a SCH where the carriers are injected into and escape out of the QD. The WL acts as a common carrier reservoir. In order to express the effect of the inhomogeneous dot size distribution, the ES and GS of the QD are allocated into N subgroups with each subgroup representing a certain average dot size (energy level). The carriers are injected into SCH with a
constant rate $I/e$. They can relax to WL with a rate of $1/\tau_s$. Only part of the carriers is captured by the QD; the rest flow through the SCH layer with a rate of $1/\tau_{esc}$ (this corresponds to the first improvement to the RE model). The carriers in the WL can be captured by the ES with a rate of $1/\tau_c$ or escape back to the SCH with a rate of $1/\tau_{qe}$. Carriers in the ES can relax to GS with a rate of $1/\tau_d$ or escape back to WL with a rate of $1/\tau_{qe}$. In the GS, the carriers can escape back to ES with a rate of $1/\tau_{eES}$. In all energy states, the carriers will experience carrier loss processes (radiative and nonradiative) with rates of $1/\tau_{sr}$ for SCH, $1/\tau_{qr}$ for WL, and $1/\tau_{r}$ for ES and GS.

The resulting REs are as follows:

$$
\frac{dN_s}{dt} = \frac{I}{e} + \frac{N_0}{\tau_{qe}} - \frac{N_s}{\tau_s} - \frac{N_s}{\tau_{sr}} - \frac{N_s}{\tau_{esc}(T)}
$$

(2)

$$
\frac{dN_q}{dt} = \frac{N_s}{\tau_s} + \sum_{n} \frac{N_{Esn}}{\tau_{eEsn}} - \frac{N_q}{\tau_{qr}} - \frac{N_q}{\tau_{qe}} - \frac{N_q}{\tau_{c0}} \sum_n (1 - P_{Esn}) G_n
$$

(3)

$$
\frac{dN_{Esn}}{dt} = \frac{N_q G_n (1 - P_{Esn})}{\tau_{c0}} + \frac{N_{Gsn} (1 - P_{Esn})}{\tau_{r}} - \frac{N_{Esn}}{\tau_{eEsn}} - \frac{N_{Esn}}{\tau_{eEsn}} (1 - P_{Gsn}) \frac{\tau_{eqEsn}}{\tau_{d0}}, \quad n = 0, 1, \ldots, N - 1
$$

(4)

$$
\frac{dN_{Gsn}}{dt} = \frac{N_{Esn} (1 - P_{Gsn})}{\tau_{d0}} - \frac{N_{Gsn}}{\tau_{r}} - \frac{N_{Gsn} (1 - P_{Esn})}{\tau_{eGsn}}, \quad n = 0, 1, \ldots, N - 1
$$

(5)

where $N_s$ is the number of carriers in SCH, $N_q$ the number of carriers in WL, $N_{Esn}$ the number of carriers in the $n$th subgroup of ES, and $N_{Gsn}$ the number of carriers in the $n$th subgroup of GS. It can be clearly seen that the REs consist of one equation for SCH (2), one for WL (3), $N$ for ES (4), and $N$ for GS (5). The carrier escape times of ES $\tau_{eEsn}$ and GS $\tau_{eGsn}$ are related with the carrier capture times $\tau_{c0}$ and $\tau_{d0}$, which are the average capture time for empty energy states. The $\tau_{eEsn}$ and $\tau_{eGsn}$ are also dependent on the transition energy and temperature in the following way:

$$
\tau_{eEsn} = \tau_{c0} \frac{\mu_{ES} N_D V_A}{\rho_{WL eff} V_{WL}} e^{\frac{E_{Esn} - E_{ES}}{k_B T}}, \quad n = 0, 1, \ldots, N - 1
$$

(6)

$$
\tau_{eGsn} = \tau_{d0} \frac{\mu_{GS} e^{\frac{E_{Gsn} - E_{GS}}{k_B T}}}{\mu_{ES}}, \quad n = 0, 1, \ldots, N - 1
$$

(7)

where $\mu_{ES} = 4$ and $\mu_{GS} = 2$ are the degeneracy of the ES and GS; $E_{WL}$, $E_{Esn}$, and $E_{Gsn}$ are the energy levels of the WL and the $n$th subgroup of ES and GS; $N_D$ is the dot density; $\rho_{WL eff}$ is the effective density of states in the WL; and $V_A$ and $V_{WL}$ are the volume of the QD active region and the WL.

The coupled REs (2)–(5) have been solved in the time domain. They are integrated in time until a steady state has been reached [13]. From the solved parameters, the contribution of the gain from
nth subgroup of QD to the mth wavelength can be determined by

\[ g_{mnES} = \mu_{ES} C_g \frac{N_w N_D |P_{ES}^2|}{E_{ESn} H_{act}} (2P_{ESn} - 1) G_n \cdot B_{cv}(T) \cdot (E_m - E_{ESn}) \]  

\[ g_{mnGS} = \mu_{GS} C_g \frac{N_w N_D |P_{GS}^2|}{E_{GSn} H_{act}} (2P_{GSn} - 1) G_n \cdot B_{cv}(T) \cdot (E_m - E_{GSn}) \]  

where \( C_g \) is a constant, \( N_w \) is the number of QD layers, \( N_D \) is the QD density, \( H_{act} \) is the total active layer thickness, \( |P_{ES,GS}^2| \) is the transition matrix elements of ES and GS recombinations [6], \( G_n \) is the normalized fraction of nth dot group, \( B_{cv}(T) \) is the Lorentzian homogeneous broadening function [6] with a temperature-dependent full-width half-maximum (FWHM) of \( 2\hbar \gamma_{cv}(T) \), and \( E_m \) is the energy of the mth wavelength. The total net modal gain of the QD-SOA for each mth wavelength can be calculated as

\[ G_m = \Gamma \sum_n (g_{mnES} + g_{mnGS}) - \alpha_i, \quad m = 0, 1, \ldots, M - 1 \]  

where \( \Gamma \) is the confinement factor of the QD active layer, and \( \alpha_i \) is the internal modal loss.

The temperature dependences of \( \tau_{ESn} \) and \( \tau_{ESn} \) are already defined in the original model as can be seen in (6) and (7). As mentioned above, the temperature dependences of \( \tau_{esc}(T) \) and \( 2\hbar \gamma_{cv}(T) \) were not included in the previous model, but these are fitted at each temperature for the improved model. These parameters are explicitly indicated in (2) and (8) and (9) as a function of temperature.

The current injection efficiency introduced in the improved model can be defined by the ratio of carriers captured by the QD to the escaped carriers, that is

\[ \eta_{injec} = \left( 1 - \frac{N_s}{N_s / \tau_s / e} \right) \times 100\% \]  

5. Simulation Results and Analysis

All the values of parameters used in the model are summarized in Table 1. The FWHM of homogeneous and inhomogeneous broadenings are not known for the single-layer QD amplifiers. They are both varied to obtain the best fitting of the simulation to the experiment. The FWHM of the inhomogeneous broadening is determined as a fixed value since the dot size distribution is an intrinsic parameter. The FWHM of homogeneous broadening is dependent on the temperature [32]–[34] and thus has been fitted separately for each temperature with the results as shown in Fig. 8(a). The homogeneous linewidth of the QD decreases as the temperature decreases. According to our simulation, the slope is about 0.8 meV/K. We set the recombination rate in the SCH (\( \tau_w \)) to be 4.5 ns, which is comparable with other QD systems [13], [26]. The escape rate out of the SCH layer (\( \tau_{esc} \)) is fitted for each temperature with the results as shown in Fig. 8(b). The fast escape rate represents a low injection efficiency, which is calculated to be about 1.7%. We attribute this low injection efficiency mainly due to the thin active layer. Compared with the simulation results of the unmodified model (see Fig. 6), the QD-SOAs will then have a lower fraction of the dots populated with carriers at the same current densities. This will result in larger differences of gain values between the gain spectra at different current densities. Since the single-layer QD amplifier has a different layer stack (InAs QDs on thin InAs QW) compared with previous five-layer QD amplifier (five layers of InAs QDs on GaAs interlayer), the gain contribution from an individual QD might be different for the two QD systems. Thus, the transition matrix elements are also fitted during simulation. The fitted result shows a higher gain contribution (the transition matrix element is four times higher) from individual QD for the single-layer QD amplifier compared with the previous five-layer QDs. The higher modal gain achieved for single-layer QD amplifiers is mainly due to this increase of gain contribution from individual QDs, even when the total density of QDs is much less (\( 3.4 \times 10^{10} \text{ cm}^{-2} \)) compared with the five-layer QDs (\( 3.1 \times 10^{10} \text{ cm}^{-2} \) in each layer).
The best fit is obtained when both a low injection efficiency and a high individual gain are used in the model. The carrier capture rate from SCH to WL ($\tau_{c}$) is fitted during simulation because the WL is different for the single-layer QD-SOAs compared with the five-layer QD-SOAs. The rest of the parameters are obtained from literature [6], [13], and [26] as indicated in Table 1.

Two major effects in the single-layer QD amplifiers have been demonstrated to contribute to the blue shift of the peak wavelength of gain spectra due to the increase of current density using a similar analyzing method presented in [13] for five-layer QDs. One effect is the contribution of optical transitions from the ES to GS at higher current density. The carrier captured by a QD will relax to the lowest energy level, which contains a free position. If both two positions in the GS are occupied,
the carrier will instead fill one of the four positions in the ES. At a low current density, the carriers can relax to GS, which corresponds to the gain peak around GS wavelength. When the current density increases to an extent such that all the free positions in GS are fully occupied, the carriers will start to fill in ES. The ES wavelength will start to take over the peak wavelength at a certain current density. The second effect is the dot-size dependent carrier escape rate from QD levels to WL. The carrier escape rates in the ES and the GS are dependent on the energy gap $E_{WL} - E_{ESn}$ and $E_{ESn} - E_{GSn}$. Since the energy level of smaller dots is higher than the energy level in the larger dots, it will be closer to the energy level of WL. Thus, the smaller dots will experience a faster escape rate than larger dots. The carrier capture rate from the WL to the QD levels is however not dot-size dependent. As a result, the larger dots with longer wavelengths will be more populated at first due to a slower escape rate. When the current density increases, the smaller dots start to be more populated. The gain spectra will then shift to shorter wavelengths.

Good fitting could be obtained only when both effects are taken into account in the RE model. The energy levels of the WL, ES, and GS are chosen to enable both effects. They are determined to be 1350 nm for WL ($E_{WL} = 0.919$ eV), 1580 nm for ES ($E_{ES} = 0.785$ eV), and 1730 nm for GS ($E_{GS} = 0.717$ eV). The simulations are performed for separate contributions from the ES and GS, as well as the total modal gain at four different temperatures (273, 283, 293, and 303 K), as shown in Fig. 9(a)–(h). The measured gain spectra are plotted together with the total simulated gain for easy comparison. As can be seen from Fig. 9(a), (c), (e), and (g), both effects that contribute to the blue shift can be observed. As the current density increases, the GS start to be fully occupied, which result in saturation in the GS gain. The carriers start to fill in ES and the contribution of ES begins to dominate. The effect of dot-size-dependent capture rate can also be seen. Both contributions from ES and GS show slight blue shift as the current density increases. The total simulated modal gain has a good match with the measured gain spectra [see Fig. 9(b), (d), (f), and (h)]. A small deviation between simulation and measured data can be seen at low current densities (1000 and 2000 A/cm$^2$) for all temperatures. It is probably due to an underestimation of the temperature dependence of the current injection efficiency. In this paper, this parameter is adjusted to obtain the best fit for high current densities. In reality, the actual temperature inside the QD-SOA is strongly dependent on the injection current density. The simulated modal gain spectra for 1000 and 2000 A/cm$^2$ can be corrected by adjusting $\tau_{esc}$ to fit with the measured data. After the adjustment, the correction of $\tau_{esc}$ corresponds to the injection efficiency $\tau_{injec}$ of about 2% for 2000 A/cm$^2$ and 2.3% for 1000 A/cm$^2$. It can also be seen in Fig. 9(b) that the curve for the current density of 4000 A/cm$^2$ at 273 K deviates considerably. This is also possibly due to an underestimation of the temperature dependence of injection efficiency in the model or measurement error.

The blue shift of the peak wavelength of the gain spectra due to temperature change is also analyzed. The blue shift with respect to the temperature change matches well with the measured data (1 nm/K at 5000 A/cm$^2$). It is found that there are two mechanisms that contribute to the shift of the peak of the gain spectra.

The first mechanism is due to an increased filling of carriers into smaller QDs as the temperature drops. The occupation probabilities of ES and GS of all the QD subgroups are plotted for three current densities (1500, 3000, and 5000 A/cm$^2$) and four temperatures (273, 283, 293, and 303 K) in the graphs in Fig. 10(a) and (b). It should be noticed that the smaller energy of ES or GS of a dot subgroup corresponds to a larger dot size and longer wavelength and the larger energy corresponds to a smaller dot size and shorter wavelength. The change of number of carriers in ES and GS in a certain subgroup is defined by (4) for ES and (5) for GS. As can be seen from the equations, the carrier capture rates from WL to ES ($N_{Gn}(1 - P_{ESn})/\tau_{c0}$) and from ES to GS ($N_{ESn}(1 - P_{GSn})/\tau_{d0}$) are dependent on the occupation probabilities of ES and GS of the certain subgroup. When carriers are injected into the amplifier, the larger dots will be more populated than the smaller dots, since the escape rate for larger dots is lower than that of the smaller dots. Thus, the carrier capture rates will be lower for larger dots due to a higher occupation probability. As temperature drops, there will be more carriers captured into WL, and those carriers will have a higher chance to be captured in smaller dots rather than larger dots since most of the larger dots are already occupied. As a result, there are more carriers filling into smaller QDs as temperature drops,
while the number of carriers filled in larger QDs keeps almost the same as shown in Fig. 10(a) and (b). This will result in more contribution of gain from smaller QDs (shorter wavelengths) and the gain peak will shift toward shorter wavelength. This mechanism exists for all range of current densities and temperatures, and for both ES and GS.
The peak wavelength shift caused by the temperature dependence of the carrier escape rates from QD levels to the WL [see (6) and (7)] is also investigated. As can be seen from Fig. 7, $t_{\text{eES}}$ and $t_{\text{eGS}}$ determine the escape rates from ES and GS to the WL. The escape time $t_{\text{eES}}$ is plotted for all QD subgroups and four temperatures in Fig. 11(a), and the $t_{\text{eGS}}$ is not sensitive to the dot size and is only plotted as a function of temperature in Fig. 11(b). It can be seen in Fig. 11(a) that the larger dots will have a larger escape time (slower escape rate) from ES to WL than the smaller dots. As temperature drops, the escape rate for larger dots will decrease more than smaller dots. Thus, there will be a higher contribution of gain from larger dots due to this lower escape rate. This will shift the peak of gain to a longer wavelength. Similarly, the temperature-dependent escape rate $t_{\text{eGS}}$ from GS to ES will result in more contribution of gain from GS since the rate will also decrease as temperature drops. This also results in a red shift of the peak of gain.

The two mechanisms discussed above both contribute to the shift of the gain peak. But their contributions to the wavelength shift have opposite signs. Since both measurement and simulation show an overall blue shift, it can be concluded that the mechanism of carrier filling is more significant than that of carrier escape when the temperature changes.

6. Conclusion

In this paper, we have presented the measured temperature-dependent gain spectra for single-layer InAs/InP(100) QD-SOAs in the 1.6- to 1.8-$\mu$m wavelength range. The measurement is realized by analyzing the ASE spectra from QD-SOAs with different lengths at different current densities and chip temperatures. The measured QD-SOAs, which are InAs dots grown on a thin InAs layer, show higher gain values than five-layer QD-SOAs with InAs dot on GaAs monolayer. The gain of these InAs QDs-on-QW amplifiers can be further improved by multiple stacking these
active layers (similar to what has been done for previous five-layer InAs QDs on GaAs interlayer). However, due to the large gain bandwidth that we are after, the gain values are expected to always be lower than those of spectrally more narrow gain QW materials. The blue shift of the peak gain with current density and temperature changes has been analyzed by an improved RE model. A temperature-dependent carrier escape rate from the SCH out of the amplifier is introduced to explain the low current injection efficiency (~1.7%) for the single-layer QD amplifier. The FWHM of the homogeneous broadening of the transitions in the QDs also had to be made temperature dependent in the simulation. The simulations confirmed for the new material that the cause of the blue shift due to increasing current density is a combination of two effects: a transition from GS to ES gain and dot-size-dependent escape rates. The cause of the blue shift with decreasing temperature is also analyzed and found to be determined mainly by two mechanisms. One is the increased carrier filling into smaller dots as temperature drops. The other is the temperature-dependent escape rates from QD levels to WL. The former mechanism results in a blue shift, while the latter results in a red shift. The overall blue shift of the gain peak indicates a more significant effect of the former mechanism over the latter one. A good match can be obtained for all temperatures when all effects are taken into account. This type of QD material is a good candidate for utilization in QD lasers or photodetectors for long-wavelength OCT and gas detection applications.
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