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Abstract. Photoionization of trapped atoms is a recent technique for creating ion beams with low transverse temperature. The temporal behavior of the current that can be extracted from such an ultracold ion source is measured when operating in the pulsed mode. A number of experimental parameters are varied to find the conditions under which the time-averaged current is maximized. A dynamic model of the source is developed that agrees quite well with the experimental observations. The radiation pressure exerted by the excitation laser beam is found to substantially increase the extracted current. For a source volume with a typical root-mean-square radius of 20 μm, a maximum peak current of 88 pA is observed, limited by the available ionization laser power of 46 mW. The optimum time-averaged current is 13 pA at a 36% duty cycle. Particle-tracking simulations show that stochastic heating strongly reduces the brightness of the ion beam at higher current for the experimental conditions.
Focused ion beam (FIB) instruments are widely used in the semiconductor industry and nanoscience, e.g. for milling and deposition purposes. The FIB is made of two interdependent components: an ion source and a focusing column. Both may have to be improved in order to satisfy the industry’s demand for a reduction in feature size (http://www.itrs.net/) [1]. Commercial FIBs use the liquid-metal ion source (LMIS) because of its high brightness \(10^6 \text{A m}^{-2} \text{sr}^{-1} \text{eV}^{-1}\) [2]. A disadvantage of the LMIS lies in its intrinsic energy spread of 4.5 eV [3], which is the result of the Coulombic interactions due to a high current density near the tip of the source [2]. This limits the probe size for a fixed current through chromatic aberration [4, 5].

An alternative ion source has been proposed for FIBs that is known either as the magneto-optical trap ion source (MOTIS) [6] or as the ultracold ion source (UCIS) [7]. MOTIS and UCIS are, in principle, interchangeable source concepts. Both are based on the near-threshold photo-ionization of a cloud of laser-cooled and trapped atoms [8]. The essential difference between this type of source and the LMIS is that the current density at the source is much reduced because the current is extracted from an extended area. This potentially reduces Coulombic interactions so that a lower energy spread may be achieved. High brightness should then result from a small divergence due to the extremely low temperature of the ions. The source is versatile in the sense that it can be operated with a variety of atomic species [9] and produces isotopically pure ion beams.

By now it has been established that UCIS/MOTIS can indeed produce ion beams with energy spread far below that of the LMIS (with 20 meV rms energy spread demonstrated [10]), that the transverse temperature of the ions is close to that of the atoms (with 120 ± 50 \(\mu\)K demonstrated for a chromium MOTIS [11] and 3 ± 2 mK for a rubidium UCIS [12]), that ion
currents of several tens of pA can be extracted (30 pA demonstrated for a lithium MOTIS [13]) and that focusing to sub-micron probe size is possible (200 nm demonstrated with a chromium MOTIS [9]). In addition, new ways to adjust the longitudinal and transverse properties of the extracted ion beams by employing pulsed acceleration fields have been demonstrated [12, 14, 15]. However, the reduced brightness achieved so far with MOTIS/UCIS ($\approx 10^4 \text{A m}^{-2} \text{sr}^{-1} \text{eV}^{-1}$, demonstrated for a chromium MOTIS [11]) is two orders of magnitude lower than the established brightness of a gallium LMIS [2], limiting the application of the source in FIBs. It is therefore of interest to assess how the brightness of this new type of ion source can be optimized while retaining the essential advantage of a low energy spread.

Maximum brightness and minimum energy spread are, in practice, achieved under different conditions. In either case, two-step ionization is employed with an excitation laser that first excites the trapped atoms from their ground state to an intermediate excited state and an ionization laser that takes the excited atoms to just above the ionization threshold. When the entire atom cloud is excited and the ionization beam is directed parallel to the direction of the ion beam [13], the current density is maximized, and, in addition, a continuous ion beam is generated. The disadvantage is that the energy spread of the resulting ion beam is also maximized, because this is proportional to the product of the length of the ionization volume and the ambient electric acceleration field [10]. Achieving a low energy spread then requires a low extraction field, which unfortunately leads to a reduction of the beam brightness due to Coulombic interactions [7, 13]. If, on the other hand, only a small volume of the entire cloud of atoms is selected by crossing the excitation laser beam with the ionization laser beam at the center of the atomic cloud [7, 12, 14, 15], a proportionally lower energy spread at the same extraction field can be achieved. However, because the ionization volume is smaller, less current is extracted and, in addition, pulsed operation of the source is required.

In this paper, we show that it is possible in principle to obtain both minimum energy spread (the same experimental conditions as in [10]) and maximum extracted current. We find that the current extracted from a small source volume can be substantially larger than previously predicted [7] due to the radiation pressure that the excitation laser beam exerts. This causes atoms initially outside the selected ionization volume to contribute to the ion current, enhancing the brightness of the source. We first give a detailed description of the UCIS in section 2. Then we predict the conditions under which the current extracted from the source should be optimized in section 3. We report on experiments to establish the parameters of the model in section 4.1 and to validate the model in section 4.3. Finally, we summarize our conclusions in section 5.

2. The experimental setup

The UCIS is based on the technique of laser cooling and trapping of neutral atoms [8, 16]. We start with a MOT of rubidium atoms: three orthogonal pairs of counterpropagating 780 nm laser beams (trapping laser beams) are used to Doppler cool an $^{85}\text{Rb}$ atomic cloud and a quadrupole magnetic field is added to trap the atoms. Each trapping laser beam has a radius of $\approx 15 \text{mm}$ and an intensity of $\approx 100 \text{W m}^{-2}$. Typically, $10^8 \text{Rb}$ atoms are trapped in an rms radius $\sigma_M = 0.8 \text{mm}$ at an expected source temperature as low as the Doppler temperature $T_D = 143 \text{µK}$ [8].

The center of the MOT is at the origin of the reference system. The MOT is surrounded by an accelerator [17]. The accelerator has a cylindrically symmetric structure and is placed in a vacuum chamber where the pressure is about $10^{-8} \text{mbar}$. Figure 1 shows a schematic drawing
of the experimental setup. The electric field strength at the starting point \(z_0\) is 0.37 kV cm\(^{-1}\) per kV input voltage \(V_a\), and the kinetic energy of the extracted ions is \(U = eV_a/2.05\), where \(e\) is the elementary charge. An ion gains about half of the energy applied to the electrodes since the MOT is located halfway between the two electrodes [17]. The accelerator acts as a negative lens with a focal length \(f = 33\) mm [17]. An acceleration voltage \(V_a = 800\) V is used for the experiments described in this paper. For details of the accelerator structure and experimental setup, see [12, 17].

The core region is the area where the ionization process takes place, which is defined by the overlap of two laser beams. The density of the MOT follows a Gaussian distribution with its maximum in the core region. The ionization mechanism is a two-step process: an excitation laser beam (with wavelength \(\lambda_e \approx 780\) nm) excites Rb atoms on the \(5s \rightarrow 5p\) transition and an ionization laser beam (\(\lambda_i = 479.5\) nm) then photo-ionizes the excited 5p atoms with an average maximum power \(P_i = (46 \pm 4)\) mW. The trapping laser beams are turned off during ionization. The size of the core can be changed by varying the size of the laser beams, which are imaged onto two separate charged-coupled device (CCD) cameras virtually positioned at the center of the MOT. The rms half-width of the excitation laser is \((23 \times 20)\) \(\mu m^2\) (respectively in the \(x\)- and \(y\)-directions) and the rms half-width of the ionization laser is \((53 \times 31)\) \(\mu m^2\) (in the \(x\)- and \(z\)-directions). This results in a core volume \(V_c = (2\pi)^{3/2}(21 \times 20 \times 31)\) \(\mu m^3 = 2 \times 10^{-13}\) m\(^3\) (where the \(x\)-direction has been composed according to [12]), which is used for the measurements presented in this paper, except in section 4.4.2 where the ions are extracted from a larger volume. The power of the excitation laser beam can be varied with the use of an acousto-optic modulator (AOM). The saturation parameter of the laser is given by

\[
s_0 = 0.4 \cdot \frac{I_e}{I_s},
\]

(1)
where \( I_e \) is the excitation laser beam intensity and \( I_s = 16.4 \text{ W m}^{-2} \) is the saturation intensity for the rubidium transition of interest. The factor 0.4 is the effective relative transition strength. The power of the ionization laser beam can be varied by placing a neutral density filter in the beam’s path.

A double multichannel plate (MCP) detector with a phosphor screen is located at 1.5 m from the center of the MOT at \( z = 0 \). The temporal distribution of the current signal is recorded on an oscilloscope by using a trans-impedance amplifier connected to a phosphor screen. The combination of the amplifier and the MCP has been calibrated (resulting in 6% uncertainty) for Rb-85 ion bunches of 390 eV energy (corresponding to \( V_a = 800 \text{ V} \)). A grounded metal grid in front of the detector (spacing of 5 \( \mu \text{m} \), 50% open fraction) is used to shield the electric field of the MCP.

A programmable pulse generator (PPG) module controls the timing of the experiments with a resolution of 10 ns. Both extraction of the ions and acquisition of the data have been automated by using several computer programs.

3. The source model

A model that describes the operation of the source is needed in order to predict the behavior of the extracted current. The source operates in a quasi-continuous mode, with high repetition rates (it is possible up to 100 kHz, but in the following discussion we work with a frequency of at most a few kHz), alternating a loading phase with a duration \( t_l \), in which new atoms are loaded in the trap, and an ionization phase with duration \( t_i \), in which an ion current pulse is extracted from the source. Two relaxation phases with a duration of 5 \( \mu \text{s} \) are alternated in between. The relaxation phases are short compared to the loading and ionization phases. The total period of the sequence is given by \( t_{\text{cycle}} = t_l + t_e \), where \( t_e = t_l + 10 \text{ \mu s} \) is the expansion time during which the trapping lasers are turned off.

The trapped atom cloud can be divided into two parts, schematically represented in figure 2. The inner part, or core, contains \( N_c \) atoms in an rms radius \( \sigma_c \) and the outer part, or reservoir, contains \( N \) atoms in an rms radius \( \sigma_M \) (\( \sigma_M \gg \sigma_c \)). The reservoir and the core are separated by a surface \( \Sigma \). The volume of the core \( V_c \) is negligible compared to the volume of the reservoir \( V_i \), which is approximated to be the volume of the whole MOT (\( V_M \approx V_i \)). The density in the core \( N_c \) is assumed to be uniform due to the small dimensions of its radius compared to the radius of the MOT.

3.1. The number of atoms

During the loading phase, atoms from the background vapor are loaded into the MOT at a constant loading rate \( R_L \) \[18\]. Atoms are lost from the trap primarily because of collisions of trapped atoms with the background gas. The loading of the MOT is described by the rate equation

\[
\frac{dN}{dt} = R_L - \frac{N}{\tau_M}, \tag{2}
\]

with \( N \) being the number of trapped atoms and \( \tau_M \) the lifetime of the MOT. In contrast, during the expansion phase \( R_L = 0 \) and the atoms can also more easily escape; the lifetime of the...
Figure 2. Schematic representation of the source, not to scale. The source is a MOT with a loading rate of new atoms $R_L$. The source is divided into two regions by a surface $\Sigma$: the inner one is the core region with $N_c$ atoms in an rms radius $\sigma_c$, and the outer one is the reservoir region with $N$ atoms in an rms radius $\sigma_M$. The core region is defined by the overlap of the excitation and the ionization laser beams; it is illustrated by the white area in the center and contains $N_c$ atoms. A pulsed current $I(t)$ of ions is extracted from the core region.

MOT during this phase $\tau'_M$ is shorter than $\tau_M$. A set of two differential equations, one for the loading phase and the other for the expansion phase, with $N(0) = N(t_{\text{cycle}})$ as the periodic boundary condition, allows a unique solution for the steady state. In this case, the lifetimes of the MOT are chosen to be $\tau_M = 200$ ms and $\tau'_M = 100$ ms, values that are realistic for the setup. The sequence’s timings, $t_l = 1000$ $\mu$s and $t_e = 800$ $\mu$s, are typically the highest used in the experiments, and even then, the number of atoms changes only less than $1\%$ during the sequence. The average number $\langle N \rangle$ of atoms is therefore a good approximation for the number of atoms in the MOT and can be expressed as

$$\langle N \rangle = \frac{N_\infty}{1 + \zeta t_e/t_l} \approx N(t),$$

(3)

with $\zeta = \tau_M/\tau'_M$ and $N_\infty = R_L \tau_M$ as the number of atoms when the MOT is loaded ($t \gg \tau_M$). From equation (3), it follows that if $t_l \to 0$ (only the loading phase is present), then $\langle N \rangle \approx N_\infty$. Finally, the core atomic density is given by

$$N_c = \frac{\langle N \rangle}{(2\pi)^{3/2} \sigma_M^3}.$$  

(4)
Typical values for the parameters of the model can be found in table 1. These values are used for the figures and calculations found in this section.

### 3.2. Pushing effect

An on-resonance excitation laser beam is used to excite the atoms in the core, which will be coincidentally ionized with an ionization laser. The excitation laser beam also accelerates the illuminated atoms in the direction of its propagation [8], so they can eventually reach the core region and be ionized. This effect is termed ‘pushing effect’ from now on. The atoms get accelerated by a force $F_z$ in the $z$-direction (due to the radiation pressure) given by

$$F_z(v_z) = \hbar k \frac{\Gamma}{2} \frac{s_0}{1 + s_0 + (2\delta(v_z)/\Gamma)^2},$$  

(5)

where $\hbar$ is Dirac’s constant, $\Gamma = 5.98 \times 2\pi$ Mrad s$^{-1}$ is the linewidth of the atomic transition, $k = 2\pi/\lambda_e$ is the magnitude of the wave vector and $\delta(v_z) = -2\pi v_z(t)/\lambda_e$ is the Doppler shift of the laser beam. The velocity of the atoms in the $z$-direction $v_z(t)$ can be determined from the Newtonian expression $F_z = m \, dv_z/dt$, where $m$ is the atomic mass of rubidium. This leads to

$$v_z(t) = \frac{V_c}{2} \sqrt{1 + s_0 \left( \alpha^{1/3} - \alpha^{-1/3} \right)},$$  

(6)
Figure 3. A sketch of the geometrical approximation of the source used in the model. The center of the MOT is at $z = 0$ and the core region is represented by the smaller cylinder highlighted in gray on the right-hand side, with a size $\sqrt{2\pi}\sigma_i$. The whole cylinder represents the area crossed by the excitation laser beam, with radius $\sqrt{2}\sigma_e$. The total number of atoms in the cylinder $N_{cyl}$ is the sum of the atoms present in the core $N_c$ and the atoms that will be eventually pushed into the core $N_p$.

where $V_c = 4.66\text{ m s}^{-1}$ is the capture velocity and

$$\alpha = \frac{1 + \sqrt{\tau_{cyl}^2 + t^2}}{\tau_v}$$

(7)

in which

$$\tau_v = \frac{1}{3} \left(\frac{1 + s_0}{s_0}\right)^{3/2} \frac{2m}{\hbar k^2}$$

(8)

is the time constant for the increase in velocity. A typical value is $\tau_v = 39\mu s$ for $s_0 = 1$. The distance traveled in a certain time $t$ is numerically calculated from equation (6) as

$$d(t) = \int_0^t v_z(t) \, dt.$$  

(9)

Due to the pushing effect, ionization is not limited to atoms present in the core region at the start of the ionization phase, as we assumed previously [7]. Instead, all the atoms in a cylindrically shaped region as shown in figure 3 can be pushed through the ionization region and contribute to the current. Hence, the atoms in the cylindrically shaped region $N_{cyl} = N_p + N_c$ need to be considered to determine the number of atoms in the core region. Here, $N_p$ is the number of atoms that will be pushed toward the core region and $N_c$ is the number of atoms present in the core region. The relevant geometry is sketched in figure 3. In this figure, the center of the MOT is at $z = 0$. The core region is the part of the cylinder highlighted in gray matching $|z| < \sqrt{\frac{2}{\pi}}\sigma_i$; $\sigma_i$ is the rms radius of the ionization laser beam and $\sigma_e$ is the rms radius of the excitation laser beam. The factors $\sqrt{2}$ and $\sqrt{2\pi}$ are two normalization constants: the effective radius of the cylinder $\sqrt{2}\sigma_e$ is chosen such that the area $A_e = 2\pi \sigma_e^2$ is the same for the actual Gaussian laser beam and in this approximated geometry; the length of the core region $\sqrt{2\pi}\sigma_i$ is chosen such that the volume of the core $V_c = (2\pi)^{3/2}\sigma_e^2\sigma_i$ is the same in both descriptions (assuming $\sigma_e = \sigma_i = \sigma_c$).
3.3. Atoms initially in the cylinder

The number of atoms in the core is given by integrating the local cylinder atomic density $n_{cyl}(z)$ as

$$N_c = \int_{-\sqrt{\frac{\pi}{2}}\sigma_e}^{\sqrt{\frac{\pi}{2}}\sigma_e} n_{cyl}(z) A_e dz. \quad (10)$$

Note that the integration over the direction perpendicular to the $z$-axis has been replaced with multiplying by the area $A_e$. This approximation holds since the size of the excitation laser beam is significantly smaller than the size of the MOT ($\sigma_e \ll \sigma_M$). In reality, $n_{cyl}(z) < n(z)$, because atoms have been pushed out of the volume during the previous ionization phase. However, we approximate $n_{cyl}(z) \approx n(z)$, since it holds in the case of long loading times and short ionization times. We are indeed interested in those times where the maximum of the current is expected to occur. For long ionization times and short loading times the current derived from the model will then be larger than in reality since the approximation no longer holds, but this is also a less interesting case for the current optimization. After a time $t$, the entire cylinder has been pushed by the excitation laser beam and all the atoms originally present in the volume have been displaced by a distance $d(t)$. Hence, the atoms present in the core region at a time $t$ have originated from a different part of the MOT. This can be incorporated into the model by replacing the density term $n(z)$ with $n(z - d(t))$.

The atoms initially present inside the cylinder are not confined there. They can diffuse out through its surface and may not reach the core region. The outward diffusion rate of particles is given by

$$-\frac{dN_{cyl}}{dt} = \int n_{cyl}(z) \langle v \rangle dA_{cyl} = \frac{\langle v \rangle}{4} \sqrt{2} \sigma_e N_{cyl}, \quad (11)$$

where $\langle v \rangle$ is the thermal velocity. This equation can be written in terms of the diffusion time constant $\tau_d$ as

$$-\frac{dN_{cyl}}{dt} = \frac{N_{cyl}}{\tau_d}, \quad (12)$$

where $\tau_d$ is given by

$$\tau_d = \frac{\sigma_e}{2\sqrt{2} \langle v \rangle}. \quad (13)$$

Using a typical value for the thermal velocity $\langle v \rangle = 0.3 \text{ m s}^{-1}$ and for the excitation laser beam size $\sigma_e = 30 \mu\text{m}$ results in $\tau_d = 350 \mu\text{s}$ (see table 1).

Alltogether, the contribution of the atoms that started out in the cylinder to the number of excited atoms in the core region is given by

$$N_{core}^{(cyl)}(t) = A_e e^{-\frac{t}{\tau_d}} f(s_0, \delta(v_z)) \int_{-\sqrt{\frac{\pi}{2}}\sigma_i}^{\sqrt{\frac{\pi}{2}}\sigma_i} n(z - d(t))dz. \quad (14)$$

In equation (14), $f$ is the excited state fraction of atoms, which can be expressed as

$$f(s_0, \delta(v_z)) = \frac{1}{2} \frac{s_0}{1 + s_0 + (2\delta(v_z)/\Gamma)^2}. \quad (15)$$
Figure 4. A plot of $N_{\text{core}}^{(\text{cyl})}(t)$ normalized by its initial value $N_{\text{init}}$. Each solid line corresponds to a different $s_0$ parameter of the excitation laser beam. A higher $s_0$ generally means a faster decay of the number of atoms and the pushing effect is more evident. For the smallest $s_0$, the decay is exponential with a time constant $\tau_d$.

Equation (14) can be further simplified using the midpoint rule to

$$N_{\text{core}}^{(\text{cyl})}(t) \approx (2\pi)^{(3/2)} \sigma_e^2 \sigma_i n(-d(t)) e^{-\frac{t}{\tau_d}} f(s_0, \delta(v_z)).$$

(16)

Figure 4 is a plot of $N_{\text{core}}^{(\text{cyl})}(t)$, normalized with its maximum $N_{\text{init}} \equiv N_{\text{core}}^{(\text{cyl})}(0)$, against time for three different values of $s_0$. This is always a monotonically decreasing function, mainly due to the lower density outside the core region. For a very low saturation parameter ($s_0 = 0.1$) the pushing effect become less important, and the dominant loss process of atoms is diffusion out of the cylinder, which means that the number of atoms decays exponentially with a time constant $\tau_d$.

3.4. Atoms diffusing into the cylinder

Apart from the atoms present in the cylinder at $t = 0$, there is also a contribution of atoms that diffuse into the cylinder. The diffusion flux density into the cylinder is given by

$$\phi_{\text{diff}}^{(\text{in})}(z') = \frac{1}{4} n(z') \langle v \rangle$$

(17)

with $z'$ the coordinate at which a particle enters the cylinder. This flux needs to be integrated over the surface area ($dA_{\text{cyl}} = 2\pi \sqrt{2} \sigma_e dz'$) to obtain the inward diffusion flux

$$\frac{dN_{\text{cyl}}}{dt} = \int_{-\infty}^{\sqrt{2} \sigma_i} \phi_{\text{diff}}^{(\text{in})}(z') 2\sqrt{2} \pi \sigma_e dz'.$$

(18)

This rate should be integrated over time to obtain the number of atoms that have entered the cylinder. However, these atoms can also diffuse out of the cylinder again, and only the number of atoms that make it to the core region is of interest for this model.
A plot of $N_{\text{diff}}^{(\text{core})}(t)$ normalized by its initial value $N_{\text{final}}$. Each solid line corresponds to a different $s_0$ parameter of the excitation laser beam. A higher $s_0$ generally corresponds to a faster increase in the number of atoms, meaning a stronger ‘pushing effect’. For the smallest $s_0$, the increase is exponential with a time constant $\tau_d$.

A change of variable $z' = z - d(t')$, where $z$ is the position of a particle that entered the core at a position $z'$ after a time of flight $t'$, is performed in order to integrate over the core region instead of over the cylinder,

$$\frac{dN_{\text{core}}^{(\text{diff})}}{dt} = \frac{\pi}{\sqrt{2}} \sigma_e \langle v \rangle \int_{-\sqrt{2} \sigma_i}^{\sqrt{2} \sigma_i} n(z - d(t)) \, dz.$$  \hspace{1cm} (19)

Therefore, the contribution of the atoms that diffused into the cylinder to the number of the excited atoms in the core region is given by

$$N_{\text{core}}^{(\text{diff})}(t) \equiv \pi^{3/2} \sigma_e \langle v \rangle \int_0^t n(-d(t')) e^{-\frac{t'}{\tau_d}} f(s_0, \delta) \, dt'.$$  \hspace{1cm} (20)

This expression has also been approximated using the midpoint rule. Note that $N_{\text{core}}^{(\text{diff})}(t)$ is the time integral of equation (16) apart from some constants.

Figure 5 plots $N_{\text{core}}^{(\text{diff})}(t)$ for three values of the saturation parameter. It has been normalized with its maximum value $N_{\text{final}} = N_{\text{core}}^{(\text{diff})}(\infty)$. This is a monotonically increasing function because at large $t$, the atoms still diffuse into the part of the cylinder close to the core region at the same rate. For a large saturation parameter ($s_0 = 10$), the convergence to the final value is faster, as for a low saturation parameter the pushing effect is less important.

### 3.5. Comparison

Both figures 4 and 5 have been normalized and it is interesting to see how the normalization constants $N_{\text{init}}$ and $N_{\text{final}}$ relate to each other. This is shown in figure 6, where $N_{\text{init}}$ and $N_{\text{final}}$ are plotted versus $s_0$. 

Both of the functions increase for a larger saturation parameter. Hence, for the current optimization a larger value of the saturation parameter of the excitation laser beam is beneficial. For a finite $s_0$, the following relation holds: $N_{\text{init}} > N_{\text{final}}$.

### 3.6. Extracted current

The ionization rate $r_i$ for excited atoms in the core region can be expressed as

$$r_i = \tau_i^{-1} = \frac{\sigma_{\text{PI}} P \lambda_i}{A_i \hbar c},$$

where $\sigma_{\text{PI}} = 1.48 \times 10^{-17}$ cm$^2$ is the photo-ionization cross section for $^{85}$Rb [19], the ionization laser beam is focused to an area $A_i = 2\pi \sigma_i^2$, $\hbar$ is Planck’s constant and $c$ is the speed of light. The quantity $\tau_i$ is the typical time it takes for an atom to be ionized. The available ionization laser beam power in the laboratory is currently such that the average time spent by the atoms in the core region is small compared to the ionization time constant. Therefore, the number of ionized atoms is small (less than 30%) compared to the total number of atoms present in the core region. The time-dependent ion current $I(t)$, in this limit, is given by

$$I(t) = er_i \{N_{\text{core}}^{(\text{diff})}(t) + N_{\text{core}}^{(\text{cyl})}(t)\}.$$  

The typical temporal behavior of the ion current has been plotted in figure 7. In this plot, the current has been separated into these two contributions (similarly to what was discussed before for the number of atoms in the core region). The diffusion current $I_{\text{diff}}(t) = er_i N_{\text{core}}^{(\text{diff})}(t)$ increases with time, up to a final value. In contrast, the current due to atoms starting in the cylinder $I_{\text{cyl}}(t) = er_i N_{\text{cyl}}^{(\text{diff})}(t)$ decreases to zero with time. The total current $I(t) = I_{\text{diff}}(t) + I_{\text{cyl}}(t)$ typically resembles an exponential decay with a time constant $\tau$, with an initial maximum $I_{\text{peak}}$ and a steady level $I_{\text{final}}$. 

---

Figure 6. A plot of $N_{\text{init}}$ and $N_{\text{final}}$ against $s_0$. Both are monotonically increasing functions. Hence, a larger saturation parameter is beneficial to the magnitude of both the initial and final currents.
Figure 7. A plot of the behavior of the modeled current $I(t)$ and its separate contributions $I_{\text{diff}}$ and $I_{\text{cyl}}$ as a function of time. An exponential decay is plotted as a dashed line. The maximum current is denoted by $I_{\text{peak}}$ and the steady-state current by $I_{\text{final}}$.

It is also useful to define the average current $\bar{T}$, the peak current $I_{\text{peak}}$, the final current $I_{\text{final}}$ and the charge per pulse $Q$:

$$\bar{T} = \frac{1}{t_{\text{cycle}}} \int_0^{t_i} I(t) \, dt,$$

$$I_{\text{peak}} = \max (I(t)),$$

$$I_{\text{final}} = I(t_i),$$

$$Q = \int_0^{t_i} I(t) \, dt.$$  

(23)  

(24)  

(25)  

(26)

Figure 8 shows a typical two dimensional 2D plot of the average current as a function of the ionization time on the horizontal scale and of the loading time on the vertical scale. A clear maximum is $\bar{T} = 2.5 \, \text{pA}$ obtained with $t_i \approx 50 \, \mu\text{s}$ and $t_l \approx 100 \, \mu\text{s}$. The loading time is twice the ionization time, corresponding to $\langle N \rangle = N_{\infty}/2$, from equation (3). From the type of plot shown in figure 8, a few important quantities can be extracted. The first one is simply the maximum of the average current $\bar{T}_{\text{max}}$. Also, for a given ionization time for which the average current is maximized there is an optimum. A curve is drawn as a dashed line in figure 8 that indicates the dependence. To first order, the curve is a straight line that can be characterized by its slope. We extract the slope by linear regression. The slope $\rho = t_l/t_i$ represents the optimal ratio between the loading and the ionizing times, and is related to the optimal duty cycle $D$ at which the highest current is obtained. The duty cycle is given by

$$D = \frac{t_i}{t_{\text{cycle}}} \approx \frac{1}{\rho + 1}.$$  

(27)

where the 10 $\mu\text{s}$ in the definition of $t_{\text{cycle}}$ have been ignored since $t_{\text{cycle}} \gg 10 \, \mu\text{s}$. 

Figure 8. Behavior of the modeled average current (color scale) versus the loading time (vertical axis) and the ionization time (horizontal axis). There is a clear optimum for $t_l \approx 100 \mu s$ and $t_i \approx 50 \mu s$. The dashed line highlights the optimal ratio between loading and ionization times for the highest obtainable current.

Table 2. The measured parameters of the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source temperature</td>
<td>$T_s$</td>
<td>$(230 \pm 30) \mu K$</td>
</tr>
<tr>
<td>Loading rate</td>
<td>$R_L$</td>
<td>$(12 \pm 1) \times 10^8 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>MOT lifetime (trap is on)</td>
<td>$\tau_M$</td>
<td>$(180 \pm 5) \text{ ms}$</td>
</tr>
<tr>
<td>MOT lifetime (trap is off)</td>
<td>$\tau'_M$</td>
<td>$(71 \pm 6) \text{ ms}$</td>
</tr>
</tbody>
</table>

4. Experimental results

The goals of the measurements are to optimize the extracted current and to test the model described in section 3. In order to achieve these objectives, first the parameters of the model were experimentally determined: the temperature $T_s$ of the trapped atoms, the loading rate of the MOT $R_L$ and the lifetime of the MOT with trapping laser beams turned on ($\tau_M$) and while they are turned off ($\tau'_M$). Table 2 summarizes the measured parameters for the model presented in section 3.

4.1. Parameters of the model

4.1.1. Trap temperature. The trap temperature is an important parameter in our model, as it affects the diffusion between the core region and the rest of the MOT, as well as the expansion of the MOT itself while the trapping lasers are turned off. After the trapping laser beams are
turned off at \( t = 0 \), the MOT expands according to the relation

\[
\sigma^2_M(t_e) = \sigma^2_M(0) + \left( \frac{k_b T_s}{m} \right) t_e^2,
\]

(28)

where \( k_b \) is Boltzmann’s constant [20]. The MOT cameras are triggered to measure the fluorescence light emitted by the trapped atoms at a variable delay time up to 8 ms after the trapping lasers are turned off (at \( t = 0 \)). The trapping laser beams are flashed on for 250 \( \mu s \) to produce the fluorescence light. The rms radii of the MOT are calculated by fitting the images with a 2D Gaussian. The square of the rms radius of the MOT is plotted against the square of the expansion time in figure 9(a). The trap temperature, determined from a fit of equation (28) to the data, is \((230 \pm 30) \mu K\), not far from the Doppler temperature \( T_D = 143 \mu K \) of the \(^{85}\text{Rb} \) transition. The uncertainty in the extracted temperature reflects the degree of agreement between the data sets.

4.1.2. Loading rate and lifetime. Starting with an empty trap, at \( t = 0 \) the trapping laser beams are turned on and the amount of fluorescent light emitted by the trapped atoms is monitored with two calibrated CCD cameras. The exposure time of the cameras is 5 ms and they are triggered at intervals of 40 ms and different measurement sweeps are shifted in steps of 5 ms. The measurement is repeated 25 times for sufficient statistical accuracy. The pixel counts of one camera image are then summed and the number of atoms is calculated. Figure 9(b) shows a typical result of the experiment. The result is fitted with equation (2), giving \( \tau_M = (180 \pm 5) \) ms and \( R_L = (12 \pm 1) \times 10^8 \text{atoms s}^{-1} \). The 10% accuracy reflects the degree of agreement between the two cameras.

4.1.3. The number of atoms. The average number of trapped atoms \( \langle N \rangle \) under continuous cycling was determined with CCD cameras for a range of loading and ionization times. The measured number of atoms is plotted against the ionization time and the loading time in figure 9(c). The contour lines are in first approximation straight lines passing through the origin. Therefore the number of trapped atoms is a function of the combined variable \( t_e/t_l \) and a plot is shown in figure 9(d). The solid line is a fit according to equation (3). The fit follows the overall trend but is too high for large \( t_e/t_l \). However, this deviation is not important since the optimum for the current occurs at \( t_e/t_l < 1 \), where there is good agreement. Finally, the last missing parameter of the model can be calculated. From the fit, it follows that \( \zeta = 2.5 \pm 0.1 \) and \( \tau'_M = (71 \pm 6) \) ms, using the measured value of \( \tau_M = (180 \pm 5) \) ms measured in section 4.1.2.

4.2. Typical current signal

This section discusses the temporal behavior of the measured current pulses. Two measurements have been selected and are shown in figure 10: the first one for a large saturation parameter \( s_0 = 4 \) and \( t_i = 130 \mu s \) and the second one for a smaller saturation parameter \( s_0 = 0.2 \) and \( t_i = 770 \mu s \). The loading time is \( t_l = 250 \mu s \) in both cases. The two plots show many differences. One of these lies in the magnitude of the peak current: \( I_{\text{peak}} = 62 \) pA in figure 10(a) versus \( I_{\text{peak}} = 1.1 \) pA in figure 10(b). This is partly due to the difference in the excited state fraction ratio \( f(4, 0)/f(0, 2, 0) = 4.8 \), but the difference in the number of trapped atoms is more important. In figure 10(b), the ionization time is about 3 times longer than the loading time, whereas in figure 10(a) this is a factor of 2 shorter. From figure 9(d), this corresponds to
Figure 9. In panel (a), a typical result of the source temperature measurements is shown. The square of the rms radii of the MOT is plotted against the expansion time squared. In panel (b), the number of atoms in the MOT while loading the MOT is plotted against the time. The data are fitted with equation (2) in order to determine the loading rate of the MOT and its lifetime. In panel (c), a contour plot of the number of atoms against the ionization time and the loading time is shown. In panel (d), a plot of the number of atoms in the MOT against the ratio of the expansion and loading times is shown. The data are fitted with equation (3) in order to determine the lifetime with the trapping laser beams off.

\[ \langle N \rangle = 2.5 \times 10^8 \text{ atoms and } 2.5 \times 10^7 \text{ atoms, respectively.} \]

The two effects combined change the peak current by a factor of 48, which is comparable with the difference in peak current in the two measurements (a factor \( \approx 56 \)).

The second difference is the ratio between the peak and the final current \( I_{\text{peak}}/I_{\text{final}} \). This ratio is 2.8 for \( s_0 = 4 \) since the final current is \( I_{\text{final}} = 22 \) and 1.4 for \( s_0 = 0.2 \) since \( I_{\text{final}} = 0.7 \) pA. This difference can be explained with the model and is caused by the different \( s_0 \) as shown in...
Figure 10. Current plotted versus time for two values of the saturation parameter of the excitation laser beam, i.e (a) $s_0 = 4$ and (b) $s_0 = 0.2$. The solid line is an exponential fit of the data. The peak current is much larger for $s_0 = 4$ as well as the ratio $I_{\text{peak}}/I_{\text{final}}$.

Figure 6, where the ratios of 3.9 and 2.2 are respectively calculated at the same $s_0$. The measured values are both a factor of 1.5 lower, possibly due to local variation of the MOT density.

Finally, the currents resemble quite well an exponential decay, with time constants of $\tau = 45 \mu s$ in figure 10(a) and $\tau = 102 \mu s$ in figure 10(b), drawn as solid lines. The value for figure 10(a) is somewhat uncertain because the final current level is not yet reached due to the short $t_i$. Nevertheless, the time constant clearly depends on $s_0$ as predicted by the model (see figures 4 and 5).

4.3. Moving the ionization laser beam

The model predicts that the atoms that are ionized have been pushed into the core region by the excitation laser beam. Therefore the total charge created can be increased by moving the ionization laser beam away from the center of the MOT, in the positive $z$-direction (see figure 1). In this way the excitation laser cylinder (see figure 3) can be made longer, increasing the number of atoms it contains. However, for larger displacements the current will be reduced once outward diffusion becomes important. In addition, the initial current will be reduced because the ionization laser beam is no longer at the center of the MOT (where the density is maximum).

In order to verify this picture, an experiment is performed where the current is measured for several $z$-positions of the ionization laser beam. This experiment uses a long ionization time $t_i = 900 \mu s$, so that the current will nearly reach its final value, a very long loading time of $t_l = 5$ ms and $s_0 = 4$. Here $\Delta z > 0$ corresponds to a displacement of the ionization laser spot in the same direction as the atoms are pushed.

For several values of $\Delta z$ (in the units of $\sigma_M \approx 0.8$ mm), calculated and measured current profiles have been plotted in figure 11. For the calculations, a shifted density term

$$n(z) = N_e e^{(-(z-\Delta z)^2/2\sigma_M^2)}$$

(29)
Figure 11. Current behavior if the ionization laser is shifted relative to the position where the initial current is maximal at the center of the MOT ($\Delta z = 0$). The figures compare the model predictions and the experimental results for several displacements $\Delta z$. The decay of the current is slower for larger shifts, and a ‘bump’ appears on top of the ‘exponential decay’. A colored arrow indicates the time when the ‘bump’ occurs according to the simple approximation (see text). (a) model. (b) measurement.

is used instead of the density at $z = 0$ of equation (4). Comparing the two figures, a number of similarities are observed. In both cases, the initial current decreases when $\Delta z$ is increased, because the density at the ionization laser position decreases. Also, in both cases, the current gets an extra ‘bump’: it no longer matches an exponential decay, but has a broad peak added to it. The time at which this peak occurs increases with $\Delta z$. It is approximately given by the time needed for an atom to be pushed over the distance $\Delta z$, the solution of equation (9). This gives $t_{peak} = 111 \, \mu s$ for $\Delta z = 0.5 \, \sigma_M$, $t_{peak} = 168 \, \mu s$ for $\Delta z = \sigma_M$ and $t_{peak} = 215 \, \mu s$ for $\Delta z = 1.5 \, \sigma_M$ for the model. The first three peak positions based on this approach have been marked with colored arrows in figure 11. This simple approach does not take into account effects such as outward diffusion and increasing of the Doppler shifts, which both will make the real peak occur earlier. Also, because these peaks are superimposed on the exponential decay, the actual peak positions will seem to occur earlier. Nevertheless, it gives quite a good approximation of the behavior in both the model and the experiment.

Next, both the model and the experiment show that shifting the ionization laser too far will result in a lower current for the whole time the ionization laser beam is turned on, compared to $\Delta z = 0$. This is the case for $\Delta z \geq \sigma_M$ both in the modeled current and in the experiment. Clearly, the outward diffusion and decreasing excited state fraction for larger time of flight prevent the extra atoms in the cylinder from being ionized. For smaller shifts, $\Delta z = 0.5 \, \sigma_M$, both the model and the experiment show a slightly larger final current, which can be desirable for extremely long pulses, where only the final level of the current is relevant. For shifts $0 < \Delta z < 0.5 \, \sigma_M$ an optimum occurs, where also for shorter ionization times the obtained current is larger than without the shift.
\[ (a) \ s_0 = 1 \]
\[ (b) \ s_0 = 12 \]

Figure 12. Contour plots of the average current versus the loading time (vertical axis) and the ionization time (horizontal axis), for (a) \( s_0 = 1 \) and (b) \( s_0 = 12 \). The color scale is the same for both the plots. The dashed line highlights the slope \( \rho \) at which the highest average current occurs. A black dot marks the maximum of the average current. The average current is larger for a higher \( s_0 \) and the same conclusion is valid for the slope.

One aspect where the model and experiment do not agree is how much the initial current decreases when \( \Delta z \) is increased. This is probably caused by deviations of the number density from strict Gaussian behavior, observable as asymmetries present in the shape of the MOT.

4.4. Current-optimization measurement

The main parameters of the model have been measured (see section 4.1) and the model has been verified (see section 4.3). The main goal of this paper was to optimize the extracted current. The average current, equation (23), is measured while the loading and the ionization times are varied. This results in a contour plot similar to that presented in figure 8. These measurements have been made at different values of the excitation laser beam saturation parameter and ionization laser beam power. Every set of measurements was carried out in a random order to prevent drift from influencing the results. The measurement time varied between 30 and 60 min depending on the number of steps. Typically, the ionization power energy was \( P_i = 46 \text{ mW} \), unless otherwise specified.

4.4.1. Saturation parameter dependence. The saturation parameter is changed by varying the power of the excitation laser beam with the use of an AOM. Figure 12 shows two scans performed at \( s_0 = 1 \) and \( s_0 = 12 \). In both the scans, \( t_l \) was incremented in steps of 100 \( \mu s \) between 50 and 1250 \( \mu s \) and \( t_i \) ranges between 50 and 850 \( \mu s \) in steps of 80 \( \mu s \), a total of 143 points. These plots strongly resemble the one from the model shown in figure 8, especially the one at \( s_0 = 12 \). In general, a higher saturation parameter is beneficial for increasing the average current. The maximum average current is marked with a black dot in the plots. The average
Figure 13. Contour plot of the charge per pulse for $s_0 = 12$. Loading for a longer time leads to a larger charge, while ionizing for a longer time is not always beneficial. For very long ionization times ($t_i > 700 \mu s$) and $t_l = 1200 \mu s$, fewer atoms are trapped and the resulting charge is lower.

Current is about a factor of two higher, $I \approx 8.2 \text{ pA}$ at $s_0 = 12$ compared to $I \approx 3.8 \text{ pA}$ at $s_0 = 1$, and this is mainly caused by the higher excited state fraction: $f(12, 0)/f(1, 0) \approx 1.8$. A stronger ‘pushing effect’ is also important, since it leaves less time for the atoms to diffuse out of the cylinder.

It follows from the plot that it is better to ionize for a short time, going for a higher repetition rate rather than a low one. The optimum ratio $\rho$ where the maximum of the average current occurs is drawn as a dashed line in the two figures: $\rho = 2.3$ for $s_0 = 12$ and $\rho = 1.4$ for $s_0 = 1$. Clearly, it becomes beneficial to use a shorter ionization phase for a higher saturation parameter and this is a direct consequence of the larger ratio between the peak and the final current already discussed in section 4.2. The maximum average current measured in all the experiments was $(13 \pm 1) \text{ pA}$, obtained at a duty cycle of 36%. The maximum peak current measured was $(88 \pm 5) \text{ pA}$. The uncertainty of the current is related to the calibration of the MCP.

The contour plot of the charge per pulse for $s_0 = 12$ is plotted in figure 13. The maximum in this graph is 8.8 fC, which corresponds to $5.5 \times 10^4$ ions. In general, longer loading and ionization times increase the charge per pulse, but the graph shows that there is a limit: at a given loading time, increasing the ionization time will reduce the charge since too long an ionization time eventually reduces the available time to load atoms in the trap. The slope $\rho$ can also be defined for charge plots in a similar way as discussed in section 3 for the average current. In this case, $\rho = 1.9$ (dashed line in the plot). The ratio is slightly smaller than that for the average current of figure 12(b). This is as expected since a longer ionization time will result in some extra charge, but the period $t_{cycle}$ will be longer, reducing the average current. But since the slope is very similar, optimization of the average current coincides with optimization of the charge per pulse.
4.4.2. Ionization power dependence. The power of the ionization laser beam used in the experiments was so small that removal of atoms by ionization can be neglected when determining the number of atoms in the core region. A change in the laser power therefore should not change the temporal behavior of the current pulses but just the number of ionized atoms. Figure 14 shows two contour plots from an experiment where the ionization laser power has been decreased by a factor of 3.8 with the use of a neutral density filter. Here, the size of the core region in the three dimensions is \((39 \times 63 \times 71) \mu\text{m}^3\), resulting in a volume \(V_c = 2.8 \times 10^{-12} \text{m}^3\). Also, \(t_l\) was incremented in steps of 150 \(\mu\text{s}\) between 50 and 1250 \(\mu\text{s}\) and \(t_i\) ranges between 50 and 500 \(\mu\text{s}\) in steps of 75 \(\mu\text{s}\); in total the scan consisted of 63 points. As predicted, the shape of the contour in the two figures is very similar and the average current decreased by a factor of 4.1, similar to the decrease in laser power.

4.4.3. Summary plots. In this section, two summary plots for several measurements carried out with a core volume \(V_c = 2 \times 10^{-13} \text{m}^3\) are presented. In figure 15, the slopes \(\rho\) at which the optimum of the average current occurs are plotted against the saturation parameter of the excitation laser beam. When more measurements are available for a specific \(s_0\), they correspond to measurements made at different ionization power. The large uncertainty bars are related to the linear fit not matching the real behavior perfectly, as \(\rho\) is not a constant in practice. For this reason the plot is qualitative. It does appear, however, that the slope increases with increasing saturation parameter in agreement with the prediction of section 4.2 shown in figure 12. In general, with increasing saturation parameter, a larger increase in the peak current is expected compared to an increase in the final current. Hence, the gain in charge obtained by ionizing for a longer time is offset by a reduction in the number of atoms if the loading time is not adjusted, so that it is instead beneficial to reduce the ionization time. This then leads to a higher optimal slope \(\rho\).
5. Discussion and conclusion

To summarize, in this paper we described a semi-analytic model that allows one to calculate the current that can be extracted from a UCIS under pulsed operation. An important feature of the model is that it takes into account the radiation pressure exerted by the excitation laser beam. This turns out to have an important influence on the magnitude and temporal behavior of the current because it pushes atoms through the ionization region. The model was used to predict the optimum settings of ionization and loading times to achieve maximum cycle-averaged current. Measurements of extracted currents show general agreement with the predictions in terms of temporal behavior, magnitude of the current, dependence on the position of the ionization volume, and loading and ionization times for which optimum current extraction is achieved. The key parameters of the model, i.e. the temperature of the atoms, the loading rate and lifetimes of the trap, were obtained from auxiliary experiments.

For a core volume $V_c = 2.8 \times 10^{-12} \text{ m}^3$, the maximum cycle-average current we obtained was $I = (13 \pm 1) \text{ pA}$ at $t_i = 135 \mu \text{s}$ and $t_l = 250 \mu \text{s}$ and $s_0 = 4$. This corresponds to a current density $J = \frac{I}{(2\pi \sigma_x \sigma_y)} = 4.9 \times 10^3 \text{ A m}^{-2}$, where $\sigma_x = 21 \mu \text{m}$ and $\sigma_y = 20 \mu \text{m}$. From the size of the ionization laser beam in the $z$-direction $\sigma_{z} = 31 \mu \text{m}$ and $V_a = 800 \text{ V}$, we calculate...
Figure 16. Compilation of the peak current (on the left vertical axis) plotted against the saturation parameter for several experiments with a core size $V_c = 2.8 \times 10^{-12}$ m$^3$ and $P_i = 46$ mW. The excited fraction $f(s_0, \delta \to 0)$ (on the right vertical axis) versus $s_0$ is plotted as a solid line.

an rms energy spread of the ion beam $\sigma_u = e\sigma_{i,z} E_0 = 0.9$ eV, well below that of the LMIS, for an acceleration field $E_0 = V_a/d_{\text{eff}} = 29$ kV m$^{-1}$ with $d_{\text{eff}} = 27$ mm being the effective length of the accelerator [17].

Since the transverse velocity spread of the ion beam was not measured, we cannot calculate its brightness, in particular because this can be strongly reduced by Coulombic interactions among the ions. van der Geer et al [7] and Steele et al [13] have studied heating of ions extracted from a UCIS/MOTIS. For the current density we report here, these calculations indicate that Coulombic effects could have a significant influence for an acceleration field of 29 kV m$^{-1}$. Simulations of the extraction of the ions with the GPT particle tracking code (http://www.pulsar.nl/gpt) under conditions similar to the experiment indicate that stochastic heating already decreases brightness starting at currents as low as 1 pA, well below the peak currents achieved here. To reduce the effect, the peak current should be reduced by operating the source in a continuous mode, and the magnitude of the accelerating field increased. To preserve the 1 eV energy spread, the ionization laser beam could be more narrowly focused. To best exploit the pushing effect, the ionization laser beam can be moved to immediately behind the MOT in the positive $z$-direction (see figure 1).

One last conclusion we draw from the model is that the currently available ionization power of $P_i = 46$ mW is insufficient to ionize all the atoms that pass through the ionization volume. Therefore it is possible to extract more current from the source by using a more intense ionization laser beam. After optimizing loading and ionization times, we find that a maximum average current of $I \approx 90$ pA should be possible at larger power.
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