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ABSTRACT

As recommender systems are increasingly deployed in the real world, they are not merely tested offline for precision and coverage, but also “online” with test users to ensure good user experience. The user evaluation of recommenders is however complex and resource-consuming. We introduce a pragmatic procedure to evaluate recommender systems for experience products with test users, within industry constraints on time and budget. Researchers and practitioners can employ our approach to gain a comprehensive understanding of the user experience with their systems.

Categories and Subject Descriptors
H.1.2. [Models and principles]: User/Machine Systems–software psychology; H.5.2 [Information Interfaces and Presentation]: User Interfaces–evaluation/methodology; H.4.2. [Information Systems Applications]: Types of Systems–decision support

General Terms
Measurement, Experimentation, Human Factors, Standardization.

Keywords
Recommender systems, user experience, user-centric evaluation

1. INTRODUCTION

Until recently, the field of recommender systems primarily focused on testing and improving the accuracy of prediction algorithms [2,8,17]. Increasingly, industry and academic researchers agree that the ultimate goal of recommenders is to help users make better decisions, and that high accuracy in itself does not guarantee this aim [8,9,11,12]. In fact, the recommender with the highest accuracy may not even be the most satisfying [7,15]. A plethora of other factors, such as the composition of the recommendation set [1], the preference elicitation method [13], and personal considerations (e.g., privacy [14] and domain knowledge [4,5]) may also considerably influence the user experience (UX) with recommenders.

In [6], we introduced and validated a framework for the user-centric evaluation of recommender systems for experience products [10], i.e., products whose qualities are difficult to determine in advance but can be ascertained upon consumption (e.g., music, movies, books). This framework describes how different aspects of recommender systems influence users’ experience and interaction. In contrast to (offline) algorithm evaluation, our approach analyzes the interaction of “live” test users with functional interactive systems and their reported experience. Whereas algorithmic accuracy can be described using objective and uniform metrics, UX is a complex interplay of subjective, psychological constructs that can often only be measured indirectly with comprehensive questionnaires, extensive logging of user behavior, and intricate statistical analysis.

However, when the goal is to merely get a basic idea of the factors influencing the UX with a system, the evaluation may be simplified. To that end, we take our validated framework and simplify the operationalizations of the constructs and the statistical analyses used to test the relations between them. The result is a pragmatic procedure for testing the effect of certain aspects of a recommender system on the UX with that system.

2. TOWARDS A PRAGMATIC APPROACH

Our framework provides an empirically validated theoretical foundation for the concepts and relations underlying the UX with recommender systems. Below we discuss how its core can be adapted for our pragmatic procedure.

2.1 The Framework

Fig. 1 shows the framework described in [6], instantiated with the proposed components of the pragmatic procedure. At its center lies the user experience: the user's evaluation of the system (perceived system effectiveness and fun), system usage (usage effort and choice difficulty), and outcome of system usage (satisfaction with the chosen items).

The framework distinguishes itself from prior work [12] by acknowledging that the concept of UX is only useful if it can explain how specific aspects of the system (rounded rectangles in Fig. 1) cause differences in UX. Experiments based on the framework therefore assign participants to two or more versions of the same system (‘conditions’) that differ in one system aspect only. Differences between the reported experiences in these conditions can then be attributed to those objective system aspects.

When testing subtly different conditions, the link between objective system aspects and UX may not be particularly strong; e.g., some users may not even notice a change in algorithmic accuracy. Our framework therefore introduces subjective system aspects (e.g. perceived quality or variety) that mediate the link from objective system aspects to UX. They help explain how and why a system aspect might influence the UX.

The UX may also be influenced by personal characteristics (e.g. demographics, domain knowledge and general trust) and situational characteristics (e.g. privacy concerns). These characteristics are beyond the influence of the system, but they are important moderators to consider in user-experience evaluations.

Differences in the UX are likely to be related to differences in behavior. In a commercial setting, certain behaviors (e.g. purchases, exposure to ads) are of primary importance. We frequently
observe however that online behavior is less robust than questionnaire responses. Moreover, while behavior captures the present interaction, UX has often been used as a predictor for adoption [3]. Behavior is also harder to interpret than subjective responses [16]: when a user inspects more recommendations, does this indicate liking or a desperate search for better items? To resolve these tensions, our framework triangulates behavioral data with subjectively measured experience concepts.

The framework provides a chain of effects, a link between objective aspects and objective user behavior, mediated by several subjective constructs. The subjective constructs explain how and why the user's experience with the recommender system comes about. This explanation constitutes the main value of the framework.

2.2 Simple Subjective Measures
In [6] we suggested measuring the subjective concepts by asking users multiple questions. A single question per concept is not advisable, as users may interpret it differently. Moreover, multiple questions allow the researcher to validate untested concepts, and to merge and split concepts when needed. After repeated validation, we can now identify a number of stable concepts though (rectangles in Fig. 1), as well as one or two questions per concept (text in italics) that measure them reasonably well.

2.3 Substituting Process Data
Behavioral measures may at times be ambiguous and less robust than subjective measures. We suggest that subjective measures be used whenever possible, which is not always the case. Some recommenders are designed to be inconspicuous and not to claim (rectangles in Fig. 1), as well as one or two questions per concept (text in italics) that measure them reasonably well.

2.4 From SEM to T-tests and Correlations
In [6] we use structural equation models (SEMs) to test the causal relations among measured concepts. SEMs test the robustness of our measures, the fit and invariance of the proposed model, and the ad hoc inclusion of unexpected effects. Due to their complexity, SEMs usually require a large amount of data to fit a model.

In Fig. 1 we postulate a number of simple correlations between concepts (arrows) that have been repeatedly validated in our previous work. These correlations can be used as hypotheses to guide researchers in testing the effect of their manipulations on perceptions (e.g., that a new algorithm will have a higher perceived recommendation quality), and how these perceptions influence the UX (e.g., that perceived recommendation quality correlates with perceived system effectiveness).

3. THE PRAGMATIC PROCEDURE
Participants should first be randomly assigned to one of the conditions of the study (Section 3.1). They should then be informed about its basic goals, but this explanation should not influence their behavior (e.g., they should not know which condition they are in). Participants then interact with the system, and their behavior is logged (Section 3.2). Afterwards, users are asked a set of questions (Section 3.3) to measure their perceptions and experiences using the system, and their personal and situational characteristics that may influence the UX. Finally, the collected data can be analyzed using standard tools such as Excel (Section 3.4).

3.1 Assign Participants to Conditions
The goal of the procedure is to measure the effect of specific aspects of a recommender (objective system aspects) on the UX. This can be accomplished through experimental manipulation: participants are randomly assigned to use one of several versions of the system that differ in one aspect only (“conditions”). We prefer a between-subjects over a within-subjects approach, in order to prevent “spill-over” effects in the UX that often occur when evaluating entire systems. Our research indicates that the algorithm, the composition of the set of recommendations, and the preference elicitation method have a significant impact on the UX. These are however only examples; the study goals will dictate which objective system aspects to measure and manipulate.

When several aspects are manipulated at the same time, this should be done orthogonally. For example, when testing two algorithms A and B, and two preference elicitation methods X and Y, four conditions should be tested: A+X, A+Y, B+X and B+Y. If only two conditions were tested (e.g. A+X, B+Y), it is impossible to know which of the two aspects caused the differences in UX.

3.2 Log Interaction Behavior
Our research suggests that when it comes to interacting with a recommender system, browsing is bad and consumption is good. One can thus measure browsing behavior (clicks, time) and consumption (purchase item, use item) as behavioral proxies for UX. Moreover, choice difficulty can be measured via acquisition time and frequency (how long and how often users inspect items) [1]. Note however that these behavioral measures may not have the

![Figure 1. The framework for user-centric evaluation of recommender systems. Shown are the concepts of our procedure (boxes), relations between them (arrows), and key questionnaire items for measuring them (italics).](image-url)
same effect in every system. It is therefore advisable to also gauge the subjective experience and relate it to the observed behavior.

One may also investigate which factors influence the amount of feedback (e.g. ratings) that users provide. Users should then also be asked about their intention to provide feedback, as their intention may not always be in line with their actual behavior. A good item for measuring feedback intentions is “I like to give feedback on items”. Feedback behavior (and intentions) can be related to the UX, and to users’ trust and privacy concerns.

3.3 Measure the Subjective Experience

After using the system, participants receive questionnaires that measure UX concepts. They are asked to express agreement or disagreement with certain statements on a five-point scale ranging from “I totally disagree” to “I totally agree”. Below we outline the concepts established in our previous work, as well as the items that best measure these concepts, and the observed correlations between them. Researchers can select a subset of measures that is most relevant to the goals of their study.

3.3.1 Subjective system aspects

Subjective system aspects measure whether users perceive the introduced manipulations. Two subjective system aspects identified in our research are perceived recommendation set variety (item: “The recommendations contained a lot of variety”) and perceived recommendation quality (items: “I liked the items recommended by the system” and “The recommended items fitted my preference”). Perceived recommendation quality and variety can measure the perception of differences in algorithm quality, recommendation set composition, or preference elicitation method. Moreover, we have repeatedly confirmed that recommendation set variety can influence perceived recommendation quality.

3.3.2 User Experience

UX measurements should clearly distinguish the evaluation objects defined in the framework: process, system and outcome.

Our research has established two process-related experience concepts: usage effort and choice difficulty. Usage effort concerns the time and effort needed to operate the system (items: “The system is convenient” and “I have to invest a lot of effort in the system”). Choice difficulty can be measured by the item: “Making a choice was an overwhelming task”. Usage effort is negatively related to perceived recommendation quality, while choice difficulty is typically positively related to perceived recommendation quality.

Perceived system effectiveness is the system-related experience concept established in our research (item: “I would recommend the system to others”). If the system usage is supposed to be entertaining, one can add the item “I have fun when I’m using the system”. System effectiveness is usually influenced by perceived recommendation quality and usage effort.

The outcome-related experience variable identified in our research is satisfaction with the chosen item(s) (item: “I like the item(s) I’ve chosen”). Satisfaction with the chosen item(s) can be related to perceived system effectiveness, choice difficulty, and perceived recommendation quality.

3.3.3 Personal and situational characteristics

Personal and situational characteristics can also influence the experience and interaction with a recommender system. Gender and domain knowledge can have an effect on perceived recommendation quality and variety. With repeated system use, perceived variety and feedback decrease while browsing increases. Two important characteristics in the light of feedback behavior are general trust in technology and system-specific privacy concerns. The former is a personal characteristic that can be measured with the items “Technology never works” or “I’m less confident when I use technology”. The latter is a situational characteristic that depends on the system at hand. It can be measured with the item “I’m afraid that the system discloses private information about me”. We propose these characteristics based on what we established in prior work. The study goals at hand may suggest other relevant personal and situational characteristics.

3.4 Analyze the Collected Data

When sufficient data is collected (at least 20 users per condition are typically required for adequate statistical power) the data can be analyzed by testing the significance and size of a subset of the effects outlined in Fig. 1. Spreadsheet or statistical software can be used to calculate a T-value (statistics), p-value (significance) and correlation (effect size) for each effect.

Let us consider the hypothetical data in Table 1. The experiment tested two algorithms X and Y with 10 participants (N=10), and measured their perceived recommendation quality (“I liked the items recommended by the system”), the perceived system effectiveness (“I would recommend this system to others”), and the consumption of recommendations (in terms of the number of recommendations that were eventually followed up). Table 2 shows the Excel formulas for the analysis.

We first test whether users of the two algorithms judge the recommendation quality differently. The mean response to the item “I would recommend the system to others” is indeed related to the perceived recommendation quality. A independent-samples t-test shows that this difference is significant with a large effect size2: \( t(9) = 2.65, p = .013, r = .439 \).

The next step is to test whether the perceived system effectiveness is indeed related to the perceived recommendation quality. A

---

1 Fewer than suggested since the example is only for illustration.

2 A typical threshold for significance is \( p < .05 \), meaning that the chance of incorrectly rejecting the null hypothesis of no effect is smaller than 5%. Accepted interpretations of effect size are: small/weak: \( r=.1 \), medium: \( r=0.3 \), large/strong: \( r=0.5 \).
Pearson correlation test shows that the answers of the two questions measuring these concepts are indeed very strongly and significantly correlated \( r = .819, p = .0015 \).

We finally test whether the difference in perceived effectiveness is related to the number of recommendations being followed up. The correlation is strong and significant \( r = .597, p = .0324 \).

We can also directly test for a difference in the number of recommendations that users followed per algorithm, but this difference is not significant \( t(9) = 1.43, p = 0.093 \). The difference in system effectiveness per algorithm is significant \( t(9) = 2.07, p = 0.034 \), but this effect is mediated by perceived recommendation quality\(^3\). It is important to establish this mediation effect, as it explains why algorithm Y leads to a higher system satisfaction.

Based on these results we can draw the conclusion that algorithm Y has a higher perceived recommendation quality than algorithm X, which leads to a higher system satisfaction, which in turn leads to more recommendations being followed up (see Fig. 2).

![Figure 2. Graphical presentation of the analysis results](image)

**Figure 2.** Graphical presentation of the analysis results

### 4. CONCLUSION AND FUTURE WORK

Grounded in our validated evaluation framework, our procedure provides a pragmatic approach to the user-centric evaluation of recommenders for experience products. Researchers and practitioners can use it to proceed from accuracy towards a more comprehensive understanding of users’ experience with their systems. Practitioners can run their tests using Google Website Optimizer\(^4\), which provides basic functionalities for randomized A/B testing and logging. Researchers of recommendation algorithms can incorporate the approach into existing research recommenders (such as MovieLens\(^5\)), plug in their new algorithm, and see how it compares to other algorithms in terms of user experience.
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