Size and boundary effects on the diffusive behavior of elongated colloidal particles in a strongly confined dense dispersion
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I. INTRODUCTION

The complex phase behavior of suspensions of anisotropic colloidal particles has been studied intensively over the past few decades, experimentally, theoretically, and by means of computer simulation. Apart from the usual isotropic phase also nematic, cholesteric, smectic, columnar, and crystalline phases have been found in a wide variety of colloidal system, including those based on inorganic rod-like and plate-like particles, stiff polymers, elongated viruses, and worm-like micelles. Particularly attractive from a theoretical point of view are liquid crystalline dispersions of virus particles, such as the rod-like tobacco mosaic virus and the filamentous fd virus. The reason is that these particles, unlike most other types of colloidal particle, are very monodisperse in length and in width. (See however the recent work of the group of Van Blaaderen on monodisperse silica rods.) This makes comparison with theory and simulation a lot more straightforward than when the particles are not monodisperse. By and large, experiment, simulation, and theory agree, showing that the increasingly complex ordered phases that appear with increasing concentration of particles is due to packing effects and driven by entropy rather than enthalpy.

Whilst a lot is now understood of the equilibrium structure and properties of liquid crystal phases in colloidal dispersions, remarkably little is known about kinetic processes that take place in them. It is not surprising, then, that over the past few years more emphasis is being put on unraveling kinetic processes in these highly congested phases. It has emerged, for instance, that the diffusivity of rod-like particles along their main axis speeds up in the nematic phase as compared to that in the isotropic phase. In the smectic-A phase, diffusion along the rod axis seems to be dominated by a kind of hopping-type layer-to-layer diffusion, dictated by a combination of temporary caging of particles by their immediate neighbors and the permanent self-consistent molecular field that they experience due to the presence of all other particles.

Probing single particle dynamics in congested liquid crystalline dispersions has been made possible by advances in experimental techniques such as fluorescence video microscopy. Indeed, by fluorescently labeling a very small portion of filamentous fd virus particles dispersed in water,
Lettinga, Grelet, and collaborators\textsuperscript{16,17} were able to probe self-diffusion in nematic and smectic-A phases, and recently also the columnar phase that appears to be hexatic rather than hexagonal.\textsuperscript{18} By tracking individual particles they found that the particles jump between neighboring smectic layers.\textsuperscript{14} This type of inter-layer diffusion has also been hypothesized to take place in smectic phases of thermotropic liquid crystals.\textsuperscript{19} It has also been found in recent simulations of perfectly parallel\textsuperscript{20} and freely rotating\textsuperscript{21,22} hard filamentous particles.

Since the smectic phase has a layered structure, the finding of the discrete jumps is not entirely surprising. Interestingly, a similar kind of hopping-type diffusion along the main axis of the particles has also been observed to be hexatic rather than hexagonal.\textsuperscript{18} By tracking individual particles they found that the particles jump between neighboring smectic layers.\textsuperscript{14} This type of inter-layer diffusion has also been hypothesized to take place in smectic phases of thermotropic liquid crystals.\textsuperscript{19} It has also been found in recent simulations of perfectly parallel\textsuperscript{20} and freely rotating\textsuperscript{21,22} hard filamentous particles.

Since the smectic phase has a layered structure, the finding of the discrete jumps is not entirely surprising. Interestingly, a similar kind of hopping-type diffusion along the main axis of the particles has also been observed to be hexatic rather than hexagonal.\textsuperscript{18} By tracking individual particles they found that the particles jump between neighboring smectic layers.\textsuperscript{14} This type of inter-layer diffusion has also been hypothesized to take place in smectic phases of thermotropic liquid crystals.\textsuperscript{19} It has also been found in recent simulations of perfectly parallel\textsuperscript{20} and freely rotating\textsuperscript{21,22} hard filamentous particles.

FIG. 1. Displacement $x$ of a fluorescently labeled fd virus particle along the director in a columnar phase where concentration of fd virus particles is $c = 130$ mg/ml at a pH = 8.2 and ionic strength of $I = 20$ mM. The displacement is shown in unit of $L$, the contour length of the fd virus particle and time is in units of seconds. Notice the occurrence of “full” jumps and “half” jumps of a full and half particle length. A full length jump may consist of two consecutive half jumps.\textsuperscript{24}
array of \( n = 5 \) beads. Within each chain-like particle, adjacent beads are bound to each other via a harmonic bond potential of the form \( U_{\text{bond}}(r) = k_b(r - l_b)^2 \), and each three neighboring beads are linked by a harmonic bending potential \( U_{\text{bend}}(\theta) = k_b(\theta - \pi)^2 \), where \( r \) is the distance between the centers of mass of pairs of bead, \( l_b = 1.2\sigma \) is the equilibrium bond length with \( \sigma \) the size (diameter) of the beads and \( \theta \) the angle formed by the two bonds that connect the three beads to each other. Furthermore, \( k_b \) and \( k_a \) are the strengths of the bond and bend potentials, respectively. In all our simulations, we choose a large value for the strength of the bond potential, \( k_b = 50 \, k_B T \sigma^2 \), to ensure an essentially fixed bond length during the simulations. The relation between \( k_a \) and the persistence length \( L_p \) of each particle is \( L_p = 2 \, k_b l_b / k_B T \), at least in the limit where \( n \rightarrow \infty \) and \( k_b l_b^2 / k_B T \gg 1 \), where \( k_B T \) is the thermal energy with \( k_B \) Boltzmann’s constant and \( T \) is the absolute temperature. In our simulations we focus attention on ratios \( L / L_p = 0.066–4 \) of the contour length \( L = (n - 1) \times l_b \) of our particles in the stiff bond limit that we are considering and persistence length of the particles \( L_p \). This allows us to investigate the effect of particle flexibility on the kinetics.

All beads that are not direct neighbors in a chain interact with each other through the repulsive part of a shifted Lennard-Jones potential,

\[
U_{ij}(r) = \begin{cases} 
4\epsilon ((\frac{r}{\sigma})^12 - (\frac{r}{\sigma})^6) + \frac{1}{2} \sigma^2 & \text{if } r \leq 2^{\frac{1}{6}}\sigma \\
0 & \text{if } r > 2^{\frac{1}{6}}\sigma 
\end{cases},
\]

where \( \epsilon \equiv k_B T \) is the strength of the interaction potential, which in our simulations is equal to the thermal energy \( k_B T \), and \( r \) is again the center-to-center distance between the beads. This potential mimics the soft electrostatic repulsion that acts between the charge-stabilized fd virus particles.\(^{18,23}\)

In order to mimic the self-consistent molecular field in the columnar phase, a harmonic external potential is applied to all beads,

\[
U_{\text{ext}} = k_{\text{ext}}(y^2 + z^2),
\]

where \( k_{\text{ext}} \) is the strength of confining potential and \( y \) and \( z \) are the Cartesian coordinates perpendicular to the main axis (the \( x \) axis) of the confining potential (see Fig. 2). Note that this external potential influences the apparent flexibility of particles and introduces another length scale other than the persistence length, related to the strength of the confining potential and the persistence length.\(^{28}\)

The strength of the confining potential must somehow be linked to the concentration of the particles in the columnar phase. In principle, the relation between \( k_{\text{ext}} \) and particle density (or packing fraction) can be estimated, e.g., from the simulation results of Belli and co-workers.\(^{25}\) This is possible because the radial density distribution, the distribution of particles in the direction perpendicular to the director of the particles, is proportional to the Boltzmann factor of the self-consistent molecular field.\(^{16}\) Ignoring the fact that the simulations involve binary mixtures of long and short spherocylinders with aspect ratios \( L/\Delta = 2.1 \) and 1.0, where \( L \) and \( \Delta \) are the length and diameter of a cylindrical body capped by two hemispheres with diameter \( \Delta \), Belli et al. found that for volume fractions \( \eta = 0.535, 0.563, \) and 0.580, the strength of the external potential applied to each rod is 30.9 (25.6), 55.6 (44.5), and 69.3 (56.5) \( k_B T / \Delta^2 \) for the longer (shorter) rods, respectively.\(^{29}\) Here the external potential applies to rods, not segments. To obtain the strength of the external potential that is applied to beads, we divide these values by the number of beads in each particle, which in our simulations is \( n = 5 \). This gives us for the strength of the confining potential applied on each bead \( k_{\text{ext}} = 6.2, 11.1, \) and 13.9 \( k_B T / \sigma^2 \) for the three concentrations quoted. Note that in obtaining these values we ignored the fact that the aspect ratio of particles in these simulations is different from those in ours. In our simulations, we mostly apply smaller values for the strength of the external potential in the range \( k_{\text{ext}} = 2.0–3.0 \, k_B T / \sigma^2 \). This helps us observe the overtaking events more often and to obtain better statistics. For the special case where we focus on single-file diffusion, in which mutual passage of particles is not allowed, much larger values of the confining potential strength are used, \( k_{\text{ext}} = 5.0–20.0 \, k_B T / \sigma^2 \). This ensures that overtaking events do not occur during these simulations.

We used LAMMPS molecular dynamics package\(^{30}\) for all our simulations. To implement the external potential of Eq. (2), we add a custom potential to the LAMMPS code. Our simulations are performed with a time step of \( 5 \times 10^{-3} \, t^* \), where \( t^* \) is the unit of time, set by the self-diffusion constant of a single bead \( D_b = \sigma^2 / t^* \). The self-diffusion constant of an elongated particle made up of \( n \) beads reads \( D = D_b / n \), at least in the free-draining limit in which we are operating.\(^{31}\) Initially, at time \( t = 0 \), the particles are positioned equidistantly on a line with a given linear fraction \( \psi \). To avoid a bias of our simulation results towards the initial state, we discard the first 1.0\( t^* \) of the simulation data. This is sufficient because in most of our simulations the linear fraction is close to unity, which means that the internal pressure is high and the system reaches equilibrium very quickly. To investigate the effect of the boundaries on the dynamics of the particles
periodic and reflecting boundary conditions are applied in the
direction of the main axis of the confining potential. Reflect-
ing boundary conditions are imposed by putting two fixed
walls at \( x = -0.5\sigma \) and \( x = \lambda + 0.5\sigma \), where \( \lambda \) is
the length of the simulation box along the main axis (the \( x \) axis).
These walls interact with beads through the repulsive part of
a shifted Lennard-Jones potential,

\[
U_{\text{wall}}(\Delta x) = \begin{cases} 
4\epsilon((\frac{\sigma}{\Delta x})^{12} - (\frac{\sigma}{\Delta x})^{6} + \frac{1}{2}) & \text{if } \Delta x \leq 2^\frac{1}{2}\sigma \\
0 & \text{if } \Delta x > 2^\frac{1}{2}\sigma 
\end{cases}
\]

where \( \Delta x \) is the shortest distance between the center of a bead
and the wall.

We analyze the structure and diffusion of the particles in
the quasi one-dimensional system by calculating the mean-
square displacement of the particles \( w(t) \), the self-part of the
Van Hove correlation function \( G_s \), the pair correlation
function \( g_2 \), and the trajectory of particles for different values
of (i) the linear fraction \( \psi \), (ii) the strength of the external
potential \( k_{\text{ext}} \), and (iii) the bending flexibility \( k_b \). In order
to quantitatively investigate the hopping-type diffusion of par-
ticles in our simulations, the probability of finding a particle at
a distance \( x \) after an interval of time \( t \) from its position along
the main axis of the confining potential at time \( t_0 \equiv 0 \),

\[
G_s(x, t) = \frac{1}{N} \left( \sum_{i=1}^{N} \delta(x + x_i(0) - x_i(t)) \right)
\]

which is the self part of Van Hove function, where \( N \) is the
number of particles, \( x_i(t) \) is the position of the \( i \)th particle at
time \( t \), and the angular brackets mean ensemble average. For
particles diffusing in a dilute gas, where the particles do not
interact with each other, \( G_s \) is a Gaussian function of the co-
ordinate \( x \). As the concentration of particles increases and
particle-particle interactions become important, the self part
of Van Hove function starts to deviate from a Gaussian. This
is because at high packing fractions the motion of particles is
affected by the presence of neighboring particles (due to the
caging effect) and this induces dynamical heterogeneities in
the system.\(^{13}\)

In systems where particles need to overcome a high free
energy barrier to diffuse around, e.g., due to the presence of a
self-consistent molecular field such as in the case of a smec-
tic phase,\(^{13}\) the motion of the particles is a combination of
rattling- and hopping-type diffusion. This means that par-
ticles are mostly rattling around minimum energy positions and
after some time they hop to another one. For the case that par-
ticles hop with a certain hopping length, the self part of the
Van Hove function is not a Gaussian function and peaks ap-
pear for certain values of \( x \) that are multiples of the hopping
length\(^{35}\) (see also below).

The dynamics of particles in a congested system is ar-
guably directly connected to its local (microscopic) struc-
ture. For instance, the hopping-type diffusion observed in the
smectic-A phase is due to periodic particle density variations
along the director. Therefore, the study of the structural func-
tions such as particle density and pair correlation function
helps us understand the dynamics. The particle density is a
measure of the density variations in a system and the pair cor-
relation function is a measure of the density variations as a
function of the distance from a particle. In one dimension, the
single-particle density may be written,\(^{36}\)

\[
n(x) = \left( \sum_{i=1}^{N} \delta(x - x_i) \right)
\]

where the angular brackets imply an ensemble average and
\( \delta(x) \) is the Dirac delta function. For homogeneous and trans-
lationally invariant one-dimensional systems the pair correla-
tion function is given by,\(^{33}\)

\[
g_2(x) = \frac{\lambda}{N^2} \left( \sum_{j \neq i=1}^{N} \delta(x + x_j - x_i) \right)
\]

where \( \lambda \) is the length of the system, and \( N \gg 1 \) is the total
number of particles.

It can be shown that the single-particle density near a re-
flecting boundary behaves like the pair correlation function of
the same system in the bulk, i.e., away from the boundaries.\(^{37}\)
So, conversely, the structure of a system near the boundaries
can be deduced from the pair correlation function, which for a
one-dimensional system of hard rods with linear fraction \( \psi \)
reads\(^{38}\)

\[
g_2(x) = \frac{1}{\psi} \sum_{k=1}^{\infty} \Theta \left( \frac{x}{L} - k \right) \left( \frac{\psi}{1 - \psi} \right)^k \left( \frac{x}{L} - k \right)^{k-1} \left( k - 1 \right)!
\]

where \( x \) is the center-to-center distance between particles, \( L \)
is the particle length, and \( \Theta(x) \) is the Heaviside step func-
tion with \( \Theta(x) = 0 \) or 1 for \( x < 0 \) or \( x \geq 0 \), respectively.
In our simulations, Eq. (7) should apply to the situations of ex-
trme confinement where particles cannot overtake. When the
strength of the confining potential, \( k_{\text{ext}} \), is not large enough to
prevent particles from overtaking each other, deviations from
this relation are expected.

III. RIGID RODS: MEAN-SQUARE DISPLACEMENT

For a finite-size, truly one-dimensional system in which
mutual overtaking of particles is not allowed, three diffusion
regimes characterize the mean-square displacement \( w(t) \).\(^{39}\)
The first regime corresponds to the short-time Fickian diffu-
sion regime, where a test particle does not feel the presence of
the other particle. In the second regime, called the single-file
diffusion (SFD) regime, diffusion of particles is suppressed
by the others and the mean-square displacement exhibits sub-
diffusive behavior. At times \( t \gg t_v \), where \( t_v \) is a crossover
time that depends on the system size \( \lambda \) and the linear fraction
of particles \( \psi \), the mean-square displacement, which is also a
measure of fluctuations in the position of particles, reaches
either a plateau value (for the case of reflecting boundary
conditions)\(^{39,40}\) or a Fickian diffusive regime in which the en-
tire system diffuses, that is, its center of mass (for the case of
periodic boundary conditions).\(^{39}\) Our simulation results for
the case of highly confined rigid particles (with \( L/L_p = 0.067 \))
are shown in Fig. 3 for systems of \( N = 5 \) particles with pe-
riodic and reflecting boundary conditions. For the latter, the
fluctuations in the position of particles is suppressed at long times by the small system size and boundary effects. This is because the maximum available “volume” for particles to diffuse is limited by the system size.

For an infinitely large system of identical particles with arbitrary interaction potential and finite-range correlation length between particles, the third regime disappears because the maximum free space available for particles is in principle infinitely large. The mean-square displacement in the second regime follows the expression \( \langle \Delta r^2 \rangle = 2Dt^{1/2} \), where \( D \) is the single-file diffusion mobility, given by

\[
F = \frac{1}{\rho} \sqrt{DS(0) / \pi},
\]

with \( \rho \) the self-diffusion constant, \( \rho \) the particle number density, and \( S(0) \) the structure factor, \( S(q) \), at the wave vector \( q = 0 \). For a one-dimensional Tonks gas this gives \( F = [L(1 - \psi) / \psi] \sqrt{D / \pi} \), where \( L \) is the particle length and \( \psi = \pi L \) is the linear fraction of particles. \( t_{\text{O}} \) is the average time for two particles to overtake each other. Therefore, the average overtaking length, that is, the average displacement of a particle after an overtaking event, \( \sqrt{\langle \Delta r^2 \rangle} = \sqrt{D/t_{\text{O}}} \), is not necessarily a multiple of the particle length and can be any number depending on \( F \) and \( t_{\text{O}} \).

This contrasts with the experimental observations on fd virus particles in the columnar phase that discrete jump events are found in the trajectory of particles. This is an indication that the poly-domain structure of the columnar phase and the finite size of the columns might play an important role in the dynamics of particles in this phase. The domain size in the columnar phase can be roughly estimated from the optical texture of this phase by polarizing microscopy. The estimated size of each domain is about 10–100 \( \mu \text{m} \), which is about 10–100 times the fd virus particle length (0.88 \( \mu \text{m} \)).

Here, we argue how the column size could affect the particle dynamics. As mentioned earlier, for small system sizes the fluctuation in the position of particles (the square root of the mean-square displacement) reaches a plateau value, see Fig. 3. For sufficiently small system sizes with reflecting boundary conditions and sufficiently large linear fractions, these fluctuations are actually much smaller than the particle size. In this case, the average overtaking length approximately equals a particle length because in an overtaking event particles that are rattling around their initial positions suddenly exchange positions.

To illustrate the importance of system size, trajectories of particles in a large system with periodic boundary conditions and a small system with reflecting boundary conditions are shown in Fig. 5. The latter is similar to the experimental traces.
shown in Fig. 1. This rattling- and hopping-type motion is also reminiscent of the diffusion of particles along the director in a smectic-A phase where particles hop between smectic layers. This type of motion in the smectic-A phase leads to appearance of peaks in the self part of the Van Hove function. So, we would expect to see peaks in the self part of the Van Hove function $G_s$ for the case of a small system with reflecting boundary conditions, at least for confining potentials that are not so steep that overtaking events do not occur.

### IV. RIGID RODS: CORRELATION FUNCTIONS

In order to test the idea that in small systems the Van Hove function $G_s$ exhibits correlation peaks, we calculated $G_s$ for systems with periodic and reflecting boundary conditions. As expected, for the case of a small system with reflecting boundary conditions, peaks appear on multiples of the particle length; see Fig. 6(a). For the case of a relatively large system ($N = 200$) with periodic boundary conditions, where the effect of overtaking events on the trajectories is washed out by the fluctuations, no peaks appear on multiples of the particle length in the self part of the Van Hove function (see Fig. 6(b)). In this case, $G_s$ is a superposition of Gaussian functions corresponding to the short-, intermediate-, and long-time diffusion of particles. The time scales involved are the (short-time) self-diffusion, (intermediate-time) single-file diffusion, and (long-time) hopping-type diffusion time scales.

The effect of these different time scales on $G_s$ can be seen in Fig. 7 where two Gaussian functions are fitted to the head and the tail of the Van Hove function $G_s$. These two functions correspond to the intermediate and long time scales. The one corresponding to the short time scales cannot be calculated from this figure because there are not enough data points at the head of the $G_s$; the frequency at which data are recorded is not high enough. Our results are similar to what Belli et al. find for the longitudinal component of the self part of the Van Hove function of a columnar phase of bidisperse parallel spherocylinders with periodic boundary conditions. (Note that the mechanism of hopping-type diffusion along the main axis is slightly different from ours since in their simulations inter-column jumps occur.) Therefore, it may well be so that it is because of the periodic boundary conditions that Belli et al. do not find rattling- and hopping-type diffusion along the director in their simulations.

The effect of boundary conditions becomes more important when the system gets smaller. This can be understood by considering the fact that for a small system the fraction of particles that feel the presence of the boundaries increases. Shown in Fig. 8(a) is the self part of the Van Hove function $G_s$ for simulations with reflecting boundary conditions and three system sizes ($N = 5, 10, \text{and} 50$). For the smaller systems there is a peak in the $G_s$ for a displacement $x/L = 1$. For the system with $N = 50$ particles this peak is washed out because there are many particles in the middle of the system of which the motion is not affected by the boundaries. This shows that there must be a certain system size at which most of the particles do not feel the presence of the boundaries. This certain system size depends on the linear fraction of particles because the spatial correlation length is determined by the linear fraction. The effect of linear fraction on the self part of the Van Hove function for a system of $N = 10$ particles is shown in Fig. 8(b). As the linear fraction increases the peak located at displacement $x/L = 1$ becomes more prominent,
which means that more particles are making jumps that are not washed out by the fluctuations. This is not surprising because, as mentioned earlier, by increasing the linear fraction the spatial correlation length increases and this means that the motion of more particles is affected by the boundaries.

To better understand this we can calculate other structural descriptions such as the particle density and pair correlation functions. As mentioned earlier, the behavior of the particle density function near a reflecting boundary is proportional to that of the pair correlation function of the same system in the bulk (see Fig. 9). The pair correlation function for a one-dimensional system of hard rods with linear fraction \( \psi \) is given by Eq. (7). This pair correlation function is an oscillating function of the center-to-center distance between particles, \( x \), with a decaying envelope the decay length of which depends on the linear fraction \( \psi \). At low linear fractions, this function decays very rapidly and it has only one peak, but as the linear fraction increases, more peaks appear near \( x = 0 \) (i.e., near the walls in the case of a system with reflecting boundaries) meaning that the position of particles is more restricted close to the reference particle (or close to the walls). As mentioned in the Introduction, Eq. (7) is valid for a truly one-dimensional system but for a system where the strength of the confining potential \( k_{\text{ext}} \) is not sufficiently large to prevent particles from overtaking, the pair correlation function deviates from Eq. (7). In our simulations this deviation is not large because \( k_{\text{ext}} \) is relatively large and the overtaking events occur rarely, therefore the periodic structure near the boundaries survives.

This periodic structure is reminiscent of the periodic structure of the smectic phase and induces a smectic-like molecular background field on the particles. The effect of this molecular field on the motion of particles is important when the system is sufficiently small so that the decay length of the pair correlation function is comparable with the system size, in particular if the confinement is not infinite and the particles are able to overtake each other. Therefore, in order to sensibly analyze the dynamics of particles of very dense phases such as the columnar phase with a poly-domain structure in terms of bulk dynamics, care needs to be taken to make certain that the size of the domains is much larger than the spatial correlation length.

V. HALF JUMPS

In Secs. III and IV we have shown that a possible explanation of the full jumps observed in the columnar phase of fd virus particles may be due to particle overtaking events. Also, we found that the effect of system size and boundary is important because these effects may suppress fluctuations in the motion of particles and lead to formation of quasi periodic free energy barriers near the boundaries. By overcoming these free energy barriers particles can overtake each other and make full jumps. In this section, we test our hypothesis for the half jumps presented in the Introduction. According to this hypothesis, the half jumps occur due to particles moving out of a column to a neighboring column or to a defect. This leads to a very fast relaxation of the remaining particles in that column because of the large pressure in it if the linear densities are large.

Here, we test our hypothesis by removing a single particle from the system at time \( t_r \) and following the trajectory of the neighboring particles at time \( t > t_r \). Removing a particle from the system creates a gap that the two neighbors of the removed particle will fill. The distance between the two neighboring particles is measured in our simulations as a function of time. For each set of parameters, we perform 100 simulations with different random generator seeds to have sufficient statistics to find the average distance between the two neighbors at times \( t > t_r \). We find that after removal of the particle, the two neighbors start to move towards each other and the distance between the particles decreases exponentially until they reach an equilibrium distance after a certain amount of time (see also the supplementary material). Just after the
particle is removed, the distance between the two neighbors is roughly twice the particle length but after a while it reaches an equilibrium value, which is, at high enough linear fractions, about the particle length. This shows that, on average, each neighbor moves a distance, which is equal to half a particle length.

From the exponential decay of the average distance between the two particles, \( d_{ave}(t) \), one can calculate the average time after which the two particles fill the gap. This is also an interesting quantity because the time-scale of the half-jumps seen in the experiments is exceedingly short compared to the diffusion time-scale. By fitting an exponential function of the form \( d_{ave}(t) = d_0 \exp(-t/\tau_c) + d_{eq} \) to our simulation data for each value of the linear fraction, we obtain the characteristic time (\( \tau_c \)) that is a measure of the time to fill the gap (see Fig. 10). It scales as \((1 - \psi)\tau_c\).

In order to understand this, we derive a relation between \( \tau_c \) and \( \psi \), by using the relation between the internal pressure of a Tonks gas and the linear fraction. If a particle is removed from the system, the two neighboring particles are pushed towards each other by the remaining particles due to the in-line pressure. The force that drives the two neighbors to move towards each other is related to the internal pressure of a Tonks gas, given by:

\[
\beta \Pi = \frac{\rho}{1 - \psi},
\]

where \( \beta = 1/k_B T \), \( \Pi \) is the internal pressure of the Tonks gas, and \( \rho \) is the number density \( \rho = \psi/L \), with \( L \) being the particle length. Recall that our particles behave like a Tonks gas for large values of the confining potential. Since the system is presumed to be in the overdamped regime, the driving force is equal to the frictional force and this gives \( \Pi = \gamma v \), where \( \gamma \) is the friction constant and \( v \) is the velocity of the particles. The length \( x \) that a particle travels after a certain amount of time \( t \) is given by \( x = vt \), by replacing \( x \) with \( L \) and \( t \) with \( \tau_c \) and substituting \( v \) from the above equations, we have:

\[
\tau_c = L^2 \beta \gamma (1/\psi - 1) = \tau_D(1/\psi - 1),
\]

where \( \tau_D = L^2/D \) is the single-particle diffusion time. This equation shows that the process of filling the gap at high linear fractions happens much faster than the single particle diffusion in particular if \( \psi \to 1 \). In Fig. 10, a double logarithmic plot of \( \tau_c \) as a function of \( 1/\psi - 1 \) is shown. The solid line in this graph comes from the above theory, Eq. (10), which is in good agreement with the simulation results. Note that there are no adjustable parameters.

VI. EFFECT OF BENDING FLEXIBILITY

In Secs. III–V we have discussed the influence of the system size and boundaries on the dynamics of particles. We found that the formation of quasi-periodic structures near the boundaries induced by the presence of the hard walls leads to the appearance of peaks in the Van Hove function. These peaks become sharper with increasing linear fraction. This means that at higher linear fractions more overtaking events take place that are not washed out by the background fluctuations. Another factor that can affect the overtaking events and the sharpness of the peaks in the Van Hove function is the bending flexibility of particles. The reason why bending flexibility is interesting for us is that fd virus is a semi-flexible particle and that this can affect the structure of the phases formed by these particles as well as the dynamics of particles in these phases.

In order to study the effect of bending flexibility on the dynamics of particles, we performed simulations with different values of the strength of the particle bending flexibility and measured the self part of the Van Hove function. Shown in Fig. 11(a) is the self part of the Van Hove function after a time interval \( t = 5000\tau_c \) for three values of the strength of the bending flexibility corresponding to values of \( LI/L_t = 4.0, 1.0, \) and \( 0.5 \) with increasing bending stiffness. For the case of the most flexible particles (\( LI/L_t = 4.0 \)), no peak appears for \( x = L \), which means that background fluctuations are not small enough causing the overtaking events to be washed out by these fluctuations. The reason why fluctuations are bigger than for the case of stiff particles is that flexible particles can make use of their bending flexibility to reduce the internal pressure by partially lying on top of each other; this decreases the effective linear fraction and increases the magnitude of fluctuations.

As the bending stiffness is increased, partially lying on each other costs more energy for particles and therefore it is not energetically favorable to reduce the internal pressure by doing that. This is why we see shoulders appearing on \( x = L \) in the \( G_t(x) \) for increasing particle stiffness. So, the transition point from where there is no peak on the self part of the Van Hove function to where peaks appear in this function is determined by the energy cost for particles lying on each other. This energy cost does not only depend on the bending flexibility but also on the strength of the external potential.

In order to investigate the effect of the strength of the external potential \( k_{ext} \) on the overtaking events we performed simulations with different values of \( k_{ext} \) while keeping bending flexibility fixed \( k_b = 6 k_B T \) corresponding to \( LI/L_t = 1/3 \), which is close to that of wild-type fd virus and is much larger.
than $L/L_P = 0.067$ discussed in Secs. III–V. From these simulations we obtained the self part of the Van Hove function after the time interval of $t = 5000\sigma^*$. As can be seen in Fig. 11(b) for the smallest value of $k_{ext}$ no peak appears for $x = L$. This is again because particles are able to partially lie on top of each other and reduce the internal pressure of the system by rotating away from the center of the column giving rise to a lower effective packing fraction. This again enhances background fluctuations that wash out the effect of overtaking events. For the slightly larger value of the strength of the external potential $k_{ext} = 2 \frac{k_BT}{\sigma^2}$ a shoulder appears on $x = L$ but at $k_{ext} = 4 \frac{k_BT}{\sigma^2}$ the shoulder disappears again. This is because in this case the external potential is too strong so almost no overtaking event occurs within the time interval $t = 5000\sigma^*$.

**VII. CONCLUSION**

In recent experiments on rare sudden jump-like motion of particles along the director was observed with a jump length distribution that biased toward a half or a full particle length. We put forward that these events may represent two types of particle motion, one in which particles overtake each other in the system by rotating away from the center of the column giving rise to a lower effective packing fraction. This again enhances background fluctuations that wash out the effect of overtaking events. For the slightly larger value of the strength of the external potential $k_{ext} = 2 \frac{k_BT}{\sigma^2}$ a shoulder appears on $x = L$ but at $k_{ext} = 4 \frac{k_BT}{\sigma^2}$ the shoulder disappears again. This is because in this case the external potential is too strong so almost no overtaking event occurs within the time interval $t = 5000\sigma^*$.

To test this, we performed Brownian dynamics simulations of a quasi-one dimensional system of flexible, semiflexible, or rigid particles to which a Gaussian confinement potential is applied. This potential mimics the effects of the self-consistent molecular field in the columnar phase. Our simulation results show that it is only in sufficiently small systems with reflecting boundary conditions and sufficiently large linear fractions that overtaking events present themselves as full jumps. This is mainly because in such systems the background fluctuations in the motion of particles are suppressed by the reflecting boundaries and small system size.

We also find that by increasing the linear fraction of particles or decreasing the system size the peaks in the self part of the Van Hove function become sharper, which means that the frequency of overtaking events not washed out by the background fluctuations increases. Moreover, we find a relation between time scale of the re-equilibration of a column after removing a particle from it and the self-diffusion time scale. This relation describes the results of our simulations accurately, confirming that at high linear fractions the re-equilibration process is much faster than the self-diffusion time scale.

We also considered the effect of particle bending flexibility on the overtaking events. We find that for flexible particles the background fluctuations are bigger and the effect of overtaking events is washed out by these fluctuations. As the flexibility decreases the amplitude of these fluctuations becomes smaller and overtaking events present themselves again as full jumps.
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