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Abstract—Monitoring and controlling the user’s perceived quality, in modern video services is a challenging proposition, mainly due to the limitations of current Image Quality Assessment (IQA) algorithms. Subjective Quality of Experience (QoE) is widely used to get a right impression, but unfortunately this can not be used in real world scenarios. In general, objective QoE algorithms represent a good substitution for the subjective ones, and they are split in three main directions: Full Reference (FR), Reduced Reference (RR), and No Reference (NR). From these three, the RR IQA approach offers a practical solution to assess the quality of an impaired image due to the fact that just a small amount of information is needed from the original image. At the same time, keeping in mind that we need automated QoE algorithms which are context independent, in this paper we introduce a novel stochastic RR IQA metric to assess the quality of an image based on Deep Learning, namely Restricted Boltzmann Machine Similarity Measure (RBMSim). RBMSim was evaluated on two benchmarked image databases with subjective studies, against objective IQA algorithms. The results show that its performance is comparable, or even better in some cases, with widely known FR IQA methods.
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I. INTRODUCTION

To improve the Quality of Experience (QoE) [1], [2], [3], [4] for the increasing amount of multimedia network services, here is a need for automated algorithms capable to assess the quality of those services such as human do [5]. An important slice of these services is represented by video services in their various forms and applications such as digital cinema, internet videos, digital television, video teleconferencing, mobile broadcasting, video streaming and so on. To evaluate the quality of a video is a difficult problem [6], [7], and in practice we have to decompose it at a lower level and to evaluate individual frames (i.e. images). Furthermore, the field of Image Quality Assessment (IQA) is quite broad in scope as it also contains the application domains of medical imaging, computer vision, image acquisition, pattern recognition, etc. [8].

Currently, the quality assessment methods which reflect accurately the nature of human perception are the subjective ones [9], such as Difference Mean Opinion Scores (DMOS) [10]. Nevertheless, due to the need of using automated algorithms, capable of fast reaction in different real world scenarios a good substitution for the subjective methods are the objective IQA algorithms [11]. These are split in three main categories (i.e. FR IQA, NR IQA and RR IQA), each one with its own advantages and disadvantages. In the literature the most widely used methods are the FR IQA. They usually offer the best approximation for the image quality assessment, but at the same time they have a big downside, they need the original image, which makes them unsuitable for network applications [12]. Furthermore, the amount of research done in the area of the NR IQA and RR IQA algorithms is less. In the case of NR IQA the main advantage is that there is no need of the original image or any additional information from it. The evaluation of the impaired image is done based just on general statistics. Unfortunately, this type of methods, need knowledge about the type of distortion used (e.g. Gaussian blur) [13], and they are immature when there is no information about the distortions. This information is not easy to obtain in the case of network services, where the impairments can be packet loss or lossy compression, for example. By aiming to solve the previous issues, in this paper, we are focusing on RR IQA methods, which are the most suitable for the evaluation of image quality in network services. Furthermore, by trying to develop a general RR IQA framework which does not need any information about the impairments type and also to be general enough to cover different types of images, not just natural image scenes, we focus on Unsupervised Learning (UL) [14] methods. Our intuition is that by using UL, an automated algorithm would be able to extract by itself the most important features of an image and to use those features on the impaired image to assess its quality. Following this intuition, and by extending our previous research, where we applied similar ideas to assess the quality of 3D images [15] or to measure the similarity between different Markov Decision Process [16], in this paper we propose a novel RR IQA method. We dubbed this method Restricted Boltzmann Machine Similarity Measure (RBMSim), and it is an automated stochastic procedure capable to assess the quality of a distorted image, independently from the type of impairments or the type of image itself. To test the proposed approach, we have compared it with objective IQA algorithms on two subjective benchmark image databases [17], [18] which contains different types of distortions. The next step would be to test network impaired videos.

The remainder of this paper is organized as follows. Section II, presents background knowledge on QoE assessment...
for the benefit of the non-specialist reader. Section III, details the proposed method including all the mathematical details. Section IV, describes the experiments performed and reflects upon the attained results. Finally, Section V concludes and presents directions of future work.

II. BACKGROUND ON IMAGE QoE ASSESSMENT

The best methods to reflect the human perception are the subjective QoE methods, due to the fact that they involve humans to evaluate human-perception factors. However, it’s not always possible to employ subjective tests, particularly when the application requires real-time feedback for the purpose of service monitoring and control. More commonly, subjective studies are successfully used to benchmark the results of the objective QoE methods. One of these is the Difference Mean Opinion Scores (DMOS) [9] which is a subjective QoE procedure to measure the image quality, known in the literature as hidden reference removal. The interested reader is referred to [10] for a more comprehensive discussion. Among all the objective QoE algorithms for image quality assessment we would like to enumerate here some of them: Peak signal-to-noise ratio (PSNR), Structural Similarity (SSIM), Multi-scale Structural Similarity (MS-SSIM), Visual Information Fidelity (VIF), Information Fidelity Criterion (IFC), Noise Quality Measure (NQM), Visual signal-to-noise ratio (VSNR), Weighted signal-to-noise ratio (WSNR), Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE), and Most Apparent Distortion (MAD). The benchmark databases [17], [18], used by us in Section IV to assess the performance of RBMSim, provide the performance of all the aforementioned IQA algorithms.

III. RBMSIM

In this section, we introduce a novel stochastic Reduced Reference Image Quality Assessment method, so called Restricted Boltzmann Machines Similarity Measure (RBMSim). Firstly, we discuss the Restricted Boltzmann Machines [19] and their training method, and we end up by giving an intuition and detailing the RBMSim procedure.

A. Gaussian Bernoulli Restricted Boltzmann Machines

Restricted Boltzmann Machines (RBMs) [19] are energy-based models for unsupervised learning. These models are stochastic with stochastic nodes and layers, making them less vulnerable to local minima [20]. Furthermore, due to their architecture and neural configurations, RBMs and their variants possess excellent generalization capabilities [21], [22], [23].

Formally, a RBM consists of visible and hidden binary layers (i.e. v and h respectively), as shown in Fig. 1. The visible layer represents the data, while the hidden one increases the learning capacity by enlarging the class of distributions that can be represented to an arbitrary complexity. In their original form RBMs contain just binary units, which make them unusable for a large number of applications with real numbers. This problem was solved by Salakhutdinov & Hinton in 2006 [24], when based on Welling et al. work about Exponential Family Harmoniums [25], they introduced Gaussian Bernoulli Restricted Boltzmann (GRBM), where the binary units from the visible layer v are replaced by linear units with Gaussian noise. The hidden units h remains binary. The total energy of GRBM is given by equation 1.

\[
E(v, h) = - \sum_{i,j} \frac{v_i a_i v_j}{\sigma_i} - \sum_i b_i v_i - \sum_j h_j b_j + \sum_{i,j} W_{ij} h_i v_j
\]

where \( W_{ij} \) denotes the connection between visible neuron \( i \) and hidden neuron \( j \), \( a_i \) is the bias for visible neurons \( i \) and \( b_j \) is the bias for hidden neurons \( j \). The term \( \sum_i b_i v_i h_j \) represents the total energy between neurons from different layers, \( \sum_{i,j} \frac{v_i a_i v_j}{\sigma_i^2} \) represents the energy of the visible layer and \( \sum_j h_j b_j \) the energy of the hidden layer. The inference for the hidden neuron \( j \) is done by sampling from a sigmoid function \( \text{sigm}(b_j + \sum_i \frac{v_i}{\sigma_i} W_{ij}) \). The inference for the visible unit \( i \) is done by sampling from a Gaussian distribution, defined as \( \mathcal{N}(a_i + \sum_j h_j W_{ij}, \sigma_i^2) \). In order to maximize the likelihood of the model, the gradients of the energy function with respect to the weights have to be calculated. Unfortunately, in all types of RBMs the maximum likelihood cannot be straightforwardly applied due to intractability problems. To prevent these problems, Contrastive Divergence presented next, was introduced by Geoffrey Hinton in [26].

B. Contrastive Divergence (CD)

In Contrastive Divergence, learning follows the gradient of:

\[
CD_n \propto D_{KL}(p_0(\mathbf{x})||p_{\infty}(\mathbf{x})) - D_{KL}(p_n(\mathbf{x})||p_{\infty}(\mathbf{x}))
\]

where, \( p_n(\cdot) \) is the resulting distribution of a Markov chain running for \( n \) steps. To find the update rules for the parameters of RBMs we have to calculate the derivatives of the energy function from Equation 1 with respect to those parameters (i.e. \( W, a \) and \( b \)). Since the visible units are conditionally independent given the hidden units and vice versa, learning can be performed using one step Gibbs sampling, which is carried in two half-steps: (1) update all the hidden units, and (2) update all the visible units. Thus, in \( CD_n \) the weight updates are done as follows:

\[
W_{ij}^{n+1} = W_{ij} + \alpha \left( \langle h_j v_i \rangle_{p(h=v, W)} - \langle h_j v_i \rangle_{n} \right)
\]

where \( \tau \) is the training epoch, \( \alpha \) is the learning rate, and the subscript \( (n) \) indicates that the states are obtained after \( n \) iterations of Gibbs sampling from the Markov chain starting at \( p_0(\cdot) \). For a more comprehensive discussion about RBM and CD, the interested reader is referred to [21].
C. RBMSim procedure

To sum up the previous two subsections, by initializing a RBM, after it is learned, with some testing data in the visible layer which follows a distribution close to the training data, that RBM will be capable to reconstruct those data with a very small error after a Gibbs sampling is done. Our intuition, go beyond this well known information and we made the assumption that the reconstruction error of the testing data is directly dependent upon the distance between the training and testing data.

More precisely, in the specific case of IQA we use a GRBM to discover the hidden features and model a reference image \( \mathcal{RI} \), noted by \( GRBM_{\mathcal{RI}} \). As a practical observation, all the pixels from \( \mathcal{RI} \) can be put directly on the visible layer \( v \) of the GRBM with their RGB values, each RGB channel of each pixel being encoded by one neuron. To avoid a big number of weights the image can be split into a set of smaller images \( SI_p \) with the next constrains: \( SI_p \in \mathcal{RI} \cup p SI_p = \mathcal{RI} \cup \mathcal{RI} \). The mean and the standard deviation for each RGB channel of each \( SI_p \) sub-image can be used on the visible layer of the GRBM, each value being encoded by one visible neuron. Furthermore, to assess the quality of a distorted image \( DI \), or in other words how far away is \( DI \) from \( \mathcal{RI} \), we can initialize the visible layer of the previously learned \( GRBM_{\mathcal{RI}} \) model with the sub-images from \( DI \) in the same manner as before. Let us note the visible layer of the \( GRBM_{\mathcal{RI}} \) model initialized with the \( \mathcal{DI} \) sub-images, \( v^{\mathcal{DI}} \). Afterwards, we perform the Gibbs sampling, i.e. firstly we infer the values of the hidden neurons, and secondly we infer (reconstruct) the values of the visible neurons based on the hidden ones. The last step involves measuring the distance between the values of the visible neurons after the reconstruction (noted with \( v^{\mathcal{DI}} \)), and \( v^{\mathcal{DI}} \). This can be done using any distance measure such as Root Mean Square Error (RMSE). The RMSE value will reflect accurately the quality of \( \mathcal{DI} \). Formally, the RBMSim metric is defined in Equation 3:

\[
RBMSim(DI) = \frac{1}{n_v} \sum_{i=1}^{n_v} (v^{\mathcal{DI}}_i - v^{\mathcal{DI}}_i)^2
\]

where \( n_v \) is the number of visible neurons. If the RGB color model is used, \( RBMSim(DI) \in [0, 255] \), where 0 means that \( \mathcal{RI} \) and \( \mathcal{DI} \) are the same, and 255 means that \( \mathcal{RI} \) and \( \mathcal{DI} \) are completely different. Due to the fact that RBMSim is a stochastic procedure the extreme values can never be reached. The amount of information introduced by the parameters of \( GRBM_{\mathcal{RI}} \) needed to assess the quality of \( \mathcal{DI} \), is still much smaller than the \( \mathcal{RI} \) itself making the approach suitable for a wide variety of applications. To clarify, on the client side, just the \( GRBM_{\mathcal{RI}} \) model has to be transferred.

IV. Experiments and Results

In this section, we compare the performance of RBMSim with objective IQA metrics on two subjective benchmark image databases, namely LIVE Multiply Distorted Image Quality Database (LIVE) [17] and CSIQ database [18]. Both databases have associated, subjective studies, using DMOS. For both databases, to bring the predictions of RBMSim on the same scale with DMOS values, we use the logistic transform recommended by the the Video Quality Experts Group [18].

The LIVE database contains fifteen reference images, which were corrupted using two studies with multiple distortions. In the first study, the images are first blurred and then compressed with a JPEG encoder. In the second study, the images are first blurred using different defocus techniques and then corrupted by white Gaussian noise. For each scenario, for each reference image there are 15 types of impairments. The subjective DMOS study was done on 19 participants for the first scenario and 18 participants for the second scenario. Each image has a resolution of 1280x720 pixels. To keep the number of parameters for RBMSim low, we split each image in small images of 64x36 pixels, so in total we had 400 sub-images. For each sub-image, we took into consideration the mean and standard deviation for each RGB channel. So, in total we had 2400 (i.e. 400x3x2) visible neurons and 10 hidden neurons. The learning rate was set to 0.001. The computational time for one training epoch was 0.03 seconds. In total we trained the RBMSim model for 200 epochs, but as it can be seen in Fig. 2 the model converged after approximately 50 epochs. For both LIVE studies, RBMSim was capable to approximate very well the DMOS values, as it is depicted in Fig. 3. Besides that, it outperforms all the FR and NR IQA metrics from [17], sharing the first place with the best performer BRISQUE-2, as it can be seen in Table I.

<table>
<thead>
<tr>
<th>Study 1</th>
<th>Study 2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SROCC</td>
<td>LCC</td>
<td>SROCC</td>
</tr>
<tr>
<td>Lower score in [17] 0.46 0.75 0.21 0.38 0.42 0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper score in [17] 0.92 0.95 0.90 0.92 0.91 0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBMSim 0.95 0.97 0.84 0.91 0.88 0.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The CSIQ database [18] has 30 reference images, each of them having 6 types of impairments, with four or five different distortion levels. It has 5000 subjective ratings, made by 25 different observers, with DMOS. Each image has a resolution of 512x512 pixels. To test RBMSim, we split each image in squares of 32x32 pixels, obtaining in total 256 sub-images for each image. So, RBMSim has 1536 (i.e. 256x3x2) visible neurons and 10 hidden neurons. Fig. 4 shows the correlation of RBMSim scores with DMOS, and Table II compares the performance of RBMSim with the FR IQA metrics from [18] in terms of Pearson correlation coefficient (LCC), Spearman correlation coefficient (SROCC) and Outliers Ratio (OR). It is worth highlighting that RBMSim, even if it is outperformed by the FR IQA algorithms VIF and MAD, it outperforms widely used FR IQA metrics, e.g. PSNR, SSIM, on this database.

<table>
<thead>
<tr>
<th>Study 1</th>
<th>Study 2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SROCC</td>
<td>LCC</td>
<td>SROCC</td>
</tr>
<tr>
<td>Lower score in [18] 0.74 0.74 37%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper score in [18] 0.95 0.95 18%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBMSim 0.85 0.85 26%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. Conclusion

This paper introduced a novel stochastic RR IQA metric, namely RBMSim. Notably, it proposed the use of GRBM to
measure the quality of distorted images. Its performance was evaluated on two subjective benchmarked image databases. The performance is at least comparable with widely known FR IQA metrics. Additionally, RBMSim shows a fast computational time, and is therefore suitable for on-line applications. As further directions, would be interesting to adapt RBMSim to videos by training RBMSim on all frames of a video, to be able to monitor in real-time the performance of network services from the user point of view.
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