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Fluorescence polarization imaging of Sisyphus cooling in an atomic beam
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Sisyphus cooling plays an important role in many cold atom applications including the formation of Bose-Einstein condensates and collimation of atomic beams. Here we present a method for measuring the localization of atoms by monitoring the polarization of fluorescence, providing a quantitative two-dimensional image of the cooling process. We outline the concept and provide theoretical models for the optical pumping, cooling, and channeling mechanisms, and present experimental data revealing the development of strong fluorescence polarization in an atomic beam during transverse (lin ⊥ lin) cooling.

DOI: 10.1103/PhysRevA.92.023411 PACS number(s): 37.10.De, 37.10.Gh, 32.50.+d

I. INTRODUCTION

The Sisyphus polarization-gradient laser cooling scheme is widely employed in magneto-optical traps to reduce the temperature [1–3] and increase the atomic phase-space density [4] of Doppler-cooled atoms prior to evaporative cooling and Bose-Einstein condensation [5]. Sisyphus cooling can also be used to collimate a thermal atom beam [6], with applications in nanofabrication [7], frequency standards in atomic clocks [8], and focused ion beams [9–11].

Optimal Sisyphus cooling depends on many experimental parameters including the laser detuning, intensity, and polarization, the laser-atom interaction time, and ambient magnetic field. The cooling effect is typically characterized by measurement of the external motion of the atomic sample, such as the momentum distribution, density, or beam collimation [6]. Here we consider the polarization of the resonance fluorescence, in particular, the localization of atoms into subregions of the optical field and the evolution of the internal atomic states through optical pumping. The fluorescence polarization thus provides insight into the details of the cooling process and also a quantitative and noninvasive diagnostic.

The general concept of Sisyphus cooling is illustrated in Fig. 1, for an archetypal $F = 1 \rightarrow F = 2$ transition. Atoms are cooled by a light field composed of two counterpropagating beams with orthogonal linear polarizations (denoted lin $\perp$ lin), which together form a standing wave with spatially varying polarization. The field has position-dependent energy potentials for the different internal states of atoms in the field. If the detuning of the lasers is chosen correctly, the atom is more likely to absorb photons at high potential and decay to lower potential, and over many absorption and spontaneous emission cycles, the atom will lose its kinetic energy and become localized within a potential well [2].

If Sisyphus cooling is applied to an atomic beam transverse to the direction of propagation, then the atoms will be channeled into the potential wells as they proceed through the cooling region. A variety of measurement techniques have successfully demonstrated channeling effects, for example, using spectroscopic methods [12–14], with localization as small as $\lambda/15$ (rms) for Rb atoms in a two-dimensional optical lattice [15]. Bragg diffraction [16] and magnetic resonance imaging techniques have also been used [17]. These techniques, however, require additional lasers and sample the atoms at only one location.

The atoms scatter photons during the cooling and localization process, and the polarization of the fluorescence depends on the external light field polarization. The polarization of the fluorescence also depends on the internal state of the atoms, which evolves through optical pumping processes, which in turn depend on the external field polarization. The polarization of the cooling laser field is position-dependent, and thus the fluorescence depends on the spatial localization of the atoms. Strongly polarized fluorescence is expected for atoms tightly confined within the $\sigma^{\pm}$-polarization channels.

Polarization imaging of the fluorescence thus provides a new means of monitoring evolution of the cooling and channeling process. In particular, for one-dimensional transverse cooling of a rubidium atomic beam, the confinement is related to the beam collimation, and fluorescence polarization analysis can be used to optimize the atomic beam brightness. Fluorescence polarization analysis produces a two-dimensional image of the cooling region, with temporal information on the cooling process and without additional optical fields.

In this paper we outline the mechanism behind fluorescence polarization imaging. We calculate the density matrices expected for atoms at different locations in the lin $\perp$ lin field and the expected values for the fluorescence polarization. The model is verified experimentally and demonstrated as a method for determining the temperature of atoms by comparing line polarization with knife-edge transverse momentum divergence measurements.

II. FLUORESCENCE POLARIZATION

The relationship between the polarization properties of resonance fluorescence and the internal state of atoms in polarized near-resonant laser fields have been analyzed in detail for use in atomic collision experiments [18,19]. The linear polarization of the fluorescence perpendicular to the cooling laser beams is both readily accessible experimentally and sensitive to the effects of localization and optical pumping.

A schematic representation of the experimental arrangement is shown in Fig. 2, using rubidium-85 with cooling on the $D_2$ line at 780 nm. The relevant $^{85}\text{Rb}$ level structure is shown in Fig. 3. The natural line width for the $D_2$ transition is...
\( \Gamma = 6.07 \text{ MHz} \) with saturation intensity \( I_{\text{sat}} = 1.67 \text{ mW cm}^{-2} \) \[20\]. The light field is tuned slightly below the \( \lambda = 780 \text{ nm} \) \( 5^2S_{1/2}F = 3 \rightarrow 5^2P_{3/2}F = 4 \) cycling transition.

The line polarization of the fluorescence is defined as

\[
P_L = \frac{I_\| - I_\perp}{I_\| + I_\perp},
\]

where \( I_\| \equiv I(\alpha = 0^\circ) \) and \( I_\perp \equiv I(\alpha = 90^\circ) \) represent the fluorescence detected with a linear polarization analyzer at an angle \( \alpha \) with respect to the laser propagation axis (Fig. 2). \( P_L \) is therefore measured by taking two fluorescence images through a linear polarization analyzer, rotated by \( 90^\circ \) between each image.

**A. Atomic state and fluorescence polarization**

The intensity and polarization of fluorescence depend on the internal state of the atom, which can be conveniently defined in terms of the atomic density matrix \( \rho \). The detected fluorescence intensity is

\[
I \propto \text{Tr} \{ \rho \hat{F} \},
\]

where \( \hat{F} \) is the fluorescence emission operator. This operator represents a spontaneous emission process from excited state to ground, given by \[22\]

\[
\hat{F} = \sum_g (\hat{f} \cdot \hat{D}) |g\rangle \langle g| (\hat{f} \cdot \hat{D})^\dagger,
\]

where \( |g\rangle \) is the ground state of the detected fluorescence transition, \( \hat{f} \) is a unit vector defined by the polarization axis of the analyzer, and \( \hat{D} \) is the electric dipole operator. These vectors are expressed in terms of a spherical basis set defined by the general Cartesian unit vectors \[23\]

\[
e_{-1} = \frac{1}{\sqrt{2}} (x - iy); \quad e_0 = z; \quad e_{+1} = \frac{1}{\sqrt{2}} (x + iy).
\]

\( \hat{D} \) is an irreducible tensor operator of rank 1 and may be expressed in the spherical basis set as

\[
\hat{D} = \sum_{q=-1}^{1} (-1)^q \hat{D}_q e_{-q}.
\]

\( \hat{f} \) is always perpendicular to the direction of observation and, for the particular geometry of our experiments (Fig. 2), can be written explicitly as

\[
\hat{f}(\alpha) = y \sin \alpha + z \cos \alpha.
\]

where \( \alpha \) is the angle of the polarizer axis with respect to the quantization axis used to define the density matrix \( \rho \), which we take to be along \( z \), the cooling laser axis.

We combine Eqs. (2) and (3) to obtain \( I(\alpha) = \sum_{e,e'} \rho_{e,e'} F_{e,e}(\alpha) \), where the elements \( \rho_{e,e'} \) are expectation values of the slowly varying atomic density operator and \( e,e' \) index of the excited states. Combining Eqs. (3)–(5), the
elements of the fluorescence emission operator are given by [19]

\[ F_{e',e}(\alpha) = \sum_q \left\{ \sum_{q=1}^{I} (\alpha D_q | g \rangle \langle \alpha | e_{-q}) \right\} \times \left\{ \sum_{q=1}^{I} (g | D_q e') \langle \alpha | e_q \right\}. \] (7)

Given the atomic density matrix, these matrix elements allow us to predict the polarization of the spontaneous emission using Eq. (2).

### III. ATOMIC STATE CALCULATION

Theoretical prediction of the line polarization requires detailed knowledge of the atomic density matrix. Optical Bloch equations can be used to predict the atomic state for a given field polarization.

#### A. Modeling the light field

The unit polarization vector of the light field can be written as

\[ \mathbf{e}_{k_L} = \frac{1}{\sqrt{2}} [\cos \phi \mathbf{x} + i \sin \phi \mathbf{y}], \] (8)

where \( x \) and \( y \) are the unit vectors perpendicular to the cooling axis. Any elliptical polarization can be constructed by varying the angle \( \phi \).

The generalized Rabi frequency for an arbitrary transition from \( |g\rangle \rightarrow |e\rangle \) is [24]

\[ \Omega_{e_g}^{k_L} = \sqrt{\frac{3\lambda I}{2\pi \hbar c}} I \sum_{m} c_{e_g}^{k_L} (\mathbf{e}_{k_L} \cdot \mathbf{e}_{k_L}). \] (9)

where \( c_{e_g}^{k_L} \) is the Clebsch-Gordan coefficient for the \( |g\rangle \rightarrow |e\rangle \) transition with light polarization \( k_L \). Upon substituting Eq. (8) into Eq. (9), a generalized expression for the Rabi frequency for arbitrary polarized radiation is obtained:

\[ \Omega_{e_g}^{\pm} = \sqrt{\frac{3\lambda I}{2\pi \hbar c}} I \sum_{m} c_{e_g}^{k_L} (\cos \phi \pm \sin \phi), \text{ for } \Delta m = \pm 1 \] (10)

\[ \Omega_{e_g}^{0} = 0, \text{ for } \Delta m = 0. \] (11)

Thus the atom coupling to the elliptical field is written in terms of separate left- and right-hand circularly polarized components only.

#### B. The generalized optical Bloch equations

To calculate the internal state of the atoms in an external field with arbitrary elliptical polarization, we use a full multilevel optical pumping model. We employ the formalism of Refs. [25,26] to accurately describe single-mode radiation excitation of the multiple state transitions required for \(^{85}\text{Rb}\) (see Appendix A). In the rotating wave approximation, the generalized optical Bloch equations (GOBEs) require a \( 36 \times 36 \) density matrix for \(^{85}\text{Rb}\) in an elliptically polarized field, reducing to 666 simultaneous equations using the hermiticity of the density matrix and neglecting coherences between the lower ground states. Numerical integration of the time-dependent simultaneous linear differential equations then provides \( \rho \) for an atom stationary at any location within the linear light field (Appendix A).

#### C. Atomic state: Simulation results

1. **Circularly polarized light**

We begin by simulating the time evolution of the populations and coherences among the substates for the case of stationary atoms optically pumped by a light field with pure circular polarization \( (\phi = \pi/4, 3\pi/4) \), corresponding to an infinitely narrow confinement region. Figure 4 depicts the time evolution of the ground and excited state populations on resonance \( (\Delta = 0) \), at varying intensities ranging from \( I = 0.01 I_{\text{sat}} \rightarrow 10 I_{\text{sat}} \). For circular polarization \( (\sigma^+) \), the majority of atoms are rapidly pumped into the \( |F = 3, m_F = 3 \rangle \rightarrow |F = 4, m_F = 4 \rangle \) cycling transition as expected. Some atoms are lost to the \( ^2S_{1/2} F = 2 \) lower ground state, and, therefore, the total population is not conserved, with greater loss for higher intensity as seen by the decrease in \( m_F = 3 \) population from \( I_{\text{sat}} = 1 \rightarrow 10 \).
2. Linearly polarized light

For linearly polarized light fields ($\phi = 0, \pi/2$) atoms are pumped towards both $|F = 3, m_F = \pm 3\rangle$ stretched states, as shown in Fig. 4 for $I = 10 I_{\text{sat}}$ and $\Delta = 0$. Though initially surprising, the linear polarization discussed here is polarized at 90° to the chosen quantization axis along the light beams and is therefore an equal mixture of $\sigma^+$ and $\sigma^-$ polarized light, rather than the textbook example of optical pumping with linear light where the quantization axis is chosen to be parallel to the light polarization ($\pi$-polarized).

3. Intermediate elliptical polarizations

Figure 4 also shows results for two different elliptical polarizations $\phi = \pi/16, \pi/8$. The elliptical polarizations simulate the pumping of atoms located between the circular and linear regions of the linear light field and are therefore of great importance in evaluating the line polarization achievable for various degrees of atom localization within the $\sigma^\pm$ potential wells.

IV. PREDICTED LINE POLARIZATION

Using the calculations of $\rho$ presented above, Eqs. (1) and (2) predict the expected line polarization for atoms located at different positions within the linear light field.

A. Static line polarization

For the geometry of fluorescence polarization imaging used in Fig. 2, fluorescence intensities expected for each of the two orthogonal polarizer alignments can be found by taking the trace of the density matrix multiplied by the fluorescence operator [Eq. (2)]. For a multilevel atom in a generally elliptically polarized light field, even for fixed polarization (that is, assuming the atoms do not traverse the polarization gradients), the simulations are complex (see Ref. [22]). However, the above optical pumping simulations enable us to determine the density matrix for a stationary atom located at any region within the linear light field.

From Sisyphus cooling theory we expect that a high degree of collimation (low transverse velocity) will be correlated with strong confinement of the atoms to the circularly polarized regions of the linear light field, where the atoms will be pumped to high $|m_F\rangle$. Although the atomic state is fully described in a hyperfine basis, the dipole interaction depends only on the orbital angular momentum ($L, m_L$) components. These “stretched” excited sublevels correspond to $m_L = \pm 1$ in the reduced dipole basis, which have toroidal electron probability distributions, oriented with cylindrical symmetry along the quantization axis. Linearly polarized radiation emitted by such atoms in the direction of our imaging detector will be polarized perpendicular to the $z$ axis. As a consequence, we expect to see higher intensity if the proposed fluorescence analyzer is perpendicular ($\alpha = \pi/2$) to the quantization axis. From Eq. (1), this will result in negative observed line polarizations $P_L < 0$.

Similar calculations of the steady-state line polarization for atoms at various positions within the cooling field are shown in Fig. 5. The line polarization is clearly dependent on the polarization of light seen by the atoms. For the case of an uncollimated atom beam, the atomic populations will be uniformly distributed among the hyperfine sublevels of the $F = 3$ ground and $F = 4$ excited states of Rb$^{85}$, giving $P_L = 0$ if we take all off-diagonal elements of the density matrix to be zero. A line polarization of $P_L = -0.63$ is calculated for atoms situated in the linearly polarized regions of light ($z = 0, \lambda/4$). The strongest line polarizations of $P_L = -1$ will be found for atoms perfectly confined within the circularly polarized regions ($z = \lambda/8, 3\lambda/8$). Figure 5 shows the steady-state line polarization as a function of displacement transverse to the atomic beam, that is, along the $z$ axis of the light field.

For a Gaussian atomic density distribution along $z$, $f(z) = \frac{1}{\pi^{1/4}(\delta z)^{3/2}} \exp \left[ -\frac{1}{2} \left( \frac{z}{\delta z} \right)^2 \right]$, with confinement of the atoms within $\delta z = \pm \lambda/15$ expected for optimal laser cooling [15], we calculate $P_L = -0.89$ would be the strongest line polarization experimentally achievable.

B. Line polarization dynamics

Though a small fraction of atoms will be highly collimated even before entering the transverse cooling region, most will typically have significant transverse velocities. Due to strong polarization gradients, atoms with any significant transverse velocity will see fluctuating external field polarizations and will not pump into a steady state $\rho$ until cooling confines them within the polarized channels of the field. As the cooling occurs over millisecond time scales [3] and optical pumping...
takes microseconds (see Fig. 4) we expect the evolution of the line polarization to be dominated by the external dynamics of atoms moving through the transverse cooling field.

We can estimate the time scale of cooling and channeling processes from a combination of Doppler cooling and polarization gradient cooling theory. For $|\Delta| \gg \Gamma$, the velocity corresponding to greatest damping force and optimal one-dimensional polarization gradient cooling is given by [3]

$$v_{c,PG} = \frac{s_0 \Gamma^3}{4k\Delta^2},$$

(13)

where $k = 2\pi/\lambda$ is the wave number and $s_0 = I/I_{sat}$. $v_{c,PG}$ is typically much smaller than the capture velocity for Doppler cooling $v_{c,D} = 4.7 \text{ m/s}$ for $^{85}$Rb, and Doppler cooling therefore dominates the initial cooling process.

A molasses formed by counterpropagating laser beams of arbitrary intensity results in a force on the atom given by $F = -\beta v$, where $\beta$ is the coefficient of friction given by

$$\beta = -4\hbar k^2 s_0 \frac{2\Delta/\Gamma}{[1 + 2s_0 + (2\Delta/\Gamma)^2]}$$

(14)

in the case of Doppler cooling for a two-level atom. This leads to a velocity-damping time constant [27]

$$\tau_{damp} = \frac{v}{(dv/dt)_{cool}} = M/\beta,$$

(15)

where $(dv/dt)_{cool} = Fv = -\beta v^2$ and $M$ is the mass of a $^{85}$Rb atom. We therefore find $v(t) = v_0 e^{-\beta t/M}$. The time to cool $^{85}$Rb atoms with initial transverse velocities at $v_{c,D}$ to the capture velocity for polarization gradient cooling is then given by

$$t_{Dcool} = -\frac{M}{\beta} \ln \left( \frac{v_{c,PG}}{v_c} \right).$$

(16)

For $I = 10I_{sat}$ and $\Delta = -\Gamma$, $t_{Dcool} = 500 \mu s$. Polarization gradient cooling then becomes dominant, and we switch to the much larger friction coefficient given by [27]

$$\beta_{PG} = -3\hbar k^2 \frac{\Delta}{\Gamma}.$$ 

(17)

This again results in an exponentially reducing velocity, with the time required to cool from $v_{c,PG}$ to the recoil velocity $v_r = \hbar k/M = 6 \text{ mm/s}$ being only $t_{PGcool} = 3 \mu s$. Thus the polarization gradient cooling time is negligible. The average thermal velocity of atoms in the beam, $\overline{v} = \sqrt{8k_B T/\pi M} = 343 \text{ m/s}$ for the oven temperatures used in the experiment (see Sec. V), with $k_B$ the Boltzmann constant. The laser cooling interaction distances can be conveniently described in terms of $L_{min} = v_{Dcool}$, the minimum distance to cool atoms with initial velocity $v_r$; for example, $L_{min} = 172 \text{ mm}$ for atoms at $343 \text{ m/s}$.

We next adopt a simple qualitative model for the channeling process: a linear interpolation between the case of nonlocalized evenly distributed atoms among all regions of the external field, to that of atoms optimally confined within the polarization channels over a suitable distance in accordance with the cooling time calculated above. We construct a new distribution function $h(y,z)$ as

$$h(y,z) = a(y)f(z) + [1 - a(y)]g(z),$$

(18)

where $y$ is the distance traveled through the interaction region, $f(z)$ is the distribution function for localized atoms defined in

![FIG. 6. (Color online) Line polarizations for different intensities as a function of $y$ position through the cooling region for $L_{min} = 150 \text{ mm}$ ($\Delta = -\Gamma$).](image)

Eq. (12), and $g(z) = 1$ represents a uniform distribution along the $z$ axis of the light field. Setting $a(y) = y/L_{min} \text{ yields a uniform distribution at the start of the interaction region and a confined distribution function at } y = L_{min}.$ In our experiments the atomic beam is precalibrated and $L_{min}$ is thus much smaller than 172 mm.

The total weighted average line polarization for this distribution,

$$\langle P_L(y) \rangle_{total} = \frac{\sum_y y^{L_{min}} P_L(y) h(y)}{\sum_y y^{L_{min}} h(y)},$$

(19)

thus provides a crude estimate for the evolution of line polarization throughout the interaction region, shown in Fig. 6. At high intensities, the minimum line polarization quickly approaches $P_{L_{min}} = -0.85$, but at lower laser intensities the line polarization is still decreasing after 4 mm.

A major shortfall of this model is that it neglects interruptions to the optical pumping process due to the fluctuating polarizations seen by atoms with large transverse velocities. We thus expect the actual time development of line polarization to be slower than predicted by our model. Predictions of the strongest line polarization observable should still be accurate for large interaction distances, as the number of disruptions to optical pumping processes will diminish as atoms become channeled and cooled.

V. EXPERIMENT

A. Atom beam and cooling

The experimental arrangement is shown in Fig. 2. An oven consisting of a recirculating candlestick source surrounded by a copper crucible produces the rubidium beam [28]. The beam is initially collimated by two 1-mm-diameter apertures, one in the candlestick and one in the crucible. A candlestick temperature of 200 °C produced a beam flux of $3.8 \times 10^{17} \text{ m}^{-2} \text{ s}^{-1}$, measured at a distance of 35 cm from the candlestick. A 2-mm-diameter aperture at 91 mm and a 3 × 1 mm$^2$ rectangular aperture at 187 mm from the oven were used to provide additional beam collimation.
The laser cooling was located 51 mm from the rectangular aperture, and the interaction region was approximately 20 mm long, determined by the width of the laser beams. The desired linear field depicted in Fig. 1 was established from the superposition of the two counterpropagating, orthogonally linearly polarized laser beams. This employed the $5^2 S_{1/2} (F = 3) \leftrightarrow 5^2 P_{3/2} (F = 4)$ optical cooling transition of $^{85}$Rb with a weak repump laser tuned to the $5^2 S_{1/2} (F = 2) \leftrightarrow 5^2 P_{3/2} (F = 3)$ transition. A repump power of $\approx 1$ mW cm$^{-2}$ was found to be sufficient to avoid noticeable loss of atoms to the lower $F = 2$ ground state.

B. Conventional divergence measurement: Knife-edge profile

The fluorescence polarization imaging method was compared to measurements of the atomic beam divergence determined from the spatial derivative of the atomic beam profile [6]. A sharp knife edge was inserted to obscure half of the atomic beam immediately following the laser collimation, and the beam divergence of the cooled beam was obtained from the angular distribution function,

$$P(\theta) \propto \int_{0}^{\infty} d\nu_{y} \nu_{y}^{2} \exp \left( -\frac{\nu_{y}^{2}}{2\nu_{0y}} \right) \nu_{z}^{2} \exp \left( -\frac{\nu_{z}^{2}}{2\nu_{0z}} \right) d\theta,$$

$$= 2 \left( \frac{\nu_{0z}^{2}}{\theta^{2} \nu_{0y}^{2} + \nu_{0z}^{2}} \right)^{2} d\theta,$$

where $\theta \equiv v_{z}/v_{y}$ is the angle of the atomic velocity vector with respect to the axis of the atomic beam [see Fig. 7(a)], and $v_{z}$ and $v_{y}$ are the longitudinal and transverse velocities, respectively. Velocities $\nu_{0z} = k_{B} T_{y,z}/M$ characterize the width of the thermal distributions in the two directions. The spatial profile of the beam may be written as

$$I(z) \propto \int_{0}^{\pi/2} P(\theta) d\theta,$$

where $I(z)$ is the fluorescence intensity at distance $z$ from the beam axis and $\theta_{\text{min}} = \tan^{-1}(z/L)$, assuming the knife-edge blocks the atomic beam for $z > 0$, and $L = 1.00$ m is the distance between the knife edge and the fluorescence probe. Taking the derivative of this profile therefore provides a measure of $P(\theta)$.

To find the beam divergence, the spread of the distribution with respect to $\theta$ must be related to the transverse velocity spread $v_{0z}$. In our case this was found by obtaining a measurement of the full-width-at-half-maximum (FWHM) of the derivative of the fluorescence line profile, and converting it to an angular FWHM, $\theta_{\text{FWHM}}$, by dividing by the separation between knife edge and fluorescence probe. From $P(\theta),$

$$\theta_{\text{FWHM}} = 2\sqrt{1 - \frac{\nu_{0z}}{\nu_{0y}}},$$

$v_{0z}$ can be calculated from the thermal distribution with $T_{y} = 200 \, ^{\circ}\text{C}$ so that $\nu_{0z}$ can be found from $\theta_{\text{FWHM}}$. The transverse velocity is therefore directly proportional to the FWHM of the derivative of the shadow profile.

The atomic beam was probed with a weak ($I_{\text{probe}} = I_{\text{sat}}$) resonant probe beam located $L = 1.00$ m downstream from the transverse laser cooling section as shown in Fig. 2. To accurately characterize the effect of transverse laser cooling on beam divergence, and to provide a reference for the central beam position, an image was taken without laser cooling. For each measurement [see Fig. 7(b)], two images of the fluorescence from the probe beam were acquired with camera
The plot shows a line profile through the center region of the resulting profile used to quantitatively determine beam density. Exposure times of 10 s were used to obtain a good record of the central region of the atom beam. No collimation along the x axis was employed, resulting in low atomic density. Exposure times of 10 s were used to obtain a good signal-to-noise ratio. The derivative of the shadow profile cast by the knife edge was evaluated numerically and the FWHM of the resulting profile used to quantitatively determine beam divergence in units of recoil velocity.

2: one for the unobstructed atomic beam, and the other with the knife edge inserted into the middle of the beam. No collimation along the x axis was employed, resulting in low atomic density. Exposure times of 10 s were used to obtain a good signal-to-noise ratio. The derivative of the shadow profile cast by the knife edge was evaluated numerically and the FWHM of the resulting profile used to quantitatively determine beam divergence in units of recoil velocity.

C. Fluorescence polarization measurement

Images for polarization analyzer settings parallel \( I_1(\alpha = 0^\circ) \) and perpendicular \( I_2(\alpha = 90^\circ) \) with respect to the transverse cooling beam at each laser cooling condition were recorded on camera 1 (150 ms exposure). These fluorescence images were then used to determine the line polarization.

Sample images acquired for the two polarizer alignments are shown in Fig. 8 for transverse cooling laser intensity \( I = 16.8 \text{ mW cm}^{-2} (10 I_{\text{sat}}) \) and detuning \( \Delta = -\Gamma \). The two fluorescence images exhibit quite different features as expected, arising from the dipole radiation pattern of the excited p state orbital electron decaying to the spherically symmetric s ground state orbital. Greater fluorescence intensity is seen for polarization perpendicular (\( \alpha = 90^\circ \)) to the quantization axis defined by the transverse laser cooling beam (z axis). A dark central region is observed for parallel polarization (\( \alpha = 0^\circ \)). Atoms in \( \sigma^+ \) fields are excited to high \( m_F \) states with toroidal electron density distributions. These have small dipole moments along the z direction and thus low emission of light polarized along z. Cold atoms are channeled into \( \sigma^\pm \) regions, and thus atoms at the center, which have small transverse momentum, have low emission of light polarized parallel to \( \alpha = 0^\circ \).

A 2D line polarization image is included in Fig. 8, with a profile taken along the center of the atom beam. Two trends are apparent from these results. First, atoms initially exhibit a very weak line polarization upon entering the cooling region, with polarization developing as the atoms traverse the region and are transversely cooled. Second, atoms in the center of the atom beam display the strongest polarizations at all points along the entire length of the interaction region. Both of these trends are consistent with the expected dependence of line polarization upon the spatial confinement of atoms within polarization channels of the field. Localization of atoms into these potential wells is expected to increase as the atoms propagate further into the cooling region and thus exhibit a greater degree of line polarization. Additionally, the component of atoms initially located in the central region of the atom beam will already be well collimated before application of laser cooling. These atoms will immediately have transverse velocities below the capture velocity of polarization gradient cooling and be rapidly cooled and channeled. Atoms with larger initial transverse velocity will be found at the outer edges of the atom beam. They must first undergo Doppler cooling before they can be channeled into regions of constant polarization where optical pumping can approach steady-state alignment. Thus the line polarization at the edges of the atomic beam is initially not as strong.

The minimum line polarization achieved, \( P_L = -0.65 \), is an indication of the degree of confinement within the \( \sigma^\pm \) potential channels. The line polarization rapidly approaches zero as the atoms emerge from the transverse cooling beams and are no longer channeled by the shallow potential wells.

D. Comparison of different methods

Altering the cooling laser intensity and detuning will affect the efficacy of the Sisyphus cooling. We can quantify these alterations in terms of the average light shift parameter [6],

\[
U_\alpha = \frac{\hbar \Delta}{2} \ln \left(1 + \frac{4\Omega^2}{\Gamma^2 + 4\Delta^2}\right),
\]

(23)

where \( \Omega \) is the Rabi frequency of the cooling lasers. We can therefore compare the line polarization and knife-edge measurement values as \( U_\alpha \) is varied to see how well they correlate with the transverse temperature of the atom beam. These values are shown in Fig. 9 for a range of light shifts.

For the knife-edge measurements, low intensities and large detunings were found to have the greatest effect in reducing atomic beam divergence, as expected because the velocity capture range for Doppler cooling is proportional to |\( \Delta \)|. Atoms with small transverse velocities will still be cooled at low detunings and remain in the center of the beam, while those with higher transverse velocities will not be cooled substantially. Large detunings also result in slower Doppler cooling [Eq. (14)] and faster Sisyphus cooling [Eq. (17)]. Line polarization measurements (Fig. 9) show similar behavior, with a linear relationship between \( P_L \) and \( U_\alpha \) observed at low detuning, and saturation to \( P_L = -0.67 \) when \( \Delta \geq \Gamma \).
FIG. 9. (Color online) Knife-edge FWHM velocity spread measurements and minimum line polarization measurements as a function of light shift $U_\nu$ normalized to the recoil energy $E_r$, for a range of cooling laser detunings $\Delta$.

VI. DISCUSSION

The experimental results show that the line polarization is correlated with the temperature of the atomic beam, and therefore fluorescence polarization imaging can be a useful tool for monitoring the cooling process. This was seen first as a function of propagation through the cooling regime (Fig. 8) and then as a function of average light shift parameter (Fig. 9) for $\Delta = -\Gamma/2$.

The line polarization $P_L$ appears to saturate with increasing light shift $U_\nu$, for larger values of detuning $|\Delta|$ and remains above the expected minima of $P_L = -0.89$ for confinement within $\pm \lambda/15$. To investigate further, the cooling conditions were improved for larger detunings, by reducing the laser line widths and expanding the beams to extend the interaction region. With these improvements we found the sensitivity of the fluorescence polarization imaging method improved, with a new minimum value of $P_L = -0.74$ (Fig. 10). The divergence measurements indicate that atomic transverse velocities still greatly exceed the recoil velocity, and, therefore, further cooling is required to achieve localization to within $\lambda/15$ and the optimum $P_L = -0.89$.

The dependence of $P_L$ along $y$, the atomic propagation direction, shows that cooling is much less rapid than predicted by the theory developed in Sec. IV B. The slower cooling is at least in part due to the Gaussian intensity profiles of the cooling lasers, but also the simplifying assumptions of linear distribution of Eq. (18).

A full quantum Monte Carlo model [29–31] of the cooling process allowed more detailed investigation of the position and time dependence of $P_L$. Results of the QMC simulation, described in detail in Appendix A and plotted in Fig. 10, show significantly improved agreement with the experimental results compared to the semiclassical approach of Fig. 6. As mentioned earlier, the simple semiclassical model is based on an average over steady-state conditions and neglects interruptions to the optical pumping process due to the fluctuating polarization as atoms traverse the external polarization gradient field.

VII. CONCLUSIONS

Fluorescence polarization imaging provides a new approach to investigating cooling and localization in polarization gradient fields. We have shown how the external field affects the internal atomic state, how cooling and localization of the atoms within defined regions of the polarization gradient field affect the external field experienced by the atoms, and how the fluorescence is affected by the internal atomic state and the external field. Experimental results (Fig. 9) show that the line polarization is correlated to the temperature and confinement of atoms undergoing Sisyphus cooling. This compact diagnostic technique, verified with quantum Monte Carlo simulations, can be used to optimize the cooling and collimation of atomic beams with two-dimensional imaging and without the added complexity of extra optical fields.
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APPENDIX A: GENERALIZED OPTICAL BLOCH EQUATIONS

The atom-light interaction may be described in terms of the Hamiltonian in the dressed-state picture, given by

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{rad}} + \hat{H}_{\text{int}},$$

where $\hat{H}_0$ is the field-free, time-independent atomic Hamiltonian with eigenvalues $E_n$, $\hat{H}_{\text{rad}}$ is the Hamiltonian of the light field, and $\hat{H}_{\text{int}}$ is the atom-field interaction which causes transitions as well as light shifts.
In the Heisenberg picture, if we assume no explicit time dependence and neglect effects on the external field, the evolution of $\rho$ is given by [32]

$$\dot{\rho} = -\frac{i}{\hbar} [\rho, \hat{H}] = -\frac{i}{\hbar} [\rho, \hat{H}_0] - \frac{i}{\hbar} [\rho, \hat{D} \cdot \hat{E}(t), \rho] - \hat{\Gamma} \{\rho\}, \quad (A2)$$

where $\hat{E}(t)$ is the time-varying electric field connecting the two levels of the atom and $\hat{\Gamma}$ is an operator describing the radiative relaxation.

Applying the rotating wave approximation to Eq. (A2) results in a set of simplified equations describing the time evolution of the ground and excited state populations, and the off-diagonal coherences, in the presence of spontaneous emission. In the case of a two-level atom, these are known as the optical Bloch equations (OBES). Generalizing to the case of the $^{85}\text{Rb}$ system (Fig. 3) requires a $36 \times 36$ density matrix, and each of the $36^2 = 1296$ elements evolves according to the appropriate OBE. Exploiting the Hermitian property of the density matrix $\rho_{ij} = \rho_{ji}^*$ reduces the problem to 666 independent differential equations. Optical pumping calculations are typically performed for a light field of known circular or linear polarization. For these cases, the relevant dipole selection rules result in a further reduction in complexity that does not occur for arbitrary elliptically polarized light fields. For the elliptical field characterized by angle $\phi$ in Eq. (8), we write the following generalized optical Bloch equations (GOBEs).

**Ground state populations ($1 \leq g \leq 5$):**

$$\dot{\rho}_{gg} = \frac{1}{\tau} \sum_{q=-1}^{+1} \sum_{e=6}^{13} (c^q_{eg})^2 \rho_{ee}$$

**Ground state populations ($6 \leq g \leq 12$):**

$$\dot{\rho}_{gg} = -\sum_{e=13}^{36} \left[ \Omega_{eg}^{-1} (\cos \phi - \sin \phi) - \Omega_{eg}^{+1} (\cos \phi + \sin \phi) \right] \text{Im}\{\rho_{eg}\} + \frac{1}{\tau} \sum_{q=-1}^{+1} \sum_{e=6}^{13} (c^q_{eg})^2 \rho_{ee}$$

**Excited state populations ($13 \leq e \leq 36$):**

$$\dot{\rho}_{ee} = \sum_{g=6}^{12} \left[ \Omega_{eg}^{-1} (\cos \phi - \sin \phi) - \Omega_{eg}^{+1} (\cos \phi + \sin \phi) \right] \text{Im}\{\rho_{eg}\} - \frac{1}{\tau} \rho_{ee}$$

**Coherence elements:**

$$\dot{\rho}_{eg} = -i \Delta_{eg} \rho_{eg} + i \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ee}$$

$$\dot{\rho}_{eg} = -\frac{i}{2} \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{eg} - \frac{1}{2\tau} \rho_{eg}$$

$$\dot{\rho}_{ee} = -i \Delta_{ee} \rho_{ee} + i \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{eg}$$

$$\dot{\rho}_{ee} = -\frac{i}{2} \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ee} - \frac{1}{2\tau} (\rho_{ee} + \rho_{ee})$$

$$\dot{\rho}_{ge} = -i \Delta_{ge} \rho_{ge} + i \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ge}$$

$$\dot{\rho}_{ge} = -\frac{i}{2} \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ge}$$

$$\dot{\rho}_{ee} = -i \Delta_{ee} \rho_{ee} + i \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ee}$$

$$= -\frac{i}{2} \sum_{g=6}^{12} \left[ \Omega_{eg}^{+1} (\cos \phi + \sin \phi) - \Omega_{eg}^{-1} (\cos \phi - \sin \phi) \right] \rho_{ee} + \sum_{e,e'=13}^{36} \sum_{q=-1}^{+1} \left[ \Omega_{eg}^{+q} \Omega_{e'g}^{q} \delta(\omega_e - \omega_{e'} + \omega_q) \rho_{ee'} + \Omega_{eg}^{q} \Omega_{e'g}^{+q} \delta(\omega_e - \omega_{e'} + \omega_q) \rho_{ee'} \right].$$

We have separated the elements into four blocks: matrices $\rho_{eg}$ and $\rho_{ee}$ are submatrices for the ground and excited states, and off-diagonal blocks $\rho_{eg}$ and $\rho_{ee}$ describe the optical coherences. $\tau$ is the radiative lifetime of the $S^2P_{3/2}$ state ($\tau = 1/\Gamma = 25.8\text{ ns}$). $\delta$ is the Dirac delta function. The terms $\Delta_{eg} = \omega_e - \omega_g - \omega_0$ describe the detuning of a given transition from the applied cooling laser at frequency $\omega_0$. The nature of the $gg'$ and $ee'$ coherence terms is visualized by the...
example transitions depicted in Fig. 3, which involve multiple
transitions linking two $m_F$ sublevels within one ground or
excited hyperfine level. $\rho$ is normalized such that $\text{Tr} \{\rho\} = 1$.

A further simplification can be made by assuming the
$F = 2$ hyperfine ground states will not be excited by radiation
tuned to the $F = 3 \leftrightarrow F = 4$ transition. Atoms spontaneously
decaying into the $F = 2$ ground state may therefore be
neglected in the optical pumping simulation as they will
play no further role. This is not the case in experiments
where these atoms are transferred back to the $F = 3$ states
with a repumping laser. The impact of repumping on the
relative population distributions for steady-state optical pump-
ing, however, will be negligible, as are the density matrix
relative population distributions for steady-state optical pump-
ing, however, will be negligible, as are the density matrix

APPENDIX B: QUANTUM MONTE CARLO SIMULATIONS

For the quantum Monte Carlo (QMC) simulations we begin
with an atom source defined by a circular aperture of radius
$R = 0.5$ mm at a longitudinal position of $y_0 = -205$ mm, and
the beam is collimated by a rectangular slit (1 mm $\times$ 3 mm).

at $y = 0$ (see Fig. 11). The interaction region extends from
$y = 0$ to 20 mm. The coordinates at the source are $(X, Z)$ and
in the interaction region are $(x, z)$. The transverse velocities
are $(v_x, v_z)$.

The QMC simulations calculate the rate of emission
$\mathcal{R}_{0.90}(v_x, \tau_i)$ in the two orthogonal polarization directions
($\alpha = 0, 90'$) for an atom that has started at $y = 0$ with
initial transverse velocity $v_i$ and has since spent a time $\tau_i$
in the interaction region. The experimental intensity profiles
$I_{0.90}(y, z)$ are then given by

$$I_{0.90}(y, z) \propto \iint dv_x dv_z w(v_x, z, y, v_z) F(\tau_i) \mathcal{R}_{0.90}(v_x, \tau_i).$$

where $w$ is a weighting function accounting for the circular
source and rectangular collimation apertures, time $\tau_i = y/v_x$, and
$F(\tau_i)$ is the distribution of interaction times due to the
Maxwellian distribution of longitudinal atomic velocities (see
Sec. V B). The quantity $\mathcal{R}_{0.90}(v_x, \tau_i)$ is the fluorescence rate for
an atom that has started at $y = 0$ with initial transverse velocity $v_i$ and has since spent a time $\tau_i$ in the interaction region, for each of the two orthogonal polarization directions
($\alpha = 0, 90'$). The fluorescence rate is calculated as $\text{Tr} \{F \rho \}$
which corresponds to the right-hand side of Eq. (2), with $F$
the fluorescence operator defined in Eq. (3). The density matrix
$\rho$ follows from the wave function describing the internal and
external degrees of freedom of an atom, which is evolved
according to the quantum Monte Carlo method described
in Refs. [30,33]. The result for $\mathcal{R}$ is averaged over many
individual quantum trajectories. The detector integrates along
$x$ and hence the weighting function $w$ includes summation of
contributions along $x, X, x$, and $v_i$. Since the interaction length
is small compared to the distance from the source to the slit,
the transverse velocity is already small, and we can assume
straight-line motion in the interaction region.

To evaluate Eq. (A1), 12 separate simulations were summed
for equally spaced interaction times, chosen to cover 85% of
the integral over the distribution $F(\tau_i)$. For each time step $\tau_i$, we consider $N_j = NF(\tau_i)$ atoms, where $\sum_j N_j = 1000$, $j = 1, 12$. The $N_j$ atoms are uniformly distributed over the range of transverse velocities $v_x(W + R)/(−y_0) > v_x > v_x(−W - R)/(−y_0)$, where $v_x = Y/\tau_i$, $Y = 20$ mm interaction length
and $W = 0.5$ mm is the slit half-width.