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Abstract—The increasing number of decentralized renewable energy sources together with the grow in overall electricity consumption introduce many new challenges related to dimensioning of grid assets and supply-demand balancing. Approximately 40% of the total energy consumption is used to cover the needs of commercial and office buildings. To improve the design of the energy infrastructure and the efficient deployment of resources, new paradigms have to be thought up. Such new paradigms need automated methods to dynamically predict the energy consumption in buildings. At the same time these methods should be easily expandable to higher levels of aggregation such as neighbourhoods and the power distribution grid. Predicting energy consumption for a building is complex due to many influencing factors, such as weather conditions, performance and settings of heating and cooling systems, and the number of people present. In this paper, we investigate a newly developed stochastic model for time series prediction of energy consumption, namely the Conditional Restricted Boltzmann Machine (CRBM), and evaluate its performance in the context of building automation systems. The assessment is made on a real dataset consisting of 7 weeks of hourly resolution electricity consumption collected from a Dutch office building. The results showed that for the energy prediction problem solved here, CRBMs outperform Artificial Neural Networks (ANNs), and Hidden Markov Models (HMMs).
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I. INTRODUCTION

Commercial and industrial buildings represent a tremendous amount of the global energy used. A future energy ecosystem is emerging, that connects green buildings with a smart power grid to optimize energy flows between them. This requires prediction of energy consumption in a wide range of time horizons. It is important to predict not only aggregated but to go deep into the individual building level so distributed generation resources can be deployed based on the local forecast. Decomposition of demand forecasting helps analyze energy consumption patterns and identify the prime targets for energy conservation. Moreover, prediction of temporal energy consumption enables building managers to plan out the energy usage over time, shift energy usage to off-peak periods, and make more effective energy purchase plans.

The complexity of building energy behavior and the uncertainty of the influencing factors, such as more fluctuations in demand, make energy prediction a hard problem. These fluctuations are given by weather conditions, the building construction and thermal properties of the physical materials used, the occupants and their behavior, sub-level systems components lighting or HVAC (Heating, Ventilating, and Air-Conditioning). Many approaches have been proposed aiming at accurate and robust prediction of the energy consumption. In general, they can be divided into two types. The first type of models is based on physical principles to calculate thermal dynamics and energy behavior at the building level. Some of them include models of space systems, natural ventilation, air conditioning system, passive solar, photovoltaic systems, financial issue, occupants behavior, climate environment, and so on. Overall, the numerous approaches depend on the type of building and the number of parameter used. The second type is based on statistical methods. These methods are used to predict building energy consumption by correlating energy consumption with influencing variables such as weather and energy cost. Interested readers are referred to [1] and [2] for a more comprehensive discussion of the application of building energy systems, and more recently reviews [3] and [4]. Moreover, to shape the evolution of future buildings systems there are also some hybrid approaches which combine some of the above models to optimize predictive performance, such as [5]–[8]. Actually, the most widely used machine learning methods for energy prediction are Artificial Neural Networks (ANNs) [9] [10] and Support Vector Machines [11]. Hidden Markov Model (HMM) [12] is other popular stochastic model for time series analyses. This model show good results in different fields, from bio-informatics to stock market and it was not so much investigated in the context of building energy prediction [13].

This paper focuses especially on stochastic methods for energy prediction, by the characterization of load profiles on measured data. Due to the fact that energy consumption can be seen as a time series problem, this paper investigates Conditional Restricted Boltzmann Machine (CRBM) [14], a recent introduced stochastic machine learning method which was used successfully until now to model high non-linear time series (e.g. human motion style, structured output prediction) [15] [16]. Up to our knowledge, this method has never been used in the context of building energy forecasting. The method is compared with the widely used ANNs and HMMs for energy prediction.

The content of this paper is organized as follows. Section II presents the mathematical formalism of the energy prediction problem. Section III describes the formulation and derivation of the mathematical models proposed. In Section IV
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Fig. 1. The general architecture of the models used in this paper to predict the energy consumption: a) Artificial Neural Networks b) Conditional Restricted Boltzmann Machines, and c) Hidden Markov Models. In both types of neural networks u is the conditional history layer (input), h is the hidden layer and v is the visible layer (output).

Experimental validation of the methods is shown. Finally, in Section IV, conclusions are drawn and recommendations for future research are given.

II. PROBLEM DEFINITION

The overall technical area of the efficient and effective use of electricity in support of the power systems and customers needs to cover all activities by focusing on advanced end-use efficiency and effective electricity utilization [17], [18]. Modeling and predicting energy consumption in the building can provide valuable information to enable Demand Response or Demand Side Management programs. A simple daily building profile can solve problems that occur frequently, such as load shifting, valley filling or peak clipping. Moreover, these results are used in strategies that encourage the use of electricity more efficiently. Predicting the energy consumption is equivalent to minimizing the distance between the real and estimated values.

More formally, let define the following: \( i \in \mathbb{N}_t \) represents the index of energy consumption data instances, \( t \in \mathbb{N}_T \) denotes time and \( \chi \subset \mathbb{R}^d \) represents a d-dimensional feature space.

**Given** a data set \( \mathcal{D}_{\text{Energy}} = \{ \mathbf{U}^{(i)}, \mathbf{V}^{(i)} \}_{i=1}^{T} \), where \( \mathbf{U}^{(i)} \subset \mathbb{R}^{d \times (t-N:t-1)} \) is a d-dimensional input sequence where \( t - N : t - 1 \) represents a temporal window, \( \mathbf{V}^{(i)} \subset \mathbb{R}^d \) is a multidimensional output vector over the space of real-valued outputs, **determine** \( p(\mathbf{V}|\mathbf{U};\Theta) \), with \( \mathbf{V} \subset l \times \mathbb{R}^d \) and \( \mathbf{U} \subset l \times \mathbb{R}^d \) representing the concatenation of all inputs and outputs respectively, and \( \Theta \) represents the model parameter, such that:

\[
\text{Distance} \left( p_{\text{model}}(\mathbf{V}|\mathbf{U};\Theta) \bigg| \bigg| p_{\text{empirical}}(\mathbf{V}|\mathbf{U}) \right)
\]

is minimised. In essence, we aim at solving energy consumption prediction. In the next section, the background knowledge useful to the reader to understand the remaining of the paper is presented.

III. PROPOSED SOLUTION

In this section are described the three methods used in Section IV for energy prediction. Firstly, ANNs and HMMs are briefly introduced. Then, in the last part of this section the mathematical model of Conditional Restricted Boltzmann Machine is discussed in details.

A. Artificial Neural Networks

Nowadays, Artificial Neural Networks (ANNs) [19] is one of the most widely used solution for energy prediction problem [9] [10]. The general design of ANN is inspired by the model of a human brain. Overall, an ANN is composed by neurons\(^1\), grouped in layers and the connection between them. In our specific case, as depicted in Fig. 1.a the ANN has three layers. More exactly, the \( u \) layer represents the inputs, which encode the last values of the energy consumption, the \( v \) layer which contains the output neurons, and the \( h \) layer which has hidden neurons to learn the characteristics of the time series. The connections between neurons are unidirectional, so that the model is able to compute the output values \( v \) from the inputs \( u \) by feeding information through the network.

B. Hidden Markov models

Baum et al. [12] introduced the mathematical formalism for HMMs to handle sequential data. HMM is investigate in order to extend time-series regression models by the addition of a discrete hidden state variable, which allows changing the parameters of the regression models when the state variable changes its value. The generative HMM [20] used to model our data is depicted in Fig. 1.c. This model consists of a discrete-time and a discrete-state Markov chain, with hidden states (latent variable) \( h_t \in \{1, ..., K\} \). Each latent variable is the representation of a specific combination of \( \{\text{hour}, \text{day}\} \). On this construction is added an observation model \( p(\mathbf{v}_t|h_t) \). The joint distribution has the form:

\[
p(\mathbf{v}_{1:T}|\mathbf{h}_{1:T}) = p(\mathbf{h}_{1:T})p(\mathbf{v}_{1:T}|\mathbf{h}_{1:T})
\]

\[
= p(h_1) \prod_{t=1}^{T} P(h_t|h_{t-1}) \prod_{t=1}^{T} p(v_t|h_t)
\]

The energy consumption values are continuous and we consider the observation model to be a conditional Gaussian:

\[
p(\mathbf{v}_T|h_T = k, \theta) = N(\mathbf{v}_T|\mu_k, \sigma_k)
\]

\(^1\)Please note that the neurons can be binary or real values
To predict the future energy values, one has to start from a certain state of the HMM and generate a sequence of following states together with their associated observations drawn from their corresponding probability distribution. To learn the probabilities distribution in the HMM the Baum-Welch algorithm [21] can be used.

C. Conditional Restricted Boltzmann Machines

Conditional Restricted Boltzmann Machines (CRBM) [16] are an extension over Restricted Boltzmann Machines [22] used to model time series data and human activities [15]. Restricted Boltzmann Machines have been applied in different machine learning fields including, multi-class classification [23], collaborative filtering [14], among others. They are energy-based models for unsupervised learning. These models are probabilistic, with stochastic nodes and layers, which make them less vulnerable to local minima [15]. Further, due to their multiple layers and their neural configurations, Restricted Boltzmann Machines possess excellent generalisation capabilities [24]. Formally, a Restricted Boltzmann Machine consists of visible and hidden binary layers. The visible layer represents the input data, while the hidden increases the learning capacity by enlarging the class of distributions that can be represented to an arbitrary complexity [15]. In CRBMs models [16] the Restricted Boltzmann Machines model are extended by including a conditional history layer. The general architecture of this model is depicted in Fig. 1b and the total energy function $E$ is calculated considering all possible interactions between neurons and weights/biases, such as

$$E(v, h, u, W) = - v^T W^{vh} h - v^T b^v - u^T W^{uv} v - u^T W^{uh} h - h^T b^h$$

where for each variable a brief explanation is given in Table I. It is worth mentioning that in comparison with ANNs, the weights in CRBMs can be bidirectional. More exactly, $W^{vh}$ is bidirectional. The other weights matrices $W^{uv}$ and $W^{uh}$ are unidirectional.

1) Inference in CRBM: In CRBMs probabilistic inference means determining two conditional distributions. The first is the probability of the hidden layer conditioned on all the other layers, i.e. $p(h|v, u)$, while the second is the probability of the present layer conditioned on the others, such as $p(v|h, u)$. Since there are no connections between the neurons in the same layer, inference can be done in parallel for each unit type, leading to:

$$p(h = 1|u, v) = \text{sig}(u^T W^{uh} + v^T W^{vh} + b^h)$$

where $\text{sig}(x) = 1 / (1 + \exp(-x))$, and

$$p(v|h, u) = N(W^{uv} u + W^{vh} h + b^v, \sigma^2)$$

where for convenience $\sigma$ is chosen to be 1. Probability of the hidden neurons is given by a sigmoidal function evaluated on the total input to each hidden unit and probability of the visible neurons is given by a Gaussian distribution over the total input to each visible unit.

2) Learning for CRBM using Contrastive Divergence: Parameters are fitted by maximizing the likelihood function. In order to maximize the likelihood of the model, the gradients of the energy function with respect to the weights have to be calculated. Because of the difficulty of computing the derivative of the log-likelihood gradients, Hinton proposed an approximation method called Contrastive Divergence (CD) [25]. In maximum likelihood, the learning phase actually minimizes the Kullback-Leibler (KL) measure between the input data distribution and the approximate model. In CD learning follows the gradient of:

$$CD_n = D_{KL}(p_0(x)||p_\infty(x)) - D_{KL}(p_n(x)||p_\infty(x))$$

where, $p_n(.)$ is the distribution of a Markov chain running for $n$ steps. The update rules for each of the weights matrices and biases can be computed by deriving the energy function with respect to each of these variables (i.e., the visible weights). Formally, this can be written as:

$$\frac{\partial E(v, h, u)}{\partial W^{vh}} = -uv^T$$

$$\frac{\partial E(v, h, u)}{\partial W^{uv}} = -uv^T$$

The update equation for the biases of each of the layers, are:

$$\frac{\partial E(v, h, u)}{\partial b^v} = -v$$

$$\frac{\partial E(v, h, u)}{\partial b^h} = -h$$

Since the visible units are conditionally independent given the hidden units and vice versa, learning can be performed using one step Gibbs sampling, which is carried in two half-steps: (1) update all the hidden units, and (2) update all the visible units. Thus, in $CD_n$ the weight updates are done as follows:

$$W^{vh}_{\tau+1} = W^{vh}_\tau + \alpha (\langle uh^T \rangle_{data} - \langle uh^T \rangle_{recon})$$

$$W^{uv}_{\tau+1} = W^{uv}_\tau + \alpha (\langle uv^T \rangle_{data} - \langle uv^T \rangle_{recon})$$

$$W^{vh}_{\tau+1} = W^{vh}_\tau + \alpha (\langle vh^T \rangle_{data} - \langle vh^T \rangle_{recon})$$

3Please note that the total energy function of CRBM should not be confused with the total energy consumption for building.
and the biases updates are:
\[
\begin{align*}
\mathbf{b}_{(\tau+1)}^v &= \mathbf{b}_{\tau}^v + \alpha \left( \langle \mathbf{y}_{\text{data}} \rangle - \langle \mathbf{y}_{\text{recon}} \rangle \right) \\
\mathbf{b}_{(\tau+1)}^b &= \mathbf{b}_{\tau}^b + \alpha \left( \langle \mathbf{h}_{\text{data}} \rangle - \langle \mathbf{h}_{\text{recon}} \rangle \right)
\end{align*}
\]
where \( \tau \) is the iteration and \( \alpha \) is the learning rate.

### IV. Experiments & Results

To achieve the goal of energy prediction the ANNs, HMMs and CRBM models are evaluated and compared using a set of measured data. In this set the collected data highlights the evolution in time of the total energy consumption and light energy consumption in the case of a Dutch office building with tree floors and an average number of 35 working persons. This dataset contains 2352 values, collected hourly, over seven weeks. Some general characteristics based on the gathered data, are detailed in Fig. 2 and Table II. In all experiments the aggregated data was separated into the training and test datasets. More exactly the first six weeks were used in the learning phase and the seventh week was used to evaluate the performance of the three methods.

#### A. Implementation details

We implemented the ANN using the neural network toolbox\(^3\) in Matlab and the default settings (i.e. the number of hidden neurons were set to 10 and 1 output neuron). To learn the parameters of the ANN (i.e. the weights between neurons and biases) the network training function was Levenberg-Marquardt optimization algorithm [26]. We used two ANN models in the experiment: the first one was the non-linear autoregressive model with one time series as input (NAR) (i.e. the last week of the energy consumption), and the second one was the non-linear autoregressive model with two time series as input (NARX) (i.e. the last week of the energy consumption plus their corresponding \{day, hour\} states).

The HMM was implemented in Matlab. To predict the energy consumption for one week, we generated a sequence of 168 states starting from the first hour of the week. With probability one we jumped to the next values. For each state in the sequence we have drawn a sample from the observation distribution which represents the energy consumption for that state.

We implemented the CRBM in Matlab from scratch using the mathematical details described in Section III. The number of hidden neurons was set to 10, the number of output neurons was set to 1, and the learning rate was \(10^{-4}\). The multi-step prediction of the energy consumption was realized recursively by moving the actual predicted value to the inputs and using it to predict another value in the output layer for an arbitrary number of steps (i.e. 168 steps which represent the numbers of hours in a week).

#### B. Prediction of energy consumption for lighting

Predicting of the energy consumption to illuminate an office building is directly influenced by human behavior along with many other factors. All of these factors lead to a non-linear time-series. The three models that we proposed to estimate and learn the behavior of this series show very good results. In order to characterize as equidistant as possible the accuracy of the models used to predict energy consumption we calculated two metrics. Firstly, the prediction accuracy is the ability of a metric to predict with minimum average error and can be evaluated by the root mean square error (RMSE) as follows:

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (v_i - \hat{v}_i)^2}
\]

\(^3\)http://www.mathworks.nl/products/neural-network/
where $N$ represents the total number of data points. Secondly, the correlation coefficient ($R$) indicating the degree of linear dependence between the real value and the predicted value is defined by:

$$R(u,v) = \frac{\text{E}[(u - \mu_u)(v - \mu_v)]}{\sigma_u \sigma_v}$$

where $\text{E}$ is the expected value operator with standard deviations $\sigma_u$ and $\sigma_v$. Table III summarizes all the results obtained with ANN-NAR, ANN-NARX, HMM and CRBM to estimate the energy consumption for lighting using these two metrics. Fig. 3, 4, 5, 6 show the detailed prediction results for each method for one week. We can easily observe that CRBM outperforms all the other methods, but now in the case of total energy consumption prediction the CRBM prediction error is much smaller than the prediction error for the second best model ANN-NARX.

### Table III

<table>
<thead>
<tr>
<th>Model</th>
<th>Lighting consumption RMSE</th>
<th>Total energy consumption RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN (NAR)</td>
<td>2.24</td>
<td>7.76</td>
</tr>
<tr>
<td>ANN (NARX)</td>
<td>1.22</td>
<td>2.52</td>
</tr>
<tr>
<td>HMM</td>
<td>1.23</td>
<td>2.55</td>
</tr>
<tr>
<td>CRBM</td>
<td>1.11</td>
<td>1.76</td>
</tr>
</tbody>
</table>

### C. Prediction of total energy consumption in buildings

Predicting the total energy consumption in a building office is even a more difficult problem than the energy consumption for light due to the extra factors which can influence it, such as: weather conditions, HVAC, physical characteristics of the building and so on. In Table III and in Fig. 7, 8, 9, 10 the detailed results are presented for all methods. As in the previous case, CRBM outperforms all the other methods, but now in the case of total energy consumption prediction the CRBM prediction error is much smaller than the prediction error for the second best model ANN-NARX.

It is worth mentioning that also in the respect of computational time, CRBM has a slightly small advantage over ANN models. Also HMM is the fastest methods from all with an acceptable error value. However, for this dataset the training time for all methods was of the order of few seconds.

### V. Conclusion

This paper presented three statistical methods to forecast the energy consumption in an office building over a one week horizon with hourly resolution. Notably, it proposed the use of Conditional Restricted Boltzmann Machines for energy prediction in buildings. The analysis performed showed that
CRBM is a powerful probabilistic method which outperformed the state-of-the-art prediction methods such as Artificial Neural Networks and Hidden Markov Models. Although versatile and successful, these machines come with their own challenges, similar to ANNs. The choice of parameters, such as the number of hidden units and the learning rate must be done carefully. All methods presented showed fast training times, in the order of a few seconds, and are therefore suitable for on-line applications in future building automation systems. As future work, we believe that by adding extra information to the prediction models, such as outside temperature, we can increase the overall accuracy achieved so far.
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