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A modeling approach for dispersive mixing in a high pressure homogenizer
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HIGHLIGHTS

- The pressure drop and the number of passes were examined in a homogenizer.
- Population balances combined with CFD were used to model the droplet sizes.
- Four compartments were defined around the high speed jet.
- One set of parameters was found covering all hydrodynamic conditions.
- The model predictions have improved by 65% compared to a single compartment model.
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ABSTRACT

High pressure homogenization is at the heart of many emulsification processes in the food, personal care and pharmaceutical industry. The droplet size distribution is an important property for product quality and is aimed to be controlled in the process. Therefore a population balance model was built in order to predict the droplet size distribution subject to various hydrodynamic conditions found in a high pressure homogenizer. The hydrodynamics were simulated using Computational Fluid Dynamics and the turbulence was modeled with a RANS $k$-$\varepsilon$ model. The high energy zone in the high pressure homogenizer was divided into four compartments. The compartments had to be small enough to secure nearly homogeneous turbulent dissipation rates but large enough to hold a population of droplets. A population balance equation describing breakage and coalescence of oil droplets in turbulent flow was solved for every compartment. One set of parameters was found which could describe the development of the droplet size distribution in the high pressure homogenizer with varying pressure drop. An improvement of 65% was found compared to the same model containing just one compartment. The compartment approach may provide an alternative to direct coupling of CFD and population balances.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Many emulsified consumer products contain micron or even submicron sized droplets, for example mayonnaise, cream liquors, margarine and lotions. The droplet size is important for many product properties like appearance, stability (McClements and Chanamai, 2002), rheology (Luckham and Michael, 1999; Scheffold et al., 2013) and controlled release of substances (McClements and Yan, 2010). It is therefore of interest to control the droplet size during the production process. A typical production process consists of two steps: in the first step oil and water phases are mixed, possibly with other ingredients, forming a coarse emulsion; then, in the second step the droplet size of the dispersed phase is further reduced to a desired value. High pressure homogenization valves are often applied in the second step where they are able to generate submicron droplet sizes (Karbstein and Schubert, 1995; Schultz et al., 2004). A high pressure homogenizer consists of a pump and a homogenizing nozzle (Schuchmann and Schubert, 2001). The coarse emulsion is entering from the bottom along the main axis. The emulsion hits a solid impact head and spreads out through the narrow gap in the radial direction (Fig. 1). This type of homogenizing valve is
commonly referred to as a radial diffuser (Phipps, 1975; Schultz et al., 2004).

Although high pressure homogenizers are already utilized in industry for over a century, they remain a topic for scientific study. In the last decade, many researchers have tried to simulate the emulsification process inside the homogenizer valve, each using a different approach. For example, population balance equations (PBE) were developed to track the change of the droplet size distribution inside a homogenizer (Håkansson et al., 2009; Maindarkar et al., 2012; Raikar et al., 2009, 2010, 2011). The PBE models described the breakage and coalescence of droplets and the adsorption of emulsifier molecules (Håkansson et al., 2013b; Maindarkar et al., 2013). The advantage of using this approach is that the complete droplet size distribution could be retained. One drawback is that often 4–6 parameters are necessary to obtain a proper fit of the experimental data. These approaches are mainly based on the average energy dissipation over the valve. This means that no homogenizer geometry characteristics could be included and the fit parameters are equipment dependent and even pressure dependent for the same equipment (Maindarkar et al., 2012; Raikar et al., 2011). To allow predictions of the droplet size distribution it is necessary to have a single set of parameters describing the change in the droplet size distribution experiencing different pressures for one type of equipment and even for various geometries this would be desirable.

Improvements can be made when more hydrodynamic features are incorporated. This could be achieved with tools like Computational Fluid Dynamics (CFD), where locally, inside the apparatus, shear rates and turbulent energy dissipation rates can be calculated. Many studies have focused on the flow patterns inside high pressure homogenizers, and predicted average stable droplet sizes from CFD-simulations (Casoli et al., 2010; Floury et al., 2004a, 2004b; Steiner et al., 2006). Some laboratories compared the CFD simulations with Particle Image Velocimetry (PIV) measurements (Blonski et al., 2007; Håkansson et al., 2013a; Innings and Trägårdh, 2007). It remains practically impossible to measure the velocity field inside real homogenizers because of the tiny geometry and high velocities. Therefore scaled model homogenizers were fabricated (Blonski et al., 2007; Innings and Trägårdh, 2007).

The main conclusions from comparing simulations to measurements of the scaled homogenizer were that the Reynolds Averaged Navier Stokes (RANS) k–ɛ models are able to describe the flow in the turbulent region qualitatively (Håkansson et al., 2012). Solving PBEs and CFD simulations take up a lot of computing power. Integration of the two techniques requires even more computing power. Advancing towards more detailed modeling of emulsification processes has resulted in a number of publications focusing on the coupling between the two techniques (Agterof et al., 2003; Becker et al., 2013; Drumm et al., 2009; Fathi Roudsari et al., 2012). To limit the calculation times, the moments of the particle size distribution were linked to CFD simulations for droplet size predictions (Agterof et al., 2003). The Direct Quadrature Method of Moments (DQ MOM) solution of the population balance equation was implemented in CFD codes without increasing the computational costs too much (Drumm et al., 2009; Silva et al., 2008). Current versions of Fluent ANSYS are now equipped with DQ MOM and QMOM and up to eight moments of the particle size distribution can be calculated. Algorithms have been developed to reconstruct any particle size distribution based on a finite number of moments (de Souza et al., 2010; John et al., 2007). Using these advanced algorithms in combination with CFD–QMOM could allow us to model the droplet size distribution for different hydrodynamic conditions. The accuracy of such an approach is yet to be investigated and the computational effort is expected to be high. Also, fully discretized PBEs coupled to CFD have been reported for emulsification systems (Becker et al., 2013; Fathi Roudsari et al., 2012). Fathi Roudsari et al. (2012) have been looking at the cumulative droplet size distribution for different hydrodynamic conditions in a stirred tank, i.e. the impeller speed was varied. Becker et al. (2013) have looked into a coupled PBE–CFD modeling framework for a high pressure homogenizer which runs only at a constant pressure drop. For systems where the geometry is confined to a space comparable to the droplet size it is physically not realistic to solve a balance for the whole population of droplets. Then one has to define compartments which are physically large enough to contain a population of droplets but small enough to ensure a low variation in the turbulent energy dissipation. This approach has been used in the past for stirred tanks, where the tank has been divided up into two (Alexopoulos et al., 2002; Almeida-Rivera and Bongers, 2010) or 11 (Alpaeus et al., 1999) zones based on the distribution of energy dissipation rates. The compartment approach has not yet been encountered in the literature for emulsification in high pressure homogenization valves under varying hydrodynamic conditions.

The aim of the work described in this paper was to construct a compartment model of a high pressure homogenizer, which enables predictions of droplet size distributions without the need to fit all the experiments separately. The experiments were performed with varying hydrodynamic conditions. The hydrodynamic conditions in the valve changed when the pressure drop was varied. To be predictive, the model should work outside the experimentally verified ranges. Therefore one set of parameters is needed to describe the evolution of the droplet size distribution over the whole pressure range of the apparatus. To accomplish this, a population balance model was built describing breakage and coalescence of oil droplets in an aqueous dispersion. A lot of models have been suggested in the past to describe the breakage and coalescence of droplets and bubbles; see for example the review papers of Liao and Lucas (2009, 2010). There are models available which do not include experimentally tunable parameters. The breakage rate model from Luo and Svendsen (1996) has been tested for a radial diffuser type homogenizer, these results were not satisfying (see Becker et al., 2013). Instead the breakage and coalescence functions from Coulaloglou and Tavlarides (1977) were used. They form the backbone of most breakage and coalescence models for turbulent flow (Liao and Lucas, 2009, 2010). The free parameters in the breakage and coalescence functions were optimized so that the modeled size distributions matched the experimentally obtained droplet size distributions. The experiments were carried out by changing the pressure drop for a single emulsion formulation. Four different compartments were defined inside the device to account for the large turbulent inhomogeneities. The compartments sizes were based on the jet length. The jet length was approximated with an algebraic model based on a free shear flow assumption, see Section 3. The average energy dissipation rates in the compartments were

![Fig. 1. The geometry of the high pressure homogenizer.](Image)
estimated with a $k-\varepsilon$ turbulent model. Then the energy dissipation rates were fed to the breakage and coalescence kernels of the population balance model. The performance of a four compartment model was compared to that of a single compartment model and a two compartment model.

2. Experimental methods

To generate a pre-emulsion for homogenization, 1 wt% of Pluronic F68 emulsifying agent (Sigma Aldrich) was dissolved in Nanopure deionized water. Subsequently 10 wt% of sunflower oil was slowly added while stirring with a Silverson LST mixer. The Silverson mixer was equipped with a General Purpose Disintegrating Head and a Standard Emulsor Screen. The mixture was stirred for 5 min at 6000 rpm, the resulting d32 and dv99 were 15 and 54 μm, respectively. The droplet size distributions of all samples were measured with a static light scattering device (Malvern Mastersizer 2000). The viscosities of the sunflower oil and the Pluronic F68 solution were 50 and 1.3 mPa·s, respectively. They were measured with a rotational shear rheometer (2000EX, TA Instruments) at a constant temperature of 25 °C. The equilibrium surface tension was carefully determined by Maindarkar et al. (2013) for a vegetable oil in water emulsion stabilized by Pluronic F68. At 25 °C and with a Pluronic concentration of 1.3 mol/m³ the surface tension is 17 mN/m.

For homogenization a lab scale Niro Soavi high pressure homogenizer was used (type: Panda NS1001L). It was operated with a reciprocating multi-plunger pump. The homogenizer had a constant throughput of 13 l/h. A manual valve controlled the pressure drop. The pressure was varied between 200 and 800 bar. The pressure remained constant within ±20 and −20 bar of the target pressure. The coarse emulsion was passed several times through the high pressure homogenizer. The reproducibility of the experiments was checked by repeating the homogenization experiments at 200 and 800 bar (Fig. 2a and b). The differences in the measured droplet size distributions were quantified using an objective function ($\Psi$), see Eq. (28) and also Maindarkar et al. (2012) and Raikar et al. (2009). In the optimization of the free parameters the modeled droplet size distributions are therefore converged when $\Psi \leq 0.006$. All experiments were performed with the same coarse emulsion.

3. Compartment sizing

In a previous contribution it was already shown that for this type of homogenizer breakup is likely to happen in the jet leaving the narrow restriction (Dubbeldoer et al., 2013). This was found for other similar types of homogenizers as well (Innings and Trägårdh, 2007). Therefore the compartments need to be defined in the jet area. The height of the compartments is restricted by the valve impact and passage heads. Only the length of the compartments in the radial direction must be estimated and this is based on the jet length. The jet is spreading in a radial direction and is expected to die out sooner than, for example, a planar jet for which algebraic equations are readily available in most textbooks. Algebraic equations for the planar and round jets are surprisingly accurate when compared to experiments. The flows in planar and round jets are the so-called free shear flows, where there is no influence of solid boundaries above or below the jet. Then it appears that the momentum in the jet is conserved and the spreading rate is constant. In fact, the spreading angle of the jet for both geometries was found to be around 12°. When the jet was assumed to be of the free-shear-flow type the radial spreading of the jet can be described by

$$\pi_{fl} = \left(1 + \varepsilon \left(\frac{r^2}{r_0^2} - 1\right)\right)^{-1/2}$$

In which $a_0$ is the average center line jet speed, $U_0$ is the center line jet speed at $r_0$, $\delta_0$ is the jet width at $r_0$, $\alpha$ is the entrainment coefficient and $r_0$ is the point where the jet becomes self-similar. Because planar and round jets both have an entrainment coefficient of 0.42 the same entrainment coefficient was assumed for the radial jet. The distance the jet spreads in the radial direction can now be estimated with Eq. (1). The starting jet width is taken equal to the spatial distance between the passage and impact

![Fig. 2](image-url)  
Fig. 2. The inlet (gray line), outlet (black line) and repeated outlet (black dashed line) droplet size distributions measured with a static light scattering device; left, after 1 pass at 200 bar with $\Psi=0.0057$ and right, after 1 pass at 800 bar with $\Psi=0.0060$.

![Fig. 3](image-url)  
Fig. 3. The region between the impact and passage head directly after the gap with the 4 compartments, the boundaries between the compartments are designated as a, b and c.
head. These gap heights were estimated by Dubbelboer et al. (2013). For a decay of 90%, with \( r_0 \) is 2.5 mm and \( \delta_0 \) is 0.0016 mm, the jet reaches to 2.9 mm in the radial direction. The single compartment model has a compartment which reaches from \( r_0 \) to \( r \). A two compartment model was made which contained two compartments divided equally over the distance \( r-r_0 \). Likewise the four compartment model has four compartments divided equally over the distance \( r-r_0 \), see Fig. 3. The resulting compartment volumes and residence times of the four compartments are given in Table 1. The residence time in a compartment should be sufficient for droplet breakup to occur. This will be checked by analyzing the time scales for turbulence and droplet deformation in Section 5.

The compartments are placed in series where the outlet of compartment one was the inlet for compartment two and so forth. A population balance was solved for every compartment. The first requirement for the application of the PBE method is that the control volume must be large enough to contain a population of particles. There are no clear criteria available, but here the number of particles in compartment one becomes \( \phi V_1/(\pi d_{1/2}^3/6) \sim 10^6 \), which is believed to be sufficiently large for the use of population balance methods in this tiny geometry. Now that the compartments are defined the hydrodynamic forces inside the compartments must be determined. The hydrodynamic pressure for example is responsible for droplet fragmentation and is related to the energy dissipation. The turbulent energy dissipation in each compartment was estimated using the infamous \( k-\varepsilon \) model.

### 4. Computational Fluid Dynamics

High velocity jets have turbulent characteristics; therefore a turbulence modeling approach has to be adopted. The first assumption made was the single phase approximation. It was assumed that the dispersed oil droplets move with the same speed as the continuous phase. Therefore the emulsion was modeled as a quasi single phase with an average density and an average Newtonian viscosity. Then, the ensemble averaged velocity field of the turbulent jet was simulated using the Reynolds Averaged Navier Stokes (RANS) equation. In principle this time averaged equation is time independent. Hence the steady state RANS equation for incompressible and isothermal flow reads

\[
\rho \overline{\mathbf{u}} \cdot \nabla \overline{\mathbf{u}} = - \frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \tau_{ij} + \tau_0^{ij} \right] \quad (2)
\]

The over-bar represents an averaged quantity, the apostrophe the fluctuation from the average and the bold faced symbols represent vectors. Further, \( \rho \) is the fluid density, \( u \) is the fluid velocity, \( P \) is the pressure, \( x \) is the spatial coordinate, \( \tau_{ij} \) are the stresses acting on the fluid and \( \tau_0^{ij} \) are the Reynolds stresses. The Reynolds averaged continuity equation gives

\[
\nabla \cdot \overline{\mathbf{u}} = 0 \quad (3)
\]

The RANS equations with the Reynolds averaged continuity equation leave six degrees of freedom, the so-called Reynolds stresses.

\[
\tau_{ij} = \rho \left( \overline{u_i^2} \overline{u_j} + \overline{u_i} \overline{u_j^2} - \frac{2}{3} \overline{u_i} \overline{u_j} \right) \quad (4)
\]

A method is needed to close the set of equations. Single-point closure models are relatively easy to implement and widely used in engineering. The Boussinesq hypothesis relates the Reynolds stresses to the mean strain rates via

\[
- \tau_{ij} = 2\nu \delta_{ij} - \frac{2}{3} \nu \overline{\varepsilon} \quad (5)
\]

where \( \delta_{ij} \) is the Kronecker delta, \( S_{ij} \) is the rate of strain tensor, \( k \) is the kinetic turbulent energy and \( \nu \) is the eddy viscosity. Now the problem is shifted to finding the eddy viscosity at each point in the flow. In the \( k-\varepsilon \) model the eddy viscosity scales as follows:

\[
\nu = C_{\nu} \frac{k^2}{\varepsilon} \quad (6)
\]

In which \( \varepsilon \) is the turbulent energy dissipation and \( C_{\nu} \) is a dimensionless constant. The transport equation for turbulent kinetic energy reads

\[
\overline{\mathbf{u}} \cdot \nabla k = \left( \nu \frac{\partial k}{\partial x_i} \right) \Delta k + \left( \tau_0^{ij} / \rho \right) \overline{S_{ij}} - \overline{\varepsilon} \quad (7)
\]

And for turbulent energy dissipation

\[
\overline{\mathbf{u}} \cdot \nabla \varepsilon = \left( \nu \frac{\partial \varepsilon}{\partial x_i} \right) \Delta \varepsilon + C_1 \frac{\varepsilon}{K} \overline{\tau_0^{ij} / \rho} - C_2 \frac{\varepsilon^2}{k} \quad (8)
\]

In which \( \nu \) is the kinematic viscosity of the liquid. In the transport equations for \( k \) and \( \varepsilon \) appear the following dimensionless parameters: \( \sigma_k, \sigma_\varepsilon, C_1 \) and \( C_2 \). The set of equations described here form a closed and solvable set of equations. The derivation of all equations can be found in any textbook (see e.g. Davidson, 2006, Chapter 4). In the \( k-\varepsilon \) models, there are only two parameters which characterize the turbulence. It is a simple model neglecting many details of the turbulent flow. Because the interest lies in the average energy dissipation inside a relatively large compartment there is no need to resolve the finer turbulence characteristics of the flow.

The \( k-\varepsilon \) model is the most frequently used engineering model of turbulence. It has proven to be reliable for simple shear flows but fails in complex configurations, high anisotropic turbulence and close to solid surfaces (Davidson, 2006, Chapter 4). There are many variations of the \( k-\varepsilon \) model with each having their own limitations which are well documented nowadays. The standard \( k-\varepsilon \) model and two of its more refined extensions (termed Realizable and RNG \( k-\varepsilon \) models) were experimentally validated for a scaled high pressure homogenizer using 2D Particle Image Velocimetry (PIV) (see Håkansson et al., 2011, 2012). The refined \( k-\varepsilon \) models give better estimates for the turbulent kinetic energy inside the narrow restriction. In the jet region the RNG model gives a slightly better prediction of the production of turbulent kinetic energy than its Realizable counterpart but is not well described by either model.

The RNG \( k-\varepsilon \) model was derived using a statistical technique called Re-Normalization Group theory. The RNG approach derived the transport equations for \( k \) and \( \varepsilon \) in a slightly different manner. The result is a different expression for the generation of turbulent kinetic energy from the mean velocity gradients. The transport equation for turbulent energy dissipation obtains the following additional parameters:

\[
C_2 = C_{\nu} \varepsilon_s^2 \left( 1 - s / S_0 \right) \frac{1 + \beta b s}{1 + \beta b s^2} \quad (9)
\]

### Table 1

<table>
<thead>
<tr>
<th>Compartment</th>
<th>( V/m^3 )</th>
<th>( t_{res}/s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.9E -12</td>
<td>2.4E -06</td>
</tr>
<tr>
<td>2</td>
<td>2.6E -11</td>
<td>7.1E -06</td>
</tr>
<tr>
<td>3</td>
<td>4.4E -11</td>
<td>1.2E -05</td>
</tr>
<tr>
<td>4</td>
<td>6.3E -11</td>
<td>1.7E -05</td>
</tr>
</tbody>
</table>

In which, \( S_0 \) is the additional parameters: \( \sigma_k, \sigma_\varepsilon, C_1 \) and \( C_2 \). The set of equations described here form a closed and solvable set of equations. The derivation of all equations can be found in any textbook (see e.g. Davidson, 2006, Chapter 4). In the \( k-\varepsilon \) models, there are only two parameters which characterize the turbulence. It is a simple model neglecting many details of the turbulent flow. Because the interest lies in the average energy dissipation inside a relatively large compartment there is no need to resolve the finer turbulence characteristics of the flow.
with
\[ s = \sqrt{2\nu S} \frac{K}{E} \]  

(10)

Effectively this means that in areas of large strain (\( s > s_0 \)) there is less dissipation of \( \varepsilon \), a reduction of \( k \) and overall lower estimates of the eddy viscosity. Moreover, all constants are derived analytically with the RNG procedure, with the exception of \( \beta \) which needs to be fitted from experiment. The value of \( \beta = 0.012 \) has been found in the past and was taken as such. For the rest of the constants: \( C_f = 0.0845, \sigma_s = 0.7194, \sigma_v = 0.7194, C_1 = 1.42, C_2 = 1.68 \) and \( S_0 = 4.38 \). The RNG \( k-\varepsilon \) model is standard implemented in most CFD software packages with these default values.

4.1. Boundary conditions and numerical methods

The boundary conditions for the RANS equation at the homogenizer inlet was the velocity determined from the flow rate and at the outlet the gauge pressure was set to zero. At the walls the no-slip condition was applied. The velocity pressure coupling was solved numerically with the SIMPLE scheme and second order upwind discretization was used for all transport equations. The turbulence modeling close to the walls needs some special attention. At the inlet the flow is not turbulent; hence the kinetic turbulent energy and the turbulent energy dissipation were set to zero at the inlet. The turbulence modeling close to the walls needs some special attention and will be dealt with in the next section.

4.2. Modeling close to the wall and grid building

The remaining problem is the behavior of the \( k-\varepsilon \) model close to the solid boundaries. Near wall behavior of \( k-\varepsilon \) models is well known to give erroneous results (see e.g. Durbin and Pettersson-Reif, 2001, Chapter 6). Approaching the solid boundaries the viscous stresses outpace the inertial stresses. The fluid layer close to the wall where the viscous stresses cannot be neglected anymore is called the logarithmic layer. Therefore the \( k-\varepsilon \) equations are usually abandoned in the logarithmic layer. Instead, so-called wall functions for the production and dissipation of \( k \) are implemented. The boundary conditions for the \( k-\varepsilon \) model are then imposed on top of the logarithmic layer; however, in practice the boundary conditions are applied to the first grid point adjacent to the wall. Then, it is a necessary requirement for the first grid point to be located at the logarithmic layer. The first grid point must be located at a dimensionless normal distance to the wall of \( y^+ \sim 15 \) (ANSYS® Fluent, 2011, 14.0, help system, 4.13, ANSYS, Inc.). The distance normal to the wall is made dimensionless as follows:

\[ y^+ = \frac{\tau_w/y}{\nu} \]  

(11)

In which \( \tau_w \) is the stress at the wall and \( y \) is the actual distance normal to the wall. Wall functions will give inaccurate results for a grid with \( y^+ < 15 \). In that situation a two layer zonal model will be more appropriate. In the two layer zonal model the momentum and turbulent kinetic energy equations are retained for both zones, since the turbulent kinetic energy is zero at the walls because of the no-slip condition. Only the \( \varepsilon \) transport equation is replaced by a mixing length transport equation in the zone adjacent to the wall, making this model also suitable for separating flows (recirculation) (Chen and Patel, 1988). In Fig. 4 two types of wall treatment are analyzed at the edges of the four compartments perpendicular to the flow.

The viscosity dominated region close to the walls should be relatively large because of the moderate Reynolds numbers. The Reynolds number in the channel and at the start of the jet, based on the channel height, is \( \sim 200 \). At these moderate Reynolds numbers no turbulence is generally expected for plane channel flow. Also at low Reynolds numbers the \( y^+ \) values remain fairly small for a coarse grid. In the high pressure homogenizer the most energy dissipation is expected to be in the center of the turbulent jet, which is observed with the two-layer zonal model, see Fig. 3. The standard wall function model over predicts the turbulent energy dissipation in close proximity of the boundary even at \( y^+ = 14 \). It appears that the two-layer zonal model gives the most physically reasonable results for the energy dissipation close to the walls.

From the discussion above the grid appears to be coarse for \( y^+ < 15 \), and then it follows that the two-layer zonal model is the preferred model. From a practical point of view a grid with a low resolution is preferred. Convergence of finer meshes was checked with respect to mass conservation and the quantity of interest: the average energy dissipation inside the compartments. Three meshes were constructed with a low, medium and high resolution. The three grids are compared in Table 2. A second-order upwind discretization scheme was used for the transport equations of momentum, turbulent kinetic energy \( (k) \) and turbulent dissipation rate \( (\varepsilon) \).

The difference between the mass flow rate at the in- and outlet was well below 1% for all meshes. The turbulent energy dissipation converged only for the meshes with a medium and high resolution. This difference in the integrated energy dissipation over the compartment volumes between the finer meshes was \( \sim 5\% \).

**Fig. 4.** The modeled turbulent energy dissipation at the edges of the compartments perpendicular to the flow; on the left the wall function model on the right the two-layer zonal model for \( y^+ = 14 \): (●): boundary a, (+): boundary b and (★): boundary c (see Fig. 3 for the boundaries).
For that reason the grid with the medium mesh resolution was selected to best fit the needs of this research.

4.3. CFD results

A Computational Fluid Dynamics (CFD) simulation was performed to estimate the local turbulent energy dissipation rates. The results of the CFD simulation are discussed here. The streamlines visualize the direction in which the emulsion travels through the homogenizer valve (Fig. 1). The emulsion flows around the impact head and leaves at the top. A vortex is formed in the corner of the passage head and the impact ring. The active part of the jet did not reach the vortex. No significant differences in the flow profiles were observed when changing the position of the valve to modify the pressure drop, results not shown.

The turbulent energy dissipation, which was correlated to droplet breakup, is displayed for the different parts of the homogenizer in a contour plot (Fig. 5). The largest energy dissipation was found directly after the narrow restriction. It was here where the droplet breakup was anticipated. The average and maximum of the turbulent energy dissipation are given in Table 3. The spread in the energy dissipation was also the highest in the first compartment (Table 3). In compartment 1 the average energy dissipation increases with increasing pressure drop. For the other three compartments, however, the average energy dissipation was slightly decreasing with pressure drop (Fig. 6). For now it is not certain whether this is caused by the CFD or this is actual physics.

5. Time scale analysis

In this section the time scales for several physical processes involving emulsification are discussed and compared to the residence times of the compartments which were defined in Section 3. The residence time \( t_{res} \) should be sufficiently long to deform the droplets. The droplets are deformed by eddies of the same size. Therefore the eddy life time \( t_{eddy} \) should be of the same order as the deformation time or longer i.e. \( t_{res} \geq t_{eddy} \geq t_{def} \). The residence time was compared to the time scales for droplet deformation and the eddy life time for a droplet of 10 μm in diameter (Table 3). Estimations for both times scales are given by Eqs. (12) and (13) (Walstra, 1993).

\[
\frac{t_{def}}{\varepsilon} \approx \frac{\eta_d}{5 \rho_c \varepsilon d^3} \quad \text{(12)}
\]

where \( \eta_d \) is the dynamic viscosity of the dispersed phase, \( \rho_c \) is the continuous phase density, \( \varepsilon \) is the average energy dissipation (W kg\(^{-1}\)) and \( d \) is the droplet diameter. The eddy life time is based on an eddy with the same size as the mother droplet:

\[
\frac{t_{eddy}}{\varepsilon} \approx \frac{d^{2/3}}{\varepsilon} \quad \text{(13)}
\]

Both time scales were calculated using the average energy dissipation in each compartment. The residence time in the four compartments was enough for eddies to appear and to disappear. The eddy life time in each compartment was sufficient to deform a droplet of 10 μm in diameter. It should be noted that a 10 μm diameter droplet

<table>
<thead>
<tr>
<th>Compartment</th>
<th>( \varepsilon )(\text{avg}/\text{W kg}^{-1})</th>
<th>( \varepsilon_{\text{max}} )(\text{W kg}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.6E+10</td>
<td>3.3E+11</td>
</tr>
<tr>
<td>2</td>
<td>4.4E+07</td>
<td>2.9E+08</td>
</tr>
<tr>
<td>3</td>
<td>3.2E+06</td>
<td>1.1E+07</td>
</tr>
<tr>
<td>4</td>
<td>6.6E+05</td>
<td>1.6E+06</td>
</tr>
</tbody>
</table>

Fig. 5. The contours of the logarithm of the turbulent energy dissipation, the region directly after the narrow restriction is magnified and the four compartments can be seen.
droplet entered compartment 1 already in a deformed state, because the slit height is smaller than 1.6 μm for all experiments. This means that a large portion of the droplets passed through the slit as an elongated and/or flattened slug of oil.

Coalescence, on the other hand, is expected for droplets with surfactant depleted surfaces. Initially the droplet surfaces are completely covered with surfactant, because the surfactant was added in excess. In the compartments droplets are deformed and broken up and new interface is created allowing surfactant molecules to adsorb from the bulk. When the newly formed interface is completely covered the coalescence efficiency will drop to zero. Therefore, the surfactant adsorption time scale gives a good indication for where inside the homogenizer coalescence can be expected. The adsorption time scale for surfactant molecules in a turbulent flow, given by Walstra (1993), is presented here

\[ t_{ads} \sim \frac{10f_4 \eta^{1/2}}{dm_c \varepsilon^{1/2}} \]  

(14)

In which \( f \) is the surface coverage, \( m_c \) is the critical micelle concentration, and the energy dissipation is given per unit of volume. The number of particle encounters in an isotropic turbulent flow (Walstra, 1993)

\[ t_{enc} \sim \frac{d^{2/3}}{15 \phi \eta^{1/3}} \]  

(15)

In Eq. (15), \( \phi \) is the volume fraction of the dispersed phase. Because the average time a droplet enters another droplet is lower than the adsorption time, see Table 4, coalescence is expected inside the compartments. This result was already experimentally confirmed by the oil transfer experiments of Taisne et al. (1996) where recoalescence was observed in the homogenizer valve.

6. Population balance modeling

The experimentally observed droplet size distribution in the homogenizer product stream is the result of droplet fragmentation and recoalescence. Therefore the following dynamic population balance was used including fragmentation and coalescence rates:

\[
\frac{dn(v,t)}{dt} = -g(v,n(v,t)) + \int_v^{\infty} \beta (v,v') g(v',n(v',t)) dv' - n(v,t) \int_v^{\infty} C(v,v') n(v',t) dv' + \frac{1}{2} \int_0^v C(v-v',v') n(v-v',t) n(v',t) dv'
\]  

(16)

Here \( v \) is the volume of the daughter droplet and \( v' \) of the mother droplet, \( n \) is the number density at time \( t \), \( g \) is the breakage rate, \( C \) is the coalescence rate and \( \beta \) is the daughter droplet size distribution function. The population balance in Eq. (16) is an integro-differential equation and was solved by discretizing the size domain using the fixed pivot technique (Kumar and Ramkrishna, 1996). The total number of particles in size interval \( v_i \) to \( v_{i+1} \) per unit volume of emulsion, denoted \( N_i \), is then given by

\[ N_i(t) = \int_{v_i}^{v_{i+1}} n(v,t) dv \]  

(17)

The flow through the homogenizer valve was constant; therefore the PBE (Eq. (16)) was integrated over the mean residence time spend in each compartment, see Fig. 3. The local conditions varied per compartment influencing the breakage and coalescence rates. Therefore the population balance was solved for each compartment. Eq. (16) needs to be supplied with initial conditions. The initial condition for the PBE of compartment 1 was the size distribution of the pre-emulsion. The size distribution obtained at the end of compartment 1 formed the initial condition for compartment 2 and so on for all compartments. The size distribution obtained in compartment 4 was assumed to be equal to the size distribution measured at the outlet of the homogenizer. The use of the PBE formulated in Eq. (16) requires sub-models for the breakup and coalescence rates, the daughter droplet size distribution and the number of daughter drops. The choices for the sub-models used will be outlined and discussed in this section.

6.1. The breakage rate model

Since turbulence prevails in the jet, a breakage function based on turbulent eddies was used. In reality there is a cascade of eddies, where large swirls are decomposed into smaller and smaller swirls. There are two droplet breakup mechanisms defined for turbulent flow. One mechanism is dominant when the mother droplets are of the same size as the eddies, this mechanism is referred to as turbulent inertial breakup. The other mechanism is prevalent when the mother droplets are smaller than the eddies, which is known as turbulent viscous breakup. An estimate for the smallest eddy size, which is still able to cause droplet breakup by pressure fluctuations, is the Kolmogorov length scale \( l_k \) (Vankova et al., 2007). The Kolmogorov length scale is given here

\[ l_k = \frac{\eta^{3/4} \rho_c^{3/4} \varepsilon^{-1/4}}{10^{11} W \text{kg}^{-1}} \]  

(18)

where \( \eta \) and \( \rho_c \) are the viscosity and the density of the continuous phase respectively and \( \varepsilon \) is the average energy dissipation rate. It is important to distinguish between the two turbulent regimes since they each have a different effect on the droplet breakup and coalescence processes. Because the whole droplet size distribution is considered there will be droplets smaller than the Kolmogorov length scale, this can be seen by comparing the droplet size measurements in Fig. 2 with the calculated Kolmogorov length scales collected in Table 5. The question now arises whether these small droplets are likely to breakup inside eddies or not. The maximum stable droplet size in the turbulent viscous regime, denoted by \( d_{TV} \), can be estimated by comparing the Laplace pressure \((=4\sigma/d)\) of the droplet with the viscous stress inside the eddy

\[ d_{TV} \sim 4\eta^{1/2} \rho_c^{-1/2} \varepsilon^{-1/2} \]  

(19)

It appears that \( d_{TV} \) is larger than the Kolmogorov length scale when the average and maximum energy dissipation are considered in each compartment. This means that the small portion of droplets which are located inside eddies will not fragment because their Laplace pressure is too high. The effects of the turbulent viscous regime on droplet breakup become apparent at energy dissipation rates of \( > 10^{15} \text{W kg}^{-1} \) for the current emulsion formulation. Another option is to increase the viscosity of the continuous phase to \( > 3 \) times that of water (Vankova et al., 2007). Therefore only the turbulent inertial regime is considered for droplet breakup. The rate of droplet breakup in the turbulent inertial regime is given in Eq. (20) (Coulaloglou and Tavlarides,
1977):
\[
g(v) = K_1 v^{-2/3} \rho_d^{1/3} \exp \left( \frac{K_2 \sigma (1 + \phi)^2}{\rho_d v^{5/3} \eta^{2/3}} \right),
\]  
(20)

where \( K_1 \) and \( K_2 \) are adjustable dimensionless parameters, \( \sigma \) is the interfacial tension and \( \rho_d \) is dispersed phase density. Eq. (20) is a combination of the breakup frequency and the breakage probability (the exponential term). The breakage frequency is increasing for smaller droplets. The breakage probability is approximately equal to one for all droplet sizes larger than the maximum stable droplet size. The factor \( 1/(1 + \phi) \) accounts for damping of turbulence by the dispersed phase (Coulaloglou and Tavlarides, 1977).

6.2. The daughter droplet size distribution function

From single droplet experiments a lot can be learned about the breakup behavior of droplets with respect to the number of fragments and the sizes of the daughter droplets. Andersson and Andersson (2006) observed single droplet breakup with a high speed camera and concluded that equal sized breakup is the most probable. In this work the daughter droplet size distribution function was assumed to be a uniform probability function, meaning that the droplets obtained after a breakup event have the same size. The uniform daughter droplet size distribution function for multiple breakup was derived by (Hill and Ng, 1996)

\[
\beta(v, v') = \frac{p(p-1)}{2} \left(1 - \frac{v}{v'} \right)^{p-2},
\]  
(21)

where \( p \) is the number of daughter droplets. In turbulent flows viscous droplets were shown to stretch to long threads, up to 20 times the initial droplet diameter (Andersson and Andersson, 2006). The thread diameter then becomes \( \sim 0.18d \), based on the conservation of volume. The breakup of liquid viscous threads is caused by small disturbances present on the interface which grow and disintegrate the liquid cylinder because the interfacial tension tends to minimize the interfacial area between two phases. The fragment size depends on the viscosity ratio for liquid thread breakup. For the current formulation, the daughter droplet size becomes \( 3.2 \) times the thread diameter, using the analysis of Janssen and Meijer (1995), which results into five daughter droplets.

6.3. The coalescence rate model

The coalescence rate is modeled as the product of the collision frequency \( h(v, v') \) and the coalescence efficiency \( \Lambda(v, v') \), since not all collisions lead to coalescence, especially not when a surface active component is present. The coalescence rate reads

\[
C(v, v') = h(v, v') \Lambda(v, v')
\]  
(22)

Coulaloglou and Tavlarides (1977) proposed to use the kinetic theory of gasses to derive the turbulent random motion-induced collision frequency between droplets of size \( v \) and \( v' \), which is given here

\[
h(v, v') = K_3 \left( \frac{v^{1/3} + v^{2/3}}{1 + \phi} \right) \exp \left( -K_4 \frac{\eta \rho_d E}{\sigma v (1 + \phi)^{1/3} (v^{1/3} + v^{2/3})} \right).
\]  
(23)

In which \( K_3 \) is a dimensionless adjustable parameter and the factor \( 1/(1+\phi) \) accounts, likewise, for the damping of turbulence by the dispersed phase. Eq. (23) is often encountered in the literature to describe the collision frequency. Although more comprehensive models exist, for example which take the eddy size into account, the goal is not to make the modeling exercise too elaborate. More advanced models can be found in a recent review paper published by Liao and Lucas (2010).

The coalescence efficiency is based on the film drainage model, which is also one of the most frequently applied models for coalescence efficiency (Liao and Lucas, 2010). The efficiency is one when the contact time between droplets is greater than the film drainage time. The coalescence efficiency then reads

\[
\Lambda(v, v') = \exp \left( -\frac{t_{\text{drain}}}{t_{\text{contact}}} \right).
\]  
(24)

The drainage time is the time required for the liquid film to drain from between the droplets. For deformable particles with immobile interfaces, Coulaloglou and Tavlarides (1977) estimated the drainage time as

\[
t_{\text{drain}} \sim \frac{\eta \rho_d E^{2/3} (v + v')^{2/3}}{\sigma^2} \left( \frac{1}{h^2} \frac{1}{h_0^2} \frac{v^{1/3} v'^{1/3}}{v^{1/3} + v'^{1/3}} \right)^4
\]  
(25)

In which \( h \) and \( h_0 \) are the critical and initial film thickness; they are replaced by a fit parameter. The approximation of immobility of the film surface is applicable to systems with a high viscosity ratio and/or surfactant dissolved in the continuous phase (Chesters, 1991). Coulaloglou and Tavlarides (1977) estimated the contact time by a dimensional analysis by Levich (1962)

\[
t_{\text{contact}} \sim \frac{(v + v')^{2/3}}{\varepsilon^{1/3}}
\]  
(26)

The coalescence rate becomes

\[
C(v, v') = K_3 \left( \frac{v^{1/3} + v^{2/3}}{1 + \phi} \right) \exp \left( -K_4 \frac{\eta \rho_d E}{\sigma v (1 + \phi)^{1/3} (v^{1/3} + v^{2/3})} \right).
\]  
(27)

6.4. Parameter optimization

The free parameters (\( K_1 \) up to \( K_4 \)) can be obtained by comparing the model with the experimental results via a least squares optimization. Parameters \( K_{1-3} \) were expected to be of the order unity because of the derivation of the model equations. Parameter \( K_4 \), however, was anticipated to be a large number because the term with the film thickness (see Eq. (25)) was clustered together with the empirical constant, \( K_4 \). The parameters \( K_1 \) up to \( K_4 \) of the breakage and coalescence rates were found by minimizing the following objective function:

\[
\mathcal{Y} = \frac{\sum_i \left( \frac{n_{\text{exp},i} - \phi_i}{\phi_i} \right)^2}{\sum_i (n_{\text{exp},i})^2}
\]  
(28)

here \( M \) is the number of discrete size classes, \( n_{\text{exp}} \) is the measured volume fraction of droplets in size class \( j \) and \( \phi_i \) is the volume fraction of droplets in size class \( i \). The volume fraction of droplets in size class \( j \) was calculated from the discreet average number of droplets in size class \( j \), by using

\[
\phi_j = \frac{N_j}{n_{\text{exp}}}
\]  
(29)
The optimization problem appeared to be non-convex, for that reason the Genetic Algorithm (Matlab (MATLAB and Global Optimization Toolbox R (2013)), a global non-linear optimization algorithm, was used to find the adjustable parameter values corresponding to the lowest objective function value. Two datasets were used for the optimization of the parameters. The datasets were the size distributions obtained from the experiments at 200 and 800 bar after one pass through the homogenizer. The remaining datasets were used to test the performance of the model with the fitted parameters. In all cases the objective function in Eq. (28) was used to judge the quality of the model predictions versus the experimental observations.

7. Results and discussion

7.1. Prediction of droplet size distributions for single pass processing

The main objective of this work was to predict the droplet size distributions subject to various hydrodynamic conditions in a high pressure homogenizer. This means that one set of parameters should be able to describe the change in the droplet size distribution for a range of operating conditions. The predictions of the compartment model were compared to the measured droplet size distributions in Fig. 7 for four different pressures and one pass through the homogenizer valve. Considerable improvements were observed when comparing the model predictions of the first pass with the results of the work of Raikar et al. (2009, 2010, 2011) or Becker et al. (2013). Note that Maindarkar et al. (2012) obtained reasonable objective function values for the different pressures, but the fit parameters were recalculated for each pressure drop and two extra fit parameters were used.

The droplet size development through the compartments is shown in Fig. 8. In compartment 1 the largest size reduction occurred. In compartments 2, 3 and 4 the average droplet size appeared to increase. It has been argued that in the latter part of the active turbulent jet the effect of coalescence might be more important than the effect of breakage (Håkansson et al., 2009). It was assumed that the droplet size distribution leaving compartment 4 is equal to droplet size distribution leaving the homogenizer. Note that the droplet size distribution leaving the homogenizer was measured. Indeed, from the simulation results (Fig. 8) it can be observed that the average droplet size in compartment 4 is hardly affected by breakage and coalescence phenomena. It should be pointed out that the droplet sizes in between the compartments could not be verified experimentally. Only the Sauter mean diameter at the outlet of compartment four can be compared to experimental means, see Fig. 9. Looking at the average droplet sizes in Fig. 9, it appears that the model underestimated for 200 and 400 bar and overestimated for 600 and 800 bar.

7.2. Prediction of droplet size distributions for multi-pass processing

Experiments have shown to yield mono-modal droplet size distributions after multiple passes through the high pressure homogenizer.
homogenizer. In Fig. 10, the droplet size distributions after one, two and three passes for the four different pressures are displayed. In this simulation still the same set of parameters was used as for the single pass experiments in Figs. 7–9. The width of the distribution became narrower when the emulsion was passed several times through the homogenizer (Fig. 10). This was also experimentally observed for different types of homogenizers by Becker et al. (2013) and Maindarkar et al. (2013). The population balance model rendered mono-modal droplet size distributions after two passes, but no significant change was observed after the third pass.

The model performance was quantified by the objective function value given in Eq. (28). The performances of three models are given in Table 7. The four compartment model was compared to a model comprising one compartment and a model with two compartments. In the second column the objective function was summed over the different operating pressures for a single pass through the homogenizer. Increasing the number of compartments improved the model predictions. The model with two compartments improved the objective function value by 33% for one pass through the homogenizer. Only considering multiple passes the two-compartment model performed worse than the one-compartment model. Regarding all experiments, the four-compartment model performed 23% better than the one-compartment model.

7.3. Discussion on the fit parameters

The breakage and coalescence functions derived by Coulaloglou and Tavlarides (1977), i.e. Eqs. (20) and (27), are often used to model size distributions of bubbles or droplets for various types of equipment.

The breakage and coalescence equations contain free parameters so that the model is adjustable to many experimental observations. It is interesting to compare the parameters found by other authors who used the same model for breakage and coalescence, see Table 6. There are a lot of notable differences between the different types of mixers and even for the same type of mixer (high pressure homogenizer) the parameter values vary several orders of magnitude. It is, however, not possible to quantitatively compare the parameter values, because the end result also depends on the choice of binary or multiple breakup, number of fragments and daughter droplet size distribution function and to a minor extent on the discretization algorithm and number of size classes. Therefore only the breakage rates as a function of the mother droplet size are compared in Fig. 11.

The model from Raikar et al. (2010), for example, also included a droplet breakage rate for the turbulent viscous regime and excluded the coalescence rate. In the breakage rate for turbulent inertial breakup the damping of turbulent energy dissipation in the breakup frequency was neglected, nonetheless parameter $K_1$ is
The summed objective function ($\Psi$).

<table>
<thead>
<tr>
<th>Model</th>
<th>Single pass experiments</th>
<th>All experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Compartment</td>
<td>0.60</td>
<td>4.8</td>
</tr>
<tr>
<td>2 Compartment</td>
<td>0.40</td>
<td>5.1</td>
</tr>
<tr>
<td>4 Compartment</td>
<td>0.21</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Fig. 11. The breakage rates as a function of the droplet size from several authors; all breakage rate functions are based on the original Eq. (20).

Table 7
The obtained values for the fit parameters of the four compartment model in comparison with the work of other authors.

<table>
<thead>
<tr>
<th></th>
<th>High pressure homogenizers</th>
<th>Stirred vessel</th>
<th>Static mixer</th>
<th>Single droplet experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>1.47</td>
<td>1.81</td>
<td>2.62 x 10^-8</td>
<td>0.033</td>
</tr>
<tr>
<td>$K_2$</td>
<td>1.14</td>
<td>0.53</td>
<td>0.175</td>
<td>3.6</td>
</tr>
<tr>
<td>$K_3$</td>
<td>0.087</td>
<td>1.99</td>
<td>–</td>
<td>2.8</td>
</tr>
<tr>
<td>$K_4$/m^{-2}</td>
<td>20,420</td>
<td>101</td>
<td>–</td>
<td>1.83 x 10^5</td>
</tr>
</tbody>
</table>

Table 6

|                         | Droplets will experience only the hydrodynamic forces in their proximity and not the average inside a vessel or valve. In the experiments of Maass and Kraume (2012) single droplet breakup events were monitored and the breakage function (Eq. (20)) was fitted to their data. This approach offers most likely more general parameter values. Because the breakage rate function was fitted to single droplet breakup events, instead of fitting the PBE to the droplet size distribution obtained after a myriad of breakup events. For that reason the parameters of Maass and Kraume (2012) were tested in the population balance approach with the four compartments. The coalescence parameters $K_5$ and $K_6$ were retained from the earlier fit. The average droplet sizes were matching relatively well with objective function values of $\sum \Psi = 0.78$ for the first pass experiments and $\sum \Psi = 3.8$ for all experiments. But closer inspection of the size distribution showed bimodality and a wider spread of the droplet sizes. | |

8. Conclusions

The approach presented in this paper offered good predictions of the complete droplet size distribution under various hydrodynamic conditions without excessive computational times. A CFD simulation was executed first and four compartments were defined directly after the narrow restriction. The average energy dissipation was calculated for each compartment. The energy dissipation rates were included in the PBE model. The free parameters in the model were adjusted to obtain a good fit of the experimental data. The extensibility of the model was tested at various pressures for one pass and multiple passes through the high pressure homogenizer at constant pressure. All in all the parameter values obtained in this work predicted the size distribution well within the experimental range of the homogenizing apparatus but are expected to remain equipment dependent.

In order to have predictive control over the droplet size distribution in a homogenizing apparatus the hydrodynamic features are of importance. In most types of equipment there is no homogeneous energy dissipation. There are regions where the energy intensity is high, for example close to a stirrer or inside a jet. Then it is recommended to divide up the device in so-called compartments in order to minimize the inhomogeneity. It has been demonstrated here that the use of four compartments with each having its own average turbulent energy dissipation improved the model predictions by 65% compared to the single compartment model. Increasing the number of compartments will evidently lead to better results but a penalty must be paid because the optimization time increases. The compartment approach may provide an alternative to the direct coupling of population balances with Computational Fluid Dynamics. The compartment approach is computationally less expensive than direct coupling; moreover, direct coupling is physically questionable for geometries where the droplet size is equal or bigger than the confined geometry.

Nomenclature

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>PBE</td>
<td>population balance equations</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Image Velocimetry</td>
</tr>
<tr>
<td>QMOM</td>
<td>Quadrature Method of Moments</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds Averaged Navier Stokes</td>
</tr>
<tr>
<td>RNG</td>
<td>Re-Normalization Group</td>
</tr>
</tbody>
</table>

Abbreviations
Latin letters

- $C(v, v')$: coalescence rate $m^2 s^{-1}$
- $d$: droplet diameter $m$
- $d_{32}$: Sauter mean diameter $m$
- $d_{99}$: cumulative diameter, $P(d \leq d_{99})=0.99/m$
- $g(l)$: breakage rate $s^{-1}$
- $h(v, v')$: collision frequency $m^3 s^{-1}$
- $k$: turbulent kinetic energy $J kg^{-1}$
- $K_{1,4}$: fit parameters
- $l_c$: Kolmogorov length scale $m$
- $M$: number of discreet size classes
- $m_c$: critical micelle concentration $mol^{-3}$
- $n_i(v, t)$: droplet volume fraction of size $v$ at time $t$
- $n$: number of size classes
- $p$: number of daughter droplets
- $r$: radial coordinate $m$
- $r_0$: point where jet becomes self-similar $m$
- $S$: strain rate $s^{-1}$
- $t$: time $s$
- $u$: fluid velocity $m s^{-1}$
- $u'$: fluid velocity fluctuation $m s^{-1}$
- $u_0$: jet center line velocity $m s^{-1}$
- $u_0$: jet speed where the jet becomes self-similar $m s^{-1}$
- $v$: mother droplet volume $m^3$
- $v'$: daughter droplet volume $m^3$
- $x$: spatial coordinates $m$
- $z$: axial coordinate $m$

Greek letters

- $\alpha$: entrainment coefficient
- $\beta(v, v')$: daughter droplet size distribution function
- $\Gamma$: surface coverage/mol $^{-2}$
- $\delta_0$: jet height where the jet becomes self-similar $m$
- $\delta_{Kd}$: Kromecker delta
- $\varepsilon$: turbulent energy dissipation rate $W kg^{-1}$
- $\eta$: dynamic viscosity $Pa s$
- $\kappa$: kinematic viscosity $m^2 s^{-1}$
- $\rho$: density $kg m^{-3}$
- $\tau_{ij}$: stresses $Pa$
- $\Theta$: Reynolds stresses $Pa$
- $\phi$: dispersed phase volume fraction
- $\sigma$: interfacial tension $N m^{-1}$
- $\Psi$: objective function value

Subscripts

- $c$: continuous phase
- $d$: dispersed phase
- $def$: deformation
- $f$: index for a size class
- $res$: residence
- $TV$: turbulent viscous
- $v$: volume based
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