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SUMMARY

Patient-specific modeling requires model personalization, which can be achieved in an efficient manner by parameter fixing and parameter prioritization. An efficient variance-based method is using generalized polynomial chaos expansion (gPCE), but it has not been applied in the context of model personalization, nor has it ever been compared with standard variance-based methods for models with many parameters. In this work, we apply the gPCE method to a previously reported pulse wave propagation model and compare the conclusions for model personalization with that of a reference analysis performed with Saltelli’s efficient Monte Carlo method. We furthermore differentiate two approaches for obtaining the expansion coefficients: one based on spectral projection (gPCE-P) and one based on least squares regression (gPCE-R). It was found that in general the gPCE yields similar conclusions as the reference analysis but at much lower cost, as long as the polynomial metamodel does not contain unnecessary high order terms. Furthermore, the gPCE-R approach generally yielded better results than gPCE-P. The weak performance of the gPCE-P can be attributed to the assessment of the expansion coefficients using the Smolyak algorithm, which might be hampered by the high number of model parameters and/or by possible non-smoothness in the output space.

Copyright © 2014 John Wiley & Sons, Ltd.

Received 21 May 2014; Revised 11 September 2014; Accepted 29 October 2014

KEY WORDS: sensitivity analysis; model personalization; patient-specific modeling; polynomial chaos expansion; uncertainty quantification

1. INTRODUCTION

In cardiovascular research, computational modeling has extensively been used for different purposes. Computational models have given insights into physiological [1–5] and pathophysiological phenomena [6–9] and have had a significant contribution to the design and evaluation of medical devices [10–13]. In addition, they have been used to develop training simulators for medical interventions [14–16] and to determine hemodynamic parameters that were not directly measurable [17–19]. In the past decade, these models have even become so mature that researchers have started aiming for the application of these models to enhance clinical diagnosis [20, 21] and/or to support clinical decision-making during surgical planning by patient-specifically predicting the outcome of an intervention [22, 23].

However, the translation of mathematical models to the clinic, either for diagnosis or for supporting clinical decision-making, is a challenge. One of the major difficulties is assessing patient-specific
boundary and initial conditions as well as numerical values of the model parameters (i.e. model personalization). It is impossible to determine all model parameters patient-specifically because measurement modalities are not available for all model parameters and, moreover, because the burden on the patient should be minimized. In addition, the precision and accuracy of clinical measurements are hampered by large biological and day-to-day variations, and by measurement uncertainties. The resulting sparse and uncertain datasets will result in uncertainty in model predictions, which will increase even further when the complexity of the model (i.e. the number of model parameters) is made larger. A simplification of the model may on the other hand significantly increase the uncertainty in the prediction because the model can no longer capture the relevant physics and physiology. Therefore, a balance is needed between the uncertainty resulting from model input parameters and the uncertainty resulting from model assumptions (Figure 1). For this, it is essential to quantify the uncertainty in the output resulting from model input and to determine whether the complexity of the model is sufficient for the application of interest. The output uncertainty resulting from model input can be quantified by performing an uncertainty analysis. To be sure that the output uncertainty is as low as possible, it is important that the measurement protocol is designed such that the model parameters affecting the output the most are measured with the highest accuracy. A sensitivity analysis can be used for protocol design as it is able to determine which model parameters are most rewarding to measure more accurately (parameter prioritization) and which model parameters can be fixed based on population-averaged data from literature or databases (parameter fixing) [26]. A proper sensitivity analysis in the setting of parameter prioritization and fixing is therefore indispensable for model personalization in predictive modeling.

Variance-based global sensitivity analysis methods are currently considered to be the best practice with respect to parameter prioritization and fixing [26–28]. As opposed to many other sensitivity analysis methods, they are applicable to any model, regardless the model’s properties with respect to linearity, monotonicity, and/or additivity (a nonadditive model has interactions between model parameters). Moreover, the method is able to apportion each fraction of the output uncertainty (variance) to the direct effects of single input parameters (main sensitivity indices) or to the combined effects of multiple \((k)\) model parameters (higher-order sensitivity indices) for a total of \(2^k-1\) sensitivity indices. To reduce computational cost, the higher-order effects are mostly considered by using the total sensitivity index introduced by Homma et al. [29], which is the sum of the main sensitivity index of a parameter and all the higher-order sensitivity indices in which this parameter is involved. The main sensitivity indices are useful for parameter prioritization, whereas the total sensitivity indices are used for parameter fixing [26, 27].

Several numerical approaches are available to estimate these variance-based sensitivity indices. These approaches require multiple model runs in a Monte Carlo simulation. The most straightforward method is the crude Monte Carlo method, which requires \(O(k \cdot 10^5)\) model runs, where \(k\) is the number of model parameters [26]. Saltelli et al. [30] introduced a method to estimate the indices using only \(O(k \cdot 10^3)\) model runs. For details on the computational costs of these methods, see Appendix B.

However, large computing resources are still required for models with many parameters, even when Saltelli’s method is applied. An alternative method is to construct a metamodel and to calculate the sensitivity indices of the metamodel. The (generalized) polynomial chaos expansion (gPCE)
method creates a metamodel by spanning the model output space with orthogonal polynomial basis functions that are dependent on the stochastic model input parameters [31–34]. The gPCE is an attractive metamodelling method for global variance-based sensitivity analysis because once the expansion coefficients are known it can be easily decomposed to find the sensitivity indices [32, 33].

To find the expansion coefficients, a spectral projection or regression approach can be used. The spectral projection approach determines the coefficients by projecting the output on the normalized basis functions by using inner products and exploiting the orthogonality of the basis functions. This projection requires integration over the input domain, which can be carried out efficiently by constructing a sparse grid on the input space using the Smolyak algorithm [35–38] and running the model for each sparse grid point. This approach can exhibit spectral convergence when the output depends smoothly on the input parameters [31, 32, 34]. Conversely, the regression method does not require integration and determines the expansion coefficients by finding a least square fit of the gPCE on the points in the output space. As a consequence, the regression approach is not dependent on the accuracy of any particular integration scheme.

The gPCE method using spectral projection and sparse grid integration can be much more efficient than the Monte Carlo method of Saltelli \(O\left(\frac{2^{k\ell}}{\pi^l}\right)\) model runs, with \(l\) as the sparse grid level) [31, 34]. This is also true for the regression approach when the same sparse grid samples are used. An additional advantage of the gPCE is that it automatically yields all \(2^k - 1\) sensitivity indices. Moreover, it provides insight into the dependencies of the output with respect to the input parameters (e.g. squared and third power) without the need to create scatter plots. These advantages advocate for the use of gPCE for model personalization. However, a major drawback of the gPCE is that the number of basis functions grows exponentially when the number of model parameters increases [32]. These functions need to be evaluated in the sample points, which can become a significant portion of the total computational cost. Moreover, the number of expansion functions also reflects the number of expansion coefficients to be calculated, and thus, the sparse grid level \(l\) may need to increase to accommodate this.

The identification of important model parameters and the quantification of model output uncertainties resulting from model input uncertainties are still in its infancy in the field of cardiovascular modeling, as evidenced by the limited available literature on this topic with respect to the extensive number of cardiovascular model applications. Consequently, the optimal approach for model personalization has not been found yet. Nevertheless, some studies did apply a global sensitivity and uncertainty analysis on cardiovascular models. Wenk et al. [39] applied the method of Saltelli to examine the effects of atherosclerotic plaque parameters on the maximum circumferential stress. However, they only considered three model parameters (i.e. cap thickness, position of the region of microcalcifications, and its volume fraction).

Xiu et al. [40] successfully applied gPCE on a one-dimensional pulse wave propagation model to assess the output velocity uncertainty resulting from the stiffness input parameters of the vessels included \((k = 37\) in total). However, they performed uncertainty analysis using gPCE but did not use gPCE in the context of parameter fixing and parameter prioritization. We have developed a pulse wave propagation model to support vascular access surgery planning [22] (Figure 2). This model was used for patient-specific selection of the optimal location for vascular access creation that is essential for hemodialysis treatment [41]. To personalize the model, we applied the variance-based sensitivity analysis for \(k = 73\) parameters using the Saltelli method to assess the important model parameters with respect to parameter prioritization and fixing [42, 43].

To our knowledge, the gPCE method has not yet been used in the setting of parameter prioritization and fixing (i.e. to personalize a predictive model). Moreover, in case of many model parameters \((k > 50)\), it was also not yet determined whether the gPCE method yields similar conclusions as the Saltelli method. Therefore, the aim of this study is to apply the gPCE method to our previously developed pulse wave propagation model and to examine whether this method results in the same conclusions with respect to model personalization (parameter fixing and prioritization) as the Saltelli method. In addition, we will investigate the influence of using the spectral projection or regression approach for assessing the gPCE coefficients. We selected this pulse wave propagation model because it has a high number of model parameters \((k = 73)\) and because it already proved its potential in clinical decision-making [22].
Figure 2. A brief overview of the model to which the sensitivity analysis is applied. Uncertain input parameters are described for each model element.

The article is outlined as follows. First, we will describe the mathematical basis of variance-based global sensitivity analysis and introduce the main and total sensitivity indices. It will be described how these indices can be used for model personalization. Second, we will describe the gPCE and how it can be used to derive the main and total sensitivity indices. Then we will describe the projection and the expansion approaches for finding the expansion coefficients. Third, we introduce the pulse wave propagation model to which the sensitivity analysis will be applied and explain how we will compare the conclusions for model personalization derived from gPCE to the conclusions derived from a reference analysis. Finally, the results of the gPCE method are compared with that of the Saltelli method and discussed, with particular emphasis on their conclusions with respect to parameter prioritization and fixing (model personalization).

2. VARIANCE-BASED SENSITIVITY ANALYSIS

In this section, we will explain the variance-based sensitivity analysis and how it can be used for model personalization. For formal notations and details, we refer to the available mathematical literature; for example, [26, 27, 44].

2.1. Variance-based sensitivity analysis

2.1.1. Mathematical description. Consider a model \( Y = f(X_1, \ldots, X_k) \) as a function of its stochastic model input parameters \( X_i, i = 1, \ldots, k \), which are defined on the domain \( \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_k \) with \( \{ \Omega_i = [0, 1] \} \). Sobol decomposed \( f(X_1, \ldots, X_k) \) into summands with increasing dimensionality; that is,

\[
f(X_1, \ldots, X_k) = f_0 + \sum_{i_1=1}^{k} f_{i_1}(X_{i_1}) + \sum_{i_1=1}^{k} \sum_{i_2>i_1}^{k} f_{i_1,i_2}(X_{i_1}, X_{i_2}) + \cdots + f_{1,2,\ldots,k}(X_1, \ldots, X_k),
\]

where \( f_0 = \mathbb{E}(Y) \) is the expected value of \( Y \) and each summand has zero mean and the following property to ensure orthogonality:

\[
\int_{\Omega_k} f_{i_1,\ldots,i_s}(X_{i_1}, \ldots, X_{i_s}) \, dx_k = 0 \quad \text{for} \quad k = i_1, \ldots, i_s,
\]

with \( 1 \leq i_1 < \cdots < i_s \leq k \) and \( s = 1, \ldots, k \) [44] (see also Appendix A). Assuming a uniform
probability density function on the domain \( \Omega \), the total variance \( V(Y) \) of the model is given by

\[
V(Y) = \int_{\Omega} (f(X_1, \ldots, X_k) - E(Y))^2 \, d\Omega = \int_{\Omega} (f(X_1, \ldots, X_k) - f_0)^2 \, d\Omega.
\] (3)

The total variance of \( Y \) can be written by taking the variance of each summand in Equation (1) and using the property in Equation (2) as follows:

\[
V(Y) = \sum_{i_1=1}^{k} V_{i_1} + \sum_{i_1=1}^{k} \sum_{i_2>i_1} V_{i_1,i_2} + \ldots + V_{12\ldots k},
\] (4)

with \( V_{i_1}, V_{i_1,i_2}, \) and \( V_{12\ldots k} \) partial variances defined as

\[
V_{i_1\ldots i_s} = \int_{\Omega_{i_1}} \ldots \int_{\Omega_{i_s}} f_{i_1\ldots i_s}^2(X_{i_1}, \ldots, X_{i_s}) \, d\Omega_{i_1} \ldots d\Omega_{i_s}.
\] (5)

By normalizing with the total variance \( V(Y) \), the variance decomposition in Equation (4) becomes

\[
1 = \sum_{i=1}^{k} S_{i_1} + \sum_{i_1=1}^{k} \sum_{i_2>i_1} S_{i_1,i_2} + \ldots + S_{12\ldots k},
\] (6)

in which \( S_{i_1} \) are the main sensitivity indices, whereas the second \( (S_{i_1,i_2}) \) and higher \( (S_{i_1,i_2\ldots,i_s}) \) order sensitivity indices are measures for the interaction effects of the involved parameters on the total output variance.

2.1.2. Interpretation for model personalization.

2.1.2.1. Parameter prioritization. The main sensitivity index \( S_{i_1} = V_{i_1}/V(Y) = V(E(Y|X_{i_1})) / V(Y) \) (with \( i_1 = 1, \ldots, k \)) is very useful for parameter prioritization as this index represents the expected reduction in variance if the true values of model parameter \( X_{i_1} \) were known exactly without uncertainty. The main sensitivity indices can assist in rationally choosing (under uncertainty) which parameters should be determined as accurately as possible to obtain the largest reduction in variance.

2.1.2.2. Parameter fixing. To determine which model parameters can be fixed, interactions between the model parameters need to be considered because the first-order effect of a parameter can be very low, whereas its contribution in the interaction with other terms can be very large. In other words, the higher-order sensitivity indices need to be considered for parameter fixing. Homma et al. [29] introduced the total sensitivity index that is defined as the sum of all the sensitivity indices in Equation (6) in which the model parameter of interest is involved. Suppose now that we fix all model parameters on their true value except model parameter \( X_{i_1} \) (with \( i_1 = 1, \ldots, k \)). The only sensitivity terms that will be left unexplained in Equation (6) are the terms in which model parameter \( X_{i_1} \) is involved. When considering the properties of the partial variances in Equation (5), it can be shown that all sensitivity terms in which model parameter \( X_{i_1} \) is not involved is captured by \( S_{-i_1} = V(E(Y|X_{-i_1})) / V(Y) \) in which the subscript \(-i_1\) means all model parameters except model parameter \( X_{i_1} \). Consequently, the total sensitivity index \( S_{T,i_1} \) that captures all terms in which \( X_{i_1} \) is involved can be written as \( S_{T,i_1} = 1 - V(E(Y|X_{-i_1})) / V(Y) = E(V(Y|X_{-i_1})) / V(Y) \) [26, 30]. Thus, the total sensitivity index is by definition the expected residual variance if all parameters except \( X_{i_1} \) are known and fixed on their true value. If this residual variance is low (low total sensitivity index), the parameter is non-influential. Therefore, the total sensitivity index can be used to determine which parameter is non-influential and can, as a result, be fixed within its uncertainty range.
3. GENERALIZED POLYNOMIAL CHAOS EXPANSION

In this section, the formulation of the gPCE will be given. Thereafter, it will be explained how a polynomial chaos expansion with known coefficients can be used for model personalization by estimating the main and total sensitivity indices. Then two approaches for calculating the expansion coefficients are explained. First, the spectral projection approach and then the least squares regression approach will be presented. For more details, we refer to the literature [32–34].

3.1. Formulation of the polynomial chaos expansion

Following the theory of gPCE, any stochastic output parameter can be spanned by multivariate orthogonal polynomials that are functions of the independent stochastic input parameters. Different types of multivariate polynomials should be chosen based on the distribution of the stochastic parameters to achieve better convergence. For example, Hermite polynomials are preferred in case of Gaussian distributed input parameters as these polynomials are orthogonal with respect to the Gaussian measure, whereas Legendre polynomials are preferred in case of uniform distributions [32]. Moreover, it can be shown that such an expansion is convergent in the $L_2$-norm [32].

We consider a stochastic output $Y = f(X_1, X_2, \ldots, X_k)$ as a function of its uniformly distributed stochastic input parameters. As opposed to the previous section, the domain of each parameter $X_i$ is $\Omega_i = [-1, +1]$ to accommodate the domain of the Legendre polynomials. The infinite polynomial chaos expansion can be truncated to include only polynomials up to a maximal polynomial order $\zeta$:

$$Y = f(X_1, \ldots, X_k) \approx f_{gPCE}(X_1, \ldots, X_k) = \sum_{j=0}^{P-1} c_j \Psi_j(X_1, \ldots, X_k). \quad (7)$$

Here, $\Psi_j(X_1, \ldots, X_k)$ are the multivariate Legendre polynomials, and $P = \binom{\zeta + k}{\zeta}$ is the number of unknown expansion coefficients $c_j$. After introducing the integer sequence $\alpha = \{\alpha_i, i = 1, \ldots, k\}$, $\alpha_i \geq 0$, $\sum_{i=1}^{k} \alpha_i \leq \zeta$, (8)

each multivariate polynomial can be represented by its own integer sequence $\alpha^j$ as follows:

$$\Psi_j \equiv \Psi_{\alpha^j}(X_1, \ldots, X_k) = \prod_{i=1}^{k} \psi_{\alpha_i^j}(X_i), \quad (9)$$

in which $\psi_{\alpha_i^j}$ is the univariate Legendre polynomial of order $\alpha_i^j$. Note that the zeroth-order Legendre polynomial $\psi_0 = 1$. To determine the integer sequences $\alpha^j$ for $j = 0, \ldots, P - 1$ for a given number of parameters $k$ and maximal polynomial order $\zeta$, we used the algorithm described in [45]. Equation (7) can also be stated as follows:

$$f_{gPCE} = \sum_{j=0}^{P-1} c_{\alpha^j} \Psi_{\alpha^j}(X_1, \ldots, X_k). \quad (10)$$

The formulations of Equations (7) and (10) will both be used in the remainder of this work based on ease of notation in each instance.

3.2. Sobol decomposition of the truncated polynomial chaos expansion

Consider that each multivariate Legendre polynomial $\Psi_{\alpha^j}(X_1, \ldots, X_k)$ is the product of $k$ univariate Legendre polynomials $\psi_{\alpha_i^j}(X_i)$, computed with Equation (9). The multivariate polynomial is constant (equal to 1) along each dimension $i$ that is spanned by a zeroth-order univariate polynomial.
Therefore, the multivariate polynomial $\Psi$ can be considered a function of the remaining parameters only. By slight abuse of notation, we introduce the set $A_{i_1}^{i_s}$:

$$A_{i_1}^{i_s} = \{ \alpha \mid \alpha_i > 0 \ \forall i \in \{i_1, \ldots, i_s\}, \alpha_j = 0 \ \forall j \notin \{i_1, \ldots, i_s\} \}, \quad (11)$$

which is the set of all integer sequences $\alpha$ that have a positive component in the parameter dimension $i$, with $1 \leq i_1 < \cdots < i_s \leq k$, and zero elsewhere. Now it is straightforward to decompose the truncated polynomial chaos expansion into summands of increasing dimensionality:

$$f_{gPCE} = f_0 + \sum_{i_1=1}^{k} \left( \sum_{\alpha \in A_{i_1}^{i_s}} c_{\alpha} \Psi_{\alpha}(X_{i_1}) \right) + \sum_{i_1=1}^{k} \sum_{i_2>i_1} \left( \sum_{\alpha \in A_{i_2}^{i_s}} c_{\alpha} \Psi_{\alpha}(X_{i_1}, X_{i_2}) \right) + \ldots$$

$$+ \sum_{i_1=1}^{k} \sum_{i_2>i_1} \left( \sum_{i_3>i_2} \sum_{\alpha \in A_{i_3}^{i_s}} c_{\alpha} \Psi_{\alpha}(X_{i_1}, \ldots, X_{i_s}) \right) + \ldots$$

$$+ \left( \sum_{\alpha \in A_{i_s}^{i_s}} c_{\alpha} \Psi_{\alpha}(X_1, \ldots, X_k) \right). \quad (12)$$

Here, $f_0 = E(f_{gPCE})$ is the expected value of the truncated expansion $f_{gPCE}$. Equation (12) is unique [34] and can therefore be identified as the Sobol decomposition of the truncated polynomial chaos expansion (cf. Equation (1)). The Sobol summands are given by

$$f_{i_1,\ldots,i_s}(X_{i_1}, \ldots, X_{i_s}) = \sum_{\alpha \in A_{i_1}^{i_s}} c_{\alpha} \Psi_{\alpha}, \quad (13)$$

with $1 \leq i_1 < \cdots < i_s \leq k$ and $s = 1, \ldots, k$. The sensitivity indices $S_{i_1,\ldots,i_s}$ are retrieved after taking the variance of the summands and dividing by the total variance $V(f_{gPCE}) = \sum_{\alpha} c_{\alpha}^2 E(\Psi_{\alpha})^2$:

$$S_{i_1,\ldots,i_s} = \frac{1}{V(f_{gPCE})} \sum_{\alpha \in A_{i_1}^{i_s}} c_{\alpha}^2 E(\Psi_{\alpha}^2). \quad (14)$$

The main sensitivity indices $S_{i_1}$, $i_1 = 1, \ldots, k$ are obtained from Equation (14) when $s = 1$. The total sensitivity indices $S_{T,i_1}$ can be obtained by summing the fractional variances of all summands containing parameter $i_1$. We introduce the set $B_{i_1}$:

$$B_{i_1} = \{ \alpha \mid \alpha_i > 0 \ \forall i = i_1 \}, \quad (15)$$

which is the set of all integer sequences $\alpha$ where component $i_1$ has a positive value. Now the total sensitivity indices $S_{T,i_1}$ are given by

$$S_{T,i_1} = \sum_{\alpha \in B_{i_1}} c_{\alpha}^2 E(\Psi_{\alpha}^2). \quad (16)$$

The expected values of the squared polynomial basis functions $\Psi_{\alpha}$ are known analytically:

$$E(\Psi_{\alpha}^2) = \prod_{i=1}^{k} E(\psi_{\alpha_i}^2(X_i)) = \frac{1}{2\alpha_i + 1},$$

assuming a uniform probability density function over the domain $[-1,1]$ [34]. Therefore, it is possible to calculate the sensitivity indices once the expansion coefficients $c_{\alpha}$ are known.
3.3. Computation of the expansion coefficients

To find the main and total sensitivity indices, the expansion coefficients $c_\alpha$ must be known. There are two commonly used approaches to find the coefficients: spectral projection with sparse grid integration or least squares regression.

3.3.1. Spectral projection approach. The spectral projection approach exploits the orthogonality of the basis functions. Because of this orthogonality, in analogy to Fourier transformation, the expansion coefficients can be written as

$$c_\alpha = \frac{\int_{\Omega} Y \psi_\alpha \rho \, d\Omega}{\int_{\Omega} \psi_\alpha^2 \rho \, d\Omega}, \quad \forall \alpha. \tag{18}$$

Herein, $\rho$ is the joint probability density function that can be written as $\rho(x_1, \ldots, x_k) = \prod_{i=1}^k p_{r,i}(x_i)$ in case of independent model parameters. Note that the marginal distribution function $p_{r,i}$ is $\frac{1}{2}$ for uniformly distributed and independent model parameters defined on the domain $[-1, 1]$. To determine the expansion coefficients, the integrals in Equation (18) need to be calculated. The denominator is the expected value of $\psi_\alpha$, which is known analytically. The numerator will be approximated by efficiently using tensor products of one-dimensional quadrature formulas by using the Smolyak algorithm [36]. In this work, we used Clenshaw–Curtis quadrature formulas that use the extrema of Chebyshev polynomials as nodal points. The nodal point sets are nested for different grid levels $l$, which significantly reduce the number of grid points. This method has been proved to give good results for smooth integrands in high ($k > 8$) dimensions by Novak and Ritter [35] and is described for its application in polynomial chaos expansion by Xiu et al. [32, 33]. Details can furthermore be found in Appendix C.

3.3.2. Regression approach. The regression approach minimizes the error between the polynomial chaos expansion and the actual model output in a least squares sense for a given set of expansion coefficients $C = \{c_j, j = 0, \ldots, P - 1\}$. Note that $c_j \equiv c_\alpha$ and $\psi_j \equiv \psi_\alpha$ as before. The approach attempts to find the set $C$ that minimizes the sum of squared differences between the model output $Y$ and the metamodel output $f_{\text{PCE}}$: \( (7) \):

$$C = \arg\min \frac{1}{N_s} \sum_{i=1}^{N_s} \left( Y(x_i) - \sum_{j=0}^{P-1} c_j \psi_j(x_i) \right)^2, \tag{19}$$

where $N_s$ is the number of input samples $x_i$. By denoting the $N_s \times P$ matrix $\Psi$ where $\psi_{ij} = \psi_j(x_i)$ the solution to Equation (19) is given by [34]

$$C = (\Psi^T \Psi)^{-1} \Psi^T Y, \tag{20}$$

where $Y$ is the column vector containing the model outputs for the input points $x_i, i = 1, \ldots, N_s$, and $C$ the column vector containing the expansion coefficients $c_j, j = 0, \ldots, P - 1$. This is the (least squares) solution to the linear system $\Psi C = Y$.

4. SIMULATIONS AND ANALYSIS

In this section, we will first introduce the model and its outputs of interest, which polynomial chaos expansion is applied. Thereafter, we will state which simulations we will perform and how we will compare the results from the polynomial chaos expansion with the results obtained from a reference analysis.
4.1. Pulse wave propagation model: reference

The pulse wave propagation model used in this study is extensively described by Huberts et al. [22], and therefore, only a brief description will be given here. The model simulates the postoperative flow after the creation of an arteriovenous fistula for hemodialysis. This arteriovenous fistula can be surgically created in two locations, and the model attempts to aid in this decision by simulating postoperative flows for both scenarios.

The model consists of serially connected lumped elements mimicking the local relation between pressure and flow (Figure 2). Three different types of elements were used: that is, vascular elements based on one-dimensional pulse wave propagation theory [5, 46], an anastomosis element based on semiempirical flow investigations in hydraulic T-junctions [47–49], and Windkessel elements to truncate the vascular geometry [50].

The model consists of 73 stochastic input parameters. The uncertainty domains of these parameters are presented in Table I. They are based on patient measurements and population spreads. For details, we refer to [42]. The outputs of interest are the mean brachial flow and the systolic pressure distal to the fistula (radial artery at wrist level). We previously performed a global variance-based sensitivity analysis using Saltelli’s efficient Monte Carlo method for these outputs [42, 43]. However, for this work, we redo the same analysis but use a stricter convergence norm in the model as this slightly improves the results. Based on the previous study [43], we consider results obtained using \( N = 5 \cdot 10^5 \) runs per model parameter (resulting in \( 3.75 \cdot 10^5 \) model runs) as a reference.

4.2. Sensitivity analysis using polynomial chaos expansion

Sensitivity analysis using gPCE will be carried out with expansions truncated at maximal polynomial orders \( z \in \{1, 2, 3\} \) (corresponding to \( P \in \{74, 2775, 70300\} \) polynomial basis functions with unknown coefficients) and sparse grid levels \( l \in \{1, 2\} \) (corresponding to \( N_s \in \{147, 10805\} \) sparse grid points). Both the spectral projection approach and the regression approach will be used to assess the expansion coefficients. As input samples for the regression approach, the sparse grid sample points constructed with the Smolyak algorithm are used to allow for the comparison of the two approaches.

Adjusted \( R^2 \)-values are calculated for all combinations of metamodel order \( z \) and sparse grid level \( l \) for both gPCE approaches to quantify how well the metamodel \( f_{gPCE} \) is able to reconstruct the model output \( f \). The adjusted \( R^2 \)-values, \( \bar{R}^2 \), are calculated by

\[
\bar{R}^2 = 1 - (1 - R^2) \frac{N_s - 1}{N_s - P - 1},
\]

with \( N_s \) the number of sparse grid points, \( P \) the number of unknown expansion coefficients, and \( R^2 \) defined by

\[
R^2 = 1 - \frac{\sum_{i=1}^{N_s} (f(x_i) - f_{gPCE}(x_i))^2}{\sum_{i=1}^{N_s} (f(x_i) - \bar{f})^2}.
\]

4.2.1. Comparison to reference: parameter fixing

Parameters that have a low total sensitivity index can be fixed within their uncertainty range. A parameter \( X_i \) is considered fixable if its total sensitivity index is lower than a threshold value \( T \):

\[
X_i \begin{cases} 
\text{fixable,} & \text{if } S_{T,i} < T = \frac{1}{k} \sum_{j=1}^{k} S_{T,j} \\
\text{non-fixable,} & \text{otherwise}
\end{cases}
\]

The results for parameter fixing will be presented in a separate figure for each output of interest. Each figure will contain a tableau of plots for each chosen combination of metamodel \( z \) and approach for obtaining the expansion coefficients. Each plot will show the estimated total sensitivity
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Table I. The input parameters and their uncertainty intervals.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Uncertainty interval [%]</th>
<th>No.</th>
<th>Parameter</th>
<th>Uncertainty interval [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Arterial lengths</td>
<td></td>
<td>36</td>
<td>Innominate, subclavian, axillary, brachial</td>
<td>10; 10</td>
</tr>
<tr>
<td>2</td>
<td>Radial</td>
<td></td>
<td>37</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Upper proximal and distal</td>
<td></td>
<td>38</td>
<td>Ulnar</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Intervous</td>
<td></td>
<td>39</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>40</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>41</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Radial</td>
<td></td>
<td>42</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Upper proximal and distal</td>
<td></td>
<td>43</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Intervous</td>
<td></td>
<td>44</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>45</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>46</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Radial</td>
<td></td>
<td>47</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Upper proximal and distal</td>
<td></td>
<td>48</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Intervous</td>
<td></td>
<td>49</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>50</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>51</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Radial</td>
<td></td>
<td>52</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Upper proximal and distal</td>
<td></td>
<td>53</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Intervous</td>
<td></td>
<td>54</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>55</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>56</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Radial</td>
<td></td>
<td>57</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Upper proximal and distal</td>
<td></td>
<td>58</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Intervous</td>
<td></td>
<td>59</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>60</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>61</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Radial</td>
<td></td>
<td>62</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Upper proximal and distal</td>
<td></td>
<td>63</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Intervous</td>
<td></td>
<td>64</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>65</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>66</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Radial</td>
<td></td>
<td>67</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Upper proximal and distal</td>
<td></td>
<td>68</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Intervous</td>
<td></td>
<td>69</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>70</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>71</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Radial</td>
<td></td>
<td>72</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Upper proximal and distal</td>
<td></td>
<td>73</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Intervous</td>
<td></td>
<td>74</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>75</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>76</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Radial</td>
<td></td>
<td>77</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Upper proximal and distal</td>
<td></td>
<td>78</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Intervous</td>
<td></td>
<td>79</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>80</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>81</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Radial</td>
<td></td>
<td>82</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>Upper proximal and distal</td>
<td></td>
<td>83</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Intervous</td>
<td></td>
<td>84</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>85</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
<td>86</td>
<td>Cephalic, axillary, and subclavian</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>Radial</td>
<td></td>
<td>87</td>
<td>Radial</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Upper proximal and distal</td>
<td></td>
<td>88</td>
<td>Upper proximal and distal</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Intervous</td>
<td></td>
<td>89</td>
<td>Intervous</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
<td>90</td>
<td>Ascending aorta, aortic arch, thoracic aorta</td>
<td></td>
</tr>
</tbody>
</table>

Edges that are changed simultaneously are separated by commas. Note that for the upper arm arteriovenous fistula (AVF) some venous edges are not in the model and therefore the related parameters are by definition non-influential in the upper arm AVF configuration.

For an upper arm AVF, the basilic, axillary, and subclavian veins are combined.

Not used in the model for an upper arm AVF.

The absolute value [—] is presented.
index against the reference total sensitivity index of all parameters that are identified by gPCE as important (i.e. the parameters that will not be fixed). Horizontal and vertical dotted lines will indicate the threshold value $T$, and a diagonal dotted line will represent the agreement line. The number of parameters that are considered important by the gPCE method but not by the reference analysis is given by $\delta_I$, and the number of parameters that are fixable according to the gPCE method but not fixable according to the reference is given by $\delta_F$.

4.2.2. Comparison to reference analysis: parameter prioritization. Prioritization of parameters is obtained by ranking the important parameters based on their main sensitivity index. The rank of each important parameter in the reference set of important parameters is estimated by ranking the parameters based on the main sensitivity indices obtained using the gPCE method.

The results for parameter prioritization will be presented in a separate figure for each output of interest. Each figure will contain a tableau of plots for each chosen combination of metamodel $z$ and the approach used for obtaining the expansion coefficients. Each plot will show the estimated rank of each parameter with an estimated total sensitivity index higher than the threshold $T$ against the rank of that parameter according to the reference. For parameter prioritization, it is required that the set of important (non-fixable) parameters is identified correctly during parameter fixing. In addition, accurate values for the main sensitivity indices of the important parameters are required because we aim for a priority ranking based on the largest reduction in the output variance that is expected by accurately measuring that parameter.

5. RESULTS

To check our implementation of the polynomial chaos expansion, we investigated the convergence behavior of the gPCE results for several analytical functions with known sensitivity values (Appendix D). We found comparable behavior as reported in the literature (data not shown). We will denote the results obtained with the projection approach as gPCE-P and the results obtained with the regression approach as gPCE-R.

5.1. Pulse wave propagation model: reference

The results of the reference analysis using Saltelli’s method with $N = 5 \cdot 10^3$ runs per model parameter are shown for both outputs of interest in Tables II and III for the main and total sensitivity indices, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>Model parameter</th>
<th>Mean brachial flow</th>
<th>Systolic radial pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Diameter tapering of innominate, subclavian, axillary, and brachial arteries</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Diameter tapering of the innominate, subclavian, axillary, and brachial arteries</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>Diameter of the radial artery</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Aortic diameter</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Diameter of the basilic, axillary, and subclavian veins</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Aortic characteristic impedance</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>57</td>
<td>Aortic Windkessel resistance</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>61</td>
<td>Radial artery Windkessel compliance</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Intravenous pressure</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Eccentricity ratio of the basilic, axillary, and subclavian veins</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>73</td>
<td>Mean aortic flow</td>
<td>11</td>
<td>35</td>
</tr>
</tbody>
</table>

Corresponds to the expected reduction of the total variance if this parameter is fixed as a percentage of the total variance (i.e. 100% times the main Sobol index).
Table III. Rounded reference values (%) corresponding to the total Sobol index of important parameters (based on Equation (23)).

<table>
<thead>
<tr>
<th>No.</th>
<th>Model parameter</th>
<th>Mean brachial flow</th>
<th>Systolic radial pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Diameter tapering of innominate, subclavian, axillary, and brachial arteries</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Diameter tapering of the innominate, subclavian, axillary, and brachial arteries</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>Diameter of the radial artery</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Aortic diameter</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Diameter of the basilic, axillary, and subclavian veins</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>Aortic characteristic impedance</td>
<td>2</td>
<td>19</td>
</tr>
<tr>
<td>57</td>
<td>Aortic Windkessel resistance</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>61</td>
<td>Radial artery Windkessel compliance</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Intravenous pressure</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Eccentricity ratio of the basilic, axillary, and subclavian veins</td>
<td>46</td>
<td>13</td>
</tr>
<tr>
<td>73</td>
<td>Mean aortic flow</td>
<td>12</td>
<td>34</td>
</tr>
</tbody>
</table>

Corresponds to percentage of the total variance left if all other parameters are fixed (i.e. 100% times the total Sobol index $S_T$).

5.2. Sensitivity analysis of the pulse wave propagation model

We investigated how well the obtained metamodels were able to reconstruct the actual model outputs. This is quantified using adjusted $R^2$-values (Equation (21)), which are given in Table IV. The metamodel constructed with the expansion coefficients obtained with the regression approach shows good agreement with the model output in the sparse grid points as indicated by the adjusted $R^2$-values that are close to 1. The projection approach is not able to do this. The adjusted $R^2$-values are significantly larger than 1 or become negative.

Table IV. The adjusted $R^2$-values for each metamodel calculated with Equation (21).

<table>
<thead>
<tr>
<th></th>
<th>Mean flow</th>
<th>Systolic pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>gPCE-R</td>
<td>gPCE-P</td>
</tr>
<tr>
<td>$l = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z = 1$</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>$z = 2$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$z = 3$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The results for parameter fixing are shown in Figures 3 and 4, and the results for parameter prioritization are shown in Figures 5 and 6. Each figure consists of a tableau of six plots spread over three rows and two columns. Each row corresponds to a particular maximum polynomial order ($z = \{1, 2, 3\}$ from top to bottom), and each column corresponds to a particular gPCE approach for finding the expansion coefficients: the left column contains the regression (gPCE-R) results, and the right column contains the projection (gPCE-P) results. The open markers correspond to sparse grid level $l = 1$, and the closed markers correspond to sparse grid level $l = 2$. The markers corresponding to the same parameter are linked by a line that is furthermore annotated with the parameter number.

5.2.1. Comparison to reference: parameter fixing.

5.2.1.1. Mean flow. The results for mean flow are shown in Figure 3. The horizontal and vertical dotted lines indicate the threshold value $T$, and the diagonal dotted line represents the agreement...
Figure 3. The estimated total sensitivity indices for the mean flow obtained using gPCE plotted against the reference total sensitivity indices $S_T$. Each row shows results obtained for a particular choice for the maximal polynomial order $z$. Each column shows results obtained either using the regression approach (first column) or using the projection approach (second column). The level of the sparse grid $l$ is indicated by the color of the marker, with $l = 1$ corresponding to white and $l = 2$ corresponding to black. The number of parameters that are fixed based on gPCE but not based on the reference is given by $\epsilon_l$, and the parameters that are not fixed based on gPCE but are fixed based on the reference are given by $\epsilon_i$. 

Figure 4. The estimated total sensitivity indices for the systolic pressure obtained using gPCE plotted against the reference total sensitivity indices $S_T$. Each row shows results obtained for a particular choice for the maximal polynomial order $z$. Each column shows results obtained either using the regression approach (first column) or using the projection approach (second column). The level of the sparse grid $l$ is indicated by the color of the marker, with $l = 1$ corresponding to white and $l = 2$ corresponding to black. The number of parameters that are fixed based on gPCE but not based on the reference is given by $\epsilon_f$, and the parameters that are not fixed based on gPCE but are fixed based on the reference are given by $\epsilon_i$. 
Figure 5. The estimated rank of the parameters identified as important for the mean flow. Each row shows results obtained for a particular choice for the maximal polynomial order $z$. Each column shows results obtained either using the regression approach (first column) or using the projection approach (second column). The level of the sparse grid $l$ is indicated by the color of the marker, with $l = 1$ corresponding to white and $l = 2$ corresponding to black.

The number of parameters that are considered important by the gPCE method but not by the reference analysis is given by $\epsilon_i$, and the number of parameters that are fixable according to the gPCE method but not fixable according to the reference is given by $\epsilon_f$. For a linear metamodel ($z = 1$), the regression approach yields values for the total sensitivity indices that are close to the reference values using either a coarse ($l = 1$) or a fine ($l = 2$) sparse grid. Only one parameter is fixed according to the gPCE that is not fixed in the reference analysis ($\epsilon_f = 1$) for both sparse grid levels. The projection approach does show differences in the total sensitivity indices obtained with different sparse grids: the coarse sparse grids yield better results than the fine sparse grid. This
Figure 6. The estimated rank of the parameters identified as important for the systolic pressure. Each row shows results obtained for a particular choice for the maximal polynomial order $z$. Each column shows results obtained either using the regression approach (first column) or using the projection approach (second column). The level of the sparse grid $l$ is indicated by the color of the marker, with $l = 1$ corresponding to light gray and $l = 2$ corresponding to dark gray.

is an unexpected result because a fine sparse grid has more samples and should provide a better approximation of the chaos coefficients. One parameter is fixed that is not fixed in the reference using the coarse grid ($\epsilon_f = 1$), whereas this is the case for two parameters in the fine sparse grid ($\epsilon_f = 2$).

For a quadratic metamodel ($z = 2$), the regression approach again yields good estimates of the total sensitivity indices for both sparse grids. Furthermore, the number of parameters that is unexpectedly fixed decreases from $\epsilon_f = 1$ to $\epsilon_f = 0$ by using a fine sparse grid. The projection approach yields bad estimates of the total sensitivity indices, the worst obtained using the fine sparse grid.
grid. However, for the coarse grid, $\epsilon_t = 1$ and $\epsilon_t = 3$ for the fine grid, so the identified set of important parameters may still be acceptable.

For a third-order metamodel ($z = 3$), the regression approach shows different estimates of the total sensitivity indices for each sparse grid level. The better estimates are obtained with the coarse sparse grid, which again is unexpected. Both sparse grids result in $\epsilon_t = 2$. The projection approach yields better estimates of the total sensitivity indices for this metamodel than the quadratic meta-model when using a coarse sparse grid. The estimates obtained with a fine sparse grid deviate even more from the reference values. This is also reflected in the number of parameters that is fixed but that are not fixed in the reference, which increases from $\epsilon_t = 1$ (coarse grid) to $\epsilon_t = 7$ (fine grid).

5.2.1.2. Systolic pressure. Similar patterns to those described for the mean flow are observed when considering the systolic pressure as the output of interest. Therefore, the results in Figure 4 are not described in detail here.

5.2.2. Comparison to reference: parameter prioritization. According to the reference, there are eight important parameters for the mean flow and eight for the systolic pressure.

5.2.2.1. Mean flow. The results for the mean flow are shown in Figure 5. For a linear metamodel ($z = 1$), the regression approach yields seven out of eight important parameters. All are ranked correctly with respect to the reference. Increasing the sparse grid level does not change the ranking. The projection approach shows different results for different sparse grid levels. Seven important parameters are identified with the coarse grid. All seven are ranked in accordance with the reference. In the fine sparse grid, only one parameter is ranked similar to the reference. However, the remaining parameters have only moved one position in the ranking, and one parameter is no longer identified as important.

For a quadratic metamodel ($z = 2$), the regression approach yields seven out of eight important parameters with both the coarse and the fine grid. In both cases, the rankings are the same as the reference ranking. The projection approach identifies seven important parameters on the coarse grid, six of which are ranked the same as the reference. On the fine grid, only five important parameters are found, all of which have moved one spot up from the reference rankings.

For a third-order metamodel ($z = 3$), the regression approach yields six important parameters on both grids. On the coarse grid, all parameter rankings have moved one up from the reference rankings. The same is true for the fine grid, except for one parameter, which returns to its reference ranking. The projection approach yields seven important parameters on the coarse grid, all of which are ranked the same as in the reference. Only one important parameter is found on the coarse grid.

5.2.2.2. Systolic pressure. The results for the systolic pressure are shown in Figure 6. For a linear metamodel ($z = 1$), the regression method identifies seven parameters. All except two parameters are ranked in the same way as the reference. The results are not changed on the finer sparse grid. The projection approach gives similar results for the coarse grid. On the finer grid, the projection approach only yields five important parameters. All of these have a ranking that is one position off from the reference value.

For a quadratic metamodel ($z = 2$), the regression approach yields the same ranking as when using the linear metamodel. The projection yields six important parameters using the coarse sparse grid, five of which are ranked correctly with respect to the reference. Four important parameters are found using the fine sparse grid, but none are ranked in the same way as the reference. Parameters that were found on both sparse grids give worse results on the fine sparse grid.

For a third-order metamodel ($z = 3$), the regression approach yields four important parameters using the coarse sparse grid. All of these parameters have a rank that is one rank different from the reference rankings. Two additional important parameters are found when using the fine sparse grid, but the ranking is still one position off. When using the projection approach, seven important parameters are found using the coarse sparse grid, five of which are ranked correctly. On the fine grid, only two important parameters are found; the rankings of which do not correspond to the reference rankings.
6. DISCUSSION

Patient-specific cardiovascular modeling requires model personalization. More specifically, it is useful to know which model parameters are most rewarding to measure more accurately and in what order (parameter prioritization) and which parameters can be fixed (parameter fixing) so that you can optimize the measurement protocol. Variance-based global sensitivity analysis techniques yield sensitivity indices that can be used in these two settings.

Previously, a variance-based sensitivity analysis based on Saltelli’s method was successfully applied to a pulse wave propagation model [42, 43]. It was shown that the model has the potential to support clinical decision-making for the creation of a vascular access for hemodialysis [51, 52]. Recently, a randomized multicenter clinical trial was initiated to assess the predictive value of this model.

Although Saltelli’s method was successfully applied, its computational cost is relatively high. Therefore, the primary aim of this study was to apply the gPCE, which is generally less computationally expensive, to the previously developed pulse wave propagation model with 73 model parameters [22] and to examine whether this method results in the same conclusions with respect to model personalization as Saltelli’s Monte Carlo method [30]. We analyzed the gPCE method by using both the spectral projection and the regression approaches for assessing the expansion coefficients of the gPCE. We considered the same outputs of interest as defined in our previous study where we applied Saltelli’s method to this model [42]; that is, mean brachial artery flow and the systolic distal pressure in the radial artery at wrist level. The gPCE method generally requires significantly less model runs than Saltelli’s method. However, in our case, the number of model parameters is so large that the use of the gPCE is only computationally rewarding when using sparse grid levels of \( l \leq 2 \), and therefore, we did not investigate for higher levels. However, we did perform full convergence analysis for several analytical functions (Appendix D) to ensure the correctness of our implementation. We found similar convergence behavior as already published in the literature [31]. As an alternative for the full convergence analysis of the pulse wave propagation model, we checked whether the obtained metamodels were able to reproduce the model output in the grid points. It was found that the regression approach was able to do this successfully, whereas the projection approach failed to obtain the model output accurately.

With respect to parameter fixing, we have found that the gPCE method for both outputs using the regression approach results in accurate estimates of the total sensitivity indices when the metamodel order \( z = \{1, 2\} \). For \( z = 3 \), the estimates become less accurate when a finer sparse grid is used. When we consider the set of parameters to be fixed, the regression approach identifies the same set as the reference in all cases except for the systolic pressure at \( z = 3 \) and a coarse grid. The gPCE method using the projection approach results in accurate estimates of the total sensitivity indices for \( z = \{1, 3\} \) as long as a coarse grid is used. The estimates become worse when a finer sparse grid is used. The set of parameters that is fixed is similar to the reference set as long as a coarse grid is used. When using a finer grid, less parameters are identified correctly as the metamodel order \( z \) increases.

With respect to parameter prioritization, the regression approach yields accurate results for \( z = \{1, 2\} \), which slightly deteriorates for \( z = 3 \). When using a finer sparse grid, the results for \( z = 3 \) are slightly improved. The projection approach shows reasonably accurate results when using the coarse grid, despite the metamodel being unable to accurately reproduce the model output. For increasing metamodel order \( z \), the obtained rankings become worse when using the finer sparse grid.

It must be kept in mind that the ranking obtained on the basis of the main sensitivity indices serves only as a guide for the priority in which the parameters should be measured more accurately. There may be practical limitations on the measurability of the obtained set of important parameters. Moreover, if two or more parameters have comparable main sensitivity indices, the exact order in which they are measured is not so important.

The results show that in general the projection approach does not perform as well as the regression approach. The difference can be attributed to the different ways in which the expansion coefficients are assessed. An integral is approximated by using the Smolyak algorithm when using spectral projection. Novak and Ritter [35] have shown that the error introduced by the Smolyak algorithm...
depends on the number of model parameters, the smoothness of the model, and the grid level used. Furthermore, Crestaux et al. [31] found that, even for smooth functions, increasing the number of model parameters requires a higher Smolyak level. In our study, we used 73 model parameters, and it is therefore possible that we have not reached convergence yet.

To investigate this, a convergence analysis with respect to the level of the sparse grid is required. However, performing a complete convergence analysis for the pulse wave propagation model would require significant computational time as the number of model evaluations to estimate the expansion coefficients grows exponentially when the grid level increases. Alternative methods need to be developed that allow for a complete convergence analysis within acceptable computational time.

In addition to the compromising effect of the large number of model parameters on the Smolyak algorithm, the smoothness of the model is also not known a priori. It might be possible that the pulse wave propagation model is non-smooth, which hampers the accuracy of the integral approximation via the Smolyak algorithm. Non-smoothness in the output space might result from the relatively large uncertainty domains of the model input because of uncertainties of in vivo measurements in combination with the independent variation of these model parameters. Possible non-smoothness in the output space is not only affecting the integration during spectral projection but also the convergence of the gPCE itself, which is known as the Gibbs phenomenon [53, 54]. This phenomenon occurs when a discontinuity or a steep gradient in a piecewise smooth function is approximated by a global basis such as the Legendre polynomials used in gPCE. The expansion coefficients for the spectral projection approach are determined by integrating over the complete domain thus also across the discontinuities. This might result in less accurate estimates for the coefficients. Some work has been performed on detecting non-smoothness in multivariate space for stochastic simulations [55] that may help to circumvent this limitation. The reason that the lowest sparse grid level does not fail is then that the output space is not fully explored, thereby masking possible smoothness problems. The regression approach is less sensitive for non-smoothness as the expansion coefficients are assessed by least squares approximation and will only influence the regression approach when the number of points near the non-smoothness is large. However, be aware that the regression approach may suffer from overfitting or underfitting [31].

A limitation of the gPCE method is that the polynomial basis functions must be evaluated at each sample point. This is a preprocessing step that can become a significant portion of total computational time as the maximal polynomial order $z$ increases (especially for models with many parameters and at high sparse grid levels). An alternative (but related) method that does not rely on a metamodel is based on Lagrangian interpolation of the output space [33]. This method has been applied for uncertainty quantification [32, 56] and for estimation of the main sensitivity index [57]. Although theory is available for estimating the total sensitivity indices using this method [58], we are not aware of its application in cardiovascular modeling. Unfortunately, the performance of the stochastic method based on construction of a Lagrangian interpolant is also sensitive to non-smoothness in the output space [53, 54].

Another limitation of this study is that both Saltelli’s method and gPCE rely on the assumption of independent (uncorrelated) input parameters. Mathematical theory is actively being developed for variance-based sensitivity analysis for dependent (correlated) inputs; see, for example, Chastaing et al. [59], Mara et al. [60], and Zhou et al. [61]. Future work will consider these new approaches. However, a problem introduced with correlated input is that the correlations must be known, whereas these correlations are often not known in a clinical setting. Another limitation is that we assumed uniformly distributed inputs. Although other distributions can be used in each method discussed, these distributions must be parametrized based on large population studies or on repeated measurements in individuals. If any of the input distributions are known, they can be mixed in with the uniform distributions (i.e. the methods allow for different distributions for each parameter).

It is important to note that we checked whether the results were physically and physiologically plausible before performing the sensitivity analysis. This is mandatory because the large changes in input parameters could lead to changes in the mathematical behavior of the underlying partial differential equations; for example, from hyperbolic to parabolic [33].

For practical purposes, it might be beneficial to further reduce the computational cost of the presented sensitivity analysis by applying this quantitative sensitivity analysis methods only on a
subset consisting of important model parameters identified by the qualitative screening method of Morris [62]. This allows for convergence analysis at higher levels and will be the future work. Another possibility can be to use more efficient sampling strategies for the gPCE method using the regression approach, which are available in literature [34].

7. CONCLUSION

For model personalization of complex cardiovascular models, such as our pulse wave propagation model, the use of the polynomial chaos expansion may be an interesting alternative to the Saltelli method. However, be aware that the projection approach is hampered by a large number of parameters and possible non-smoothness, which affects the accuracy of the Smolyak algorithm. Therefore, it is recommended to use the regression approach. This approach yields good results as long as the maximal polynomial order of the metamodel does not allow for spurious high-order expansion terms. Saltelli’s method is robust for sensitivity and uncertainty analysis but requires (in general) much more model runs.

APPENDIX A: SOBOL DECOMPOSITION

The Sobol decomposition of a function \( f \) is as follows:

\[
f(X_1, \ldots, X_k) = f_0 + \sum_{i=1}^{k} f_i(X_i) + \sum_{i=1}^{k} \sum_{j>i}^{k} f_{i,j}(X_i, X_j) + \ldots + f_{12\ldots k}(X_1, \ldots, X_k). \tag{A.1}
\]

Herein, \( f_0 \) is a constant. When the integrals of all others summands over any of its parameters are zero, it can be shown that all summands are orthogonal and that the decomposition is unique [44]. Because of the uniqueness of the decomposition, each summand can be defined univocally. Indeed, each summand can be given by its conditional expected value. For example, the summands \( f_i \) and \( f_{i,j} \) can be given by

\[
f_i(X_i) = \int_{\Omega_{-i}} f(X_1, \ldots, X_k) d\Omega_{-i} - f_0, \tag{A.2}
\]

and

\[
f_{i,j}(X_i, X_j) = \int_{\Omega_{-ij}} f(X_1, \ldots, X_k) d\Omega_{-ij} - f_i(X_i) - f_j(X_j) - f_0, \tag{A.3}
\]

respectively. Herein, \( \Omega_{-i} \) indicates the domain \( \Omega \) except the domain of \( X_i \) (i.e. \( \Omega_i \)), while the integrals represent the conditional expected values given \( X_i \) (\( E(Y|X_i) \)), and given \( X_i \) and \( X_j \) (\( E(Y|X_i, X_j) \)), respectively. Note that \( f_0 \) equals the expected value of \( Y \) and that a uniform distribution on the domain \( \Omega \) is assumed for the definition of the expected values. For the higher-order terms, similar equations as (A.2) and (A.3) can be derived.

APPENDIX B: COMPUTATIONAL COST ESTIMATION

In this appendix, an estimate for the number of required model runs to estimate the Sobol sensitivity indices is given when using crude Monte Carlo and Saltelli’s efficient Monte Carlo approach.

The main Sobol sensitivity indices are given by \( S_{i_1} = V(E(Y|X_{i_1})) / V(Y) \), with \( i_1 = 1, 2, \ldots, k \). The total Sobol sensitivity indices are given by \( S_{T_{i_1}} = E(V(Y|X_{-i_1})) / V(Y) \). Herein, \( E \) is the expected value, and \( V \) is the variance, which are expressed as multidimensional integrals.

B.1. Monte Carlo

For the estimation of the multidimensional integrals that define the Sobol main indices, we first need to calculate the expected value (sample mean) of \( Y \) given a fixed value of \( X_{i_1} \). We need \( N = \mathcal{O}(10^3) \)
samples for this. To determine the variance of this expected value, integration over \( X_{i_1} \) is required. Thus, another \( r = \mathcal{O}(10^3) \) samples for the value of \( X_{i_1} \) are needed. Therefore, the model must be evaluated for \( Nr \) samples in total. The sample variance is then taken from the corresponding \( Nr \) output samples. This is performed for all \( k \) parameters, resulting in \( Nrk \) model runs.

To estimate the higher-order Sobol indices even more model runs are required [26].

B.2. Saltelli’s method

Saltelli introduced a method that efficiently uses the available model evaluations. This method is based on two Latin hypercube sampled sets of \( N = \mathcal{O}(10^3) \) parameter values; that is, \( 2N \) model runs. Another \( k \) additional sample sets are generated based on the original sampling sets by resampling all except one parameter; that is, \( N(k + 2) \) runs. Saltelli’s method allows for the computation of all the main as well as the total sensitivity indices using only these samples. For details, we refer in [30].

APPENDIX C: SMOLYAK SPARSE GRID INTERPOLATION

First, consider the one-dimensional integral \( \int_{x=-1}^{x=1} g(x)dx \) on an arbitrary continuous function \( g(x) \) defined on the domain \([-1, 1]\). When approximating this integral by using a one-dimensional quadrature formula of level \( l = i - 1 \) with \( i \in \mathbb{N} \), the following general formulation can be derived:

\[
\int_{x=-1}^{x=1} g(x)dx \approx \sum_{j=1}^{m_l} g \left( x_j^i \right) \cdot w_j^i = U^i(g), \tag{C.1}
\]

in which \( x_j^i \) is the \( j \)-th integration point and \( w_j^i \) the nodal weight functions characterized by the demand that the approximation \( U^i \) is exact for all polynomials with an order less than \( m_l \in \mathbb{N} \) and by the type of quadrature formula used. The weights and integration points used in this study will be explained later. The multidimensional integral in the numerator of Equation (18) can be approximated by the tensor products of the one-dimensional quadrature rules in each dimension; that is,

\[
\int_{\Omega} Y(X_1, \ldots, X_k)\Psi_j(X_1, \ldots, X_k)\rho(X_1, \ldots, X_k)d\Omega = \int_{\Omega} G(X_1, \ldots, X_k)d\Omega, \tag{C.2}
\]

\[
\approx \left( U^{i_1} \otimes \cdots \otimes U^{i_k} \right)(G) = \sum_{j_1=1}^{m_{i_1}} \cdots \sum_{j_k=1}^{m_{i_k}} G \left( X_{i_1}^{j_1}, \ldots, X_{i_k}^{j_k} \right) \cdot \left( w_{i_1}^{j_1} \cdots w_{i_k}^{j_k} \right). \tag{C.3}
\]

The subscripts of the indices \( i \) and \( j \) denote the direction in which the one-dimensional quadrature formula is applied (e.g. \( k \) indicates in the direction of model parameter \( X_k \)). The formulation in (C.3) is called the tensor product algorithm (full tensorization). This algorithm requires a high number of support nodes \( (m_{i_1}, \ldots, m_{i_k}) \) sampled on the full grid. As a result, a large number of model evaluations are needed that will make this algorithm increasingly impractical when the number of model parameters increases. To reduce the number of support nodes, the Smolyak algorithm is used. The Smolyak algorithm maintains the approximation quality of the full tensorization up to logarithmic factor and is given by [35]

\[
\int_{\Omega} G(X_1, \ldots, X_k)d\Omega \approx \sum_{|\textbf{i}| \leq q} \left( \Delta^{i_1} \otimes \cdots \otimes \Delta^{i_k} \right), \tag{C.4}
\]

in which \( \Delta^i = U^i - U^{i-1} \) for \( i \in \mathbb{N} \) and \( q \geq k \) is an integer defined as \( l + k \). From here, we will refer to \( l \) as the Smolyak level. Moreover, \( U^0 = 0 \) and \( |\textbf{i}| = i_1 + \ldots + i_k \) is a multi-index for \( i \in \mathbb{N}^k \). It has been shown by Wasilkowski and Woźniakowski [37], and similar by Delvos [38], that Equation (C.4) can also be written as

\[
\int_{\Omega} G(X_1, \ldots, X_k)d\Omega \approx \sum_{l+1 \leq |\textbf{i}| \leq q} (-1)^{|\textbf{i}| - l} \cdot \left( \frac{k - 1}{q - |\textbf{i}|} \right) \cdot \left( U^{i_1} \otimes \cdots \otimes U^{i_k} \right)(G). \tag{C.5}
\]
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The tensor product algorithm $U_{i_1} \otimes \ldots \otimes U_{i_k}$ is based on the grid $X_{i_1} \times \ldots \times X_{i_k}$ in which $X_{i_k} = \{x_{i_k}^{(1)}, \ldots, x_{i_k}^{(l)}\} \subset [-1, 1]$ is the set of points corresponding to $U_i$ in the $k$th direction. All grid points of the complete Smolyak algorithm are therefore given by

$$H(q, k) = \bigcup_{l+1 \leq ||i|| \leq q} (X_{i_{l+1}} \times \ldots \times X_{i_k}).$$

(C.6)

When the nodal sets are nested, that is, $X_i \subset X_{i+1}$, then $H(q, k) \subset H(q + 1, k)$ and the total number of grid points are reduced to

$$H(q, k) = \bigcup_{||i|| = q} (X_{i_{l+1}} \times \ldots \times X_{i_k}).$$

(C.7)

which is the most economical choice with respect to the number of model evaluations.

C.1. Clenshaw–Curtis grid points

The nodal points of the Clenshaw–Curtis method are the extrema of the Chebyshev polynomials, which are given by [35, 63]

$$x_j^i = -\cos \frac{\pi (j - 1)}{m_i - 1} \quad \text{with} \quad j = 1, \ldots, m_i.$$  

(C.8)

Because the number of points $m_i$ in one dimension is odd, the weights functions of the Clenshaw–Curtis are defined by

$$w_1^j = w_{m_i}^j = \frac{1}{m_i(m_i - 2)},$$

(C.9)

for $j \in \{1, m_i\}$ and by

$$w_j^i = w_{m_i+1-j}^j = \frac{2}{m_i - 1} \left(1 - \frac{\cos(\pi(j - 1))}{m_i(m_i - 2)} - 2 \sum_{s=1}^{(m_i-3)/2} \frac{1}{4s^2 - 1} \cos \frac{2\pi s(j - 1)}{m_i - 1}\right).$$

(C.10)

for $j = 2, \ldots, \frac{m_i-1}{2}$. Note that the set of $j$ is reduced compared with the set in Equation (C.8) because of symmetry in the definition of the weight functions. Furthermore, $m_1$ is set to 1 to avoid that the number of points in the Smolyak algorithm increases too fast when the number of model parameters increases. Furthermore, $x_{i_1}^1$ is chosen to be 0 that results in $U_{i_1}(G) = 2G(0)$.

The number of sparse grid points (model evaluations) $n(q, k)$ can be expressed in the recursive formula given by Petras [64]

$$n(q + 1, k + 1) = \delta_0 n(q, k) + \sum_{v=1}^{l} \delta_v n(q - v, k),$$

(C.11)

$$\delta_v = \begin{cases} 1 &\text{if } v = 0 \\ N(v, 1) - N(v - 1, 1) &\text{else}, \end{cases} \quad (C.12)$$

$$n(q, 1) = \begin{cases} 1 &\text{if } q = 1 \\ 2^{q-1} + 1 &\text{else}, \end{cases} \quad (C.13)$$

when using the Clenshaw–Curtis integration method in one-dimensional. Note that $\delta_v$ is the number of extra nodes of level $v$ with respect to the previous level in one-dimensional.
APPENDIX D: ANALYTICAL FUNCTIONS

We use the same analytical models in this study as used previously by Sudret et al. [34]. These models are selected for two specific reasons. First, the analytical models can serve as benchmark for the different uncertainty and sensitivity analysis methods because the sensitivity indices and output variances can be derived analytically. The second reason is that the mathematical behavior of these functions is known, which gives us the possibility to obtain more insights into the properties of the uncertainty and analysis tools used in this study.

D.1. Ishigami function

The first analytical model is the smooth, nonlinear, and monotonous Ishigami function defined as

\[ Y = \sin X_1 + a \sin^2 X_2 + b X_4^4 \sin X_1, \quad (D.1) \]

with \( X_i \) is uniformly distributed over \([-\pi, \pi]\). The exact total and partial variances can be derived easily and are given by

\[ V(Y) = \frac{a^2}{8} + \frac{b \pi^4}{5} + \frac{b^2 \pi^8}{18} + \frac{1}{2}, \quad (D.2) \]

\[ V(Y | X_1) = \frac{b \pi^4}{5} + \frac{b^2 \pi^8}{50} + \frac{1}{2}, \quad V(Y | X_2) = \frac{a^2}{8}, \quad V(Y | X_3) = 0. \quad (D.3) \]

\[ V(Y | X_1, X_2) = V(Y | X_2, X_3) = V(Y | X_1, X_2, X_3) = 0, \quad V(Y | X_1, X_3) = \frac{b^2 \pi^8}{18} - \frac{b^2 \pi^8}{50}. \quad (D.4) \]

In analogy to Sudret et al. [34], we have chosen \( a = 7 \) and \( b = 0.1 \).

D.2. Polynomial function

The second analytical model is a polynomial function given by

\[ Y = \frac{1}{2k} \prod_{i=1}^{k} (3X_i^2 + 1). \quad (D.5) \]

Herein are \( X_i \) the input variables \( (i = 1, 2, \ldots, k) \), uniformly distributed over the domain \([0,1]\). The sensitivity and total sensitivity indices are given analytically by

\[ S_{s_{i_1, \ldots, i_k}} = \frac{5^{-s}}{(6/5)^k - 1}, \quad (D.6) \]

with \( s = 1, \ldots, k \). Here, we set \( k \) to 3.

D.3. Sobol G-function

The third analytical function is the Sobol G-function. The Sobol G-function is a strongly non-monotonic, nonadditive function of \( k \) parameters \( X_i \) that are assumed to be identically and uniformly distributed over the domain \([0,1]\). The Sobol G-function is defined as follows [28]:

\[ G(X_1, \ldots, X_k, a_1, \ldots, a_k) = \prod_{i=1}^{k} g_i(X_i, a_i) \quad \text{with} \quad g_i(X_i, a_i) = \frac{|4X_i - 2| + a_i}{1 + a_i}. \quad (D.7) \]

For each of the \( g_i(X_i, a_i) \) functions \( \int_0^1 g_i(X_i, a_i) dx_i = 1 \), and for \( X_i \in [0,1] \), the variation of the function is

\[ 1 - \frac{1}{1 + a_i} \leq g_i(X_i, a_i) \leq 1 + \frac{1}{1 + a_i}. \quad (D.8) \]
The main sensitivity indices can be obtained analytically from [28]
\[
S_i = \frac{V_i}{V(Y)} = \frac{V(E(Y|X_i))}{V(Y)} = \frac{1}{V(Y)(1+ai)^2} \quad \text{with} \quad V(Y) = \prod_{i=1}^{k}(1+V_i) - 1. \quad (D.9)
\]
whereas the total sensitivity index is analytically expressed by [28]
\[
S_{T,i} = \frac{V(E(Y|X_{-i}))}{V(Y)} = \frac{V_i}{V(Y)} \prod_{j \neq i}(1+V_j) \quad \text{with} \quad V(Y) = \prod_{i=1}^{k}(1+V_i) - 1. \quad (D.10)
\]
In this study, we consider eight input parameters and choose \(X_5 = X_6 = X_7 = X_8 = \frac{1}{2}\) and \(a = [1, 2, 5, 10, 20, 50, 100, 500]\).
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