Internal dynamics and activated processes in soft-glassy materials
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Plastic rearrangements play a crucial role in the characterization of soft-glassy materials, such as emulsions and foams. Based on numerical simulations of soft-glassy systems, we study the dynamics of plastic rearrangements at the hydrodynamic scales where thermal fluctuations can be neglected. Plastic rearrangements require an energy input, which can be either provided by external sources, or made available through time evolution in the coarsening dynamics, in which the total interfacial area decreases as a consequence of the slow evolution of the dispersed phase from smaller to large droplets/bubbles. We first demonstrate that our hydrodynamic model can quantitatively reproduce such coarsening dynamics. Then, considering periodically oscillating strains, we characterize the number of plastic rearrangements as a function of the external energy-supply, and show that they can be regarded as activated processes induced by a suitable “noise” effect. Here we use the word noise in a broad sense, referring to the internal non-equilibrium dynamics triggered by spatial random heterogeneities and coarsening. Finally, by exploring the interplay between the internal characteristic time-scale of the coarsening dynamics and the external time-scale associated with the imposed oscillating strain, we show that the system exhibits the phenomenon of stochastic resonance, thereby providing further credit to the mechanical activation scenario.

1 Introduction

Foams and emulsions are dispersions of a fluid phase in a liquid phase, with a suitable stabilization mechanism for the interface. The dispersed phase is constituted by gas bubbles in foams and liquid droplets in emulsions. The dynamics of such complex fluids is usually characterized by a large interface area and a relatively large packing fraction of the dispersed phases, giving rise to a genuinely new branch of non-equilibrium thermodynamics which has witnessed a major upsurge of interest in the last decades, mostly in connection with soft-matter research.1–4 As a general rule, a process called coarsening takes place to minimize interface area: the dispersed phase diffuses through the continuous one to reduce the total area of the interface. On average, large domains expand at the expense of smaller ones that shrink and eventually disappear.4 For dilute systems, the coarsening dynamics is known as “Ostwald ripening”, or “LSW” after Lifshitz, Slyosov, and Wagner.5–7 In the opposite limit of a dry diphasic system, the continuous matrix occupies a much smaller volume than the dispersed phase. In this case, diffusion takes place through thin walls of roughly constant thickness (Plateau domains), thus triggering a different coarsening mechanism. In two dimensions, for example, the growth rate of each domain is proportional to its number of neighbors, not on its size, in agreement with the celebrated von Neumann’s law.8 In such a jammed state, the discrete objects are locked into a mechanically stable packing configuration, where neighbors cannot change just due to thermal motion. This happens because the single constituents are macroscopic in size and the corresponding energy barriers for droplet/bubble rearrangements are orders of magnitude larger than $k_B T$. The system thus exhibits a yield stress $\sigma_Y$, below which it deforms elastically instead of flowing. Above the yield stress threshold, the system flows with a rheo-thinning character, and flow takes place through a sequence of irreversible plastic rearrangements.8–11 In emulsions and foams, plastic rearrangements are identified with T1 topological events, in which one edge of a given droplet/bubble collapses to zero and neighbour droplets/bubbles switching happens. For such rearrangements to occur, i.e., to expose a liquid-like character, an input of energy is required. This mechanical energy-supply can result from an external source, namely stress or strain imposed to the system. However, this is not a necessary condition, as the input may also be supplied internally, i.e. via dynamic
rearrangements induced by the coarsening. This is the case, for example, of the coarsening-induced bubble dynamics in real foams, experimentally studied in a series of papers (see ref. 14 and 15 and references therein). In this paper, we aim at investigating whether plastic rearrangements can be regarded as “activated processes”, i.e. processes induced by a suitable noise effect. The word “noise” is used here in a rather broad sense without any reference to a thermodynamic interpretation. To qualify the meaning of “activated process”, we think of the classical picture originally proposed by Kramer,10–18 where an overdamped particle can escape a potential well due to the noise effect. Activated processes are rare events and the time needed for the escape to occur is a random variable with an exponential distribution. Moreover the average escape time depends exponentially on the potential barrier, hence one can predict the rate of activated processes as a function of an external driving force. If the force is periodic, the system may exhibit a behavior known as stochastic resonance (SR),17,19 i.e. activated processes are in phase with the external driving force for a well defined frequency.

To the purpose of this paper, we explore the properties of plastic rearrangements at changing an imposed deformation under a periodically oscillating strain. The number of plastic events per cycle is shown to depend exponentially on the external energy-supply, thus supporting their interpretation as activated processes. It is also found that the statistical dynamics of plastic rearrangements is compatible with a SR mechanism,17,19 which provides a specific scenario for the mechanical activation process, where the source of “noise” is the internal non-equilibrium dynamics triggered by random spatial heterogeneities in the interface geometry. We also posit that such a level of noise is regulated by the polydispersity of the dispersed phase, which gives rise to a random distribution of free-energy barriers within the disphasic system. The idea of an activated escape from free-energy barriers due to effective noise is not new and it has been vigorously pursued within the so-called SGR (Soft-Glassy Rheology) model proposed years back by Sollich et al.10,20–33 The SGR builds on Bouchaud’s trap model,24 based on the assumption that temperature alone is unable to achieve complete structural relaxation. Hence, an effective temperature is introduced in the system as the relevant source for plastic rearrangements to occur. Similarly, other authors pointed to the central role played by the concept of an effective temperature characterizing the state of configurational disorder in amorphous systems.25–30

The numerical results presented in this paper are obtained with a mesoscopic Lattice Boltzmann (LB) method,31–33 which allows the simulation of droplets and their interface motion under different load conditions. The essential features of the model are recalled in Section 2. In Section 3, we explore the coarsening properties of dry diphasic systems and show that our model proves capable of reproducing the von Neumann’s topological evolution rules. In such a jammed state, we extract the characteristic internal time-scale of the system, taken as the average rest time between successive rearrangements.14–16 Section 4 is fully devoted to the characterization of plastic rearrangements in the presence of an externally applied oscillating strain. We will finally explore the interplay between the internal characteristic time-scale of the coarsening dynamics and the external time-scale associated with the imposed periodic oscillating strain, showing that the system exhibits SR behaviour. Summary and outlook follow in Section 5.

2 The lattice kinetic model

In recent years we developed a mesoscopic approach to the description of soft-glassy rheology, based on a lattice version of the Boltzmann (LB) kinetic equation with competing short-range attraction and mid-range repulsion (see ref. 31–33 and 35). The lattice kinetic model has been shown to reproduce, with a pretty good quantitative agreement, many distinctive features of soft-glassy materials, such as ageing21 and non-linear cooperative rheology.25 Specifically, it allows, at an affordable computational cost, simulation of a collection of closely packed droplets with variable polydispersity and packing fraction, under different load conditions.33 Since our lattice kinetic model has been already described in several previous studies,31–33 we recall here just its basic features. We start from a mesoscopic lattice Boltzmann model for non-ideal binary fluids, which combines a small positive surface tension, promoting highly complex interfaces, with a positive disjoining pressure, inhibiting interface coalescence. The mesoscopic kinetic model considers two fluids A and B, each described by a discrete kinetic distribution function $f_{\text{eq}}(r_i; c_i)$, measuring the probability of finding a particle of fluid $\zeta = A, B$ at position $r$ and time $t$, with discrete velocity $c_i$, where the index $i$ runs over the nearest and next-to-nearest neighbors of $r$ in a regular two-dimensional lattice.31,36 In other words, the mesoscopic particle represents all molecules contained in a unit cell of the lattice. The distribution functions evolve in time under the effect of free-streaming and local two-body collisions, described, for both fluids ($\zeta = A, B$), by a relaxation towards a local equilibrium ($f_{\text{eq}}^{(\text{eq})}$) with a characteristic time-scale $\tau_{\text{LB}}$:

$$f_{\zeta j}(r + c_i; c_i; t + 1) - f_{\text{eq}}(r, c_i; t) = - \frac{1}{\tau_{\text{LB}}} \left( f_{\zeta j} - f_{\text{eq}}^{(\text{eq})} \right)(r, c_i; t) + F_{\zeta j}(r, c_i; t). \tag{1}$$

The equilibrium distribution is given by

$$f_{\zeta j}^{(\text{eq})} = w_j \rho_{\zeta} \left[ 1 + \frac{u_j c_i}{c^2_i} + \frac{u_i \cdot (c_i - c_s^2)}{2c^4_i} \right] \tag{2}$$

with $w_j$ being a set of weights known a priori through the choice of the quadrature.37,38 The model gives direct access to the hydrodynamical variables: coarse grained hydrodynamical densities are indeed defined for both species $\rho_{\zeta} = \sum_j f_{\zeta j}$ as well as a global momentum for the whole binary mixture $j = \rho u = \sum_{\zeta j} f_{\zeta j} c_i$, with $\rho = \sum_{\zeta} \rho_{\zeta}$. The term $F_{\zeta j}(r, c_i; t)$ is just the $i$-th projection of the total internal force which includes a variety
of interparticle forces. First, a repulsive ($r$) force with strength parameter $g_{AB}$ between the two fluids

$$F^r_c(r) = -g_{AB} \rho_c(r) \sum_{i \neq c} w_i \rho_c(r + c_i)$$

is responsible for phase separation.\textsuperscript{31} Interactions (3) are nothing but a lattice transcription of mean-field models for phase separation (see ref. 39 and references therein). They can produce stable non-ideal interfaces with a positive surface tension.\textsuperscript{34,40} However, they give rise only to negative disjoining pressures, i.e. “thin” films between neighboring droplets cannot be stabilized against rupture (see Fig. 1). To provide an energy barrier against the rupture of such thin films, we introduce competing interactions encoding a mechanism of frustration ($f$) for phase separation.\textsuperscript{41} In particular, we model short range (nearest neighbor, NN) self-attraction, controlled by strength parameters $g_{AA,1} < 0$, $g_{BB,1} < 0$, and “long-range” (next to nearest neighbor, NNN) self-repulsion, governed by strength parameters $g_{AA,3} > 0$, $g_{BB,2} > 0$

$$F^f_c(r) = -g_{ refunds} \rho_c(r) \sum_{i \neq refunds} w_i \rho_c(r + c_i)$$

with $\rho_c(r) = \rho_c[\rho(r)]$ being a suitable pseudo-potential function.\textsuperscript{40,43} The pseudo-potential is taken in the form originally suggested by\textsuperscript{40}

$$\rho_c(r) = \rho_0 \left( 1 - e^{-r^2/\alpha} \right).$$

The parameter $\rho_0$ marks the density value above which non-ideal effects come into play. The prefactor $\rho_0$ in (5) is used to ensure that for small densities the pseudopotential is linear in the density $\rho_c$. In all the simulations presented in this paper, we fix the reference density to be $\rho_0 = 0.83$ lbu (LB units), the relaxation time $\tau_{LB} = 1.0$ lbu in (1) and we will change the magnitude of the various $\gamma$s in (3) and (4) to explore different physical scenarios. The disjoining pressure $\Pi(h)$ is computed for a thin film with two non-ideal interfaces separated by the distance $h$. Following Bergeron,\textsuperscript{41} we write the relationship for the corresponding tensions starting from the Gibbs-Duhem relationship:

$$\Gamma_i(h) = 2 \Gamma + \int_{\Pi(h)}^{\Pi(h)} \frac{h \, d\Pi}{\Pi(h=\infty)}$$

where $\Gamma$ is the bulk value of the surface tension and $\Gamma_i$ is the overall film tension, whose expression is known in terms of the mismatch between the normal and tangential components of the pressure tensor.\textsuperscript{44,45} $\Gamma_i = \int_{-\infty}^{\infty} (P_N - P_T(x)) \, dx$, where, in our model, $P_N - P_T(x) = P_0(x)$ can be computed analytically.\textsuperscript{46} Knowledge of the relationship $s(h) = \Gamma_i(h) - 2 \Gamma$ makes it straightforward to compute the disjoining pressure: a simple differentiation of $s(h)$ permits computation of the first derivative of the disjoining pressure, $\frac{ds(h)}{dh} = h \frac{d\Pi}{dh}$. This information, supplemented with the boundary condition $\Pi(h \to \infty) = 0$, allows complete determination of the disjoining pressure of the film. The emergence of the disjoining pressure and its effect on the stabilization of thin films between neighboring droplets are illustrated in Fig. 1, where we report details of a very simple numerical experiment: the computational domain is a rectangular box of size $L_x \times L_z = 2L_x \times L_z$ (x is the stream-flow direction) covered by $N_x \times N_z = 400 \times 200$ lattice sites. The boundary conditions are those of a steady velocity at the upper and lower boundaries $\pm U_w = \pm 0.02$ lbu, whereas periodic boundary conditions are applied in the stream-flow direction. Two droplets with equal radius ($R = 40$ lbu) are placed slightly below and above the half-plane of the computational domain ($z = L_z/2$) and brought one close to the other by the imposed flow. One numerical simulation is performed solely with the phase separating interactions (3) with
strength parameter $\gamma_{AB} = 0.586$ lbu, corresponding to bulk densities $\rho_A = 1.2$ (0.12) lbu and $\rho_B = 0.12$ (1.2) lbu in the dispersed (continuous) phase. As we can visually appreciate from Panels (a)–(c), when coming close to each other, the two droplets merge into a single droplet. This is quantitatively attributed to the presence of a negative disjoining pressure (see the main panel of Fig. 1, filled circles) which triggers the rupture of the thin film (roughly $h = 8–10$ lbu) between the two droplets. When competing interactions (4) are added to the phase separating interactions (3), the disjoining pressure may be changed. Indeed, the added triangles reported in the main panel of Fig. 1 refer to a case with phase separating interactions (3) with strength parameter $\gamma_{AB} = 0.586$ lbu, supplemented with competing interactions with strength parameters $\gamma_{AA1} = \gamma_{BB1} = -8.0$ lbu and $\gamma_{AA2} = \gamma_{BB2} = 7.1$ lbu. The disjoining pressure is now positive, thus promoting the emergence of an energy barrier against coalescence, which is adjustable by tuning the strengths of the competing interactions. This provides a stabilization mechanism for the thin film and the two droplets can “slide” one on the other without merging (see Panels (d)–(f)). We remark that the computation of the disjoining pressure, as previously discussed, allows us to understand the role of the competing interactions (4) in the formation of a stable interface: by changing the parameters we can either increase or decrease the peak in $\Pi(h)$ reported in Fig. 1. Therefore, by increasing such a peak, we can argue that there would be also a slowing down of the diffusion processes (see Section 3) and, consequently, longer time scales for coarsening to occur. This will be quantitatively explored in the next section.

Before closing this section, we wish to stress that the micro-mechanics of the model, eqn (3) and (4), is not meant to mimic “distinct” physico-chemical details of a real system, but rather to model a “generic” soft-glassy system with non-ideal fluid behavior (e.g., non-ideal equation of state, phase separation), interfacial phenomena (e.g., surface tension, disjoining pressure) and hydrodynamics.

3 Aging and internal rearrangements

In this section we quantify the role of frustration in the coarsening dynamics of both dilute and dry systems, to show that the model actually reproduces well known features of coarsening in the aforementioned limits. More importantly, the analysis of coarsening in the dry limit will be instrumental to characterize the internal time-scale of the system in the jammed state. It also provides some hint about the meaning of the noise acting in the system.

In the presence of a collection of droplets with a heterogeneous distribution of radii, even the inhibition of coalescence does not prevent macroscopic phase separation of the droplets. This is because the Ostwald ripening (or LSW scaling law) process takes place, and the dispersed phase diffuses through the continuous one to reduce the total area of the interface. To quantify the role of the Ostwald ripening in our system, we have simulated a collection of droplets, initially at rest with a heterogeneous distribution of radii (ranging in the interval $R \in [10, 50]$ lbu) in a computational domain of size $L_x \times L_z = L \times L$ covered by $N_x \times N_z = 1024 \times 1024$ lattice sites with full periodic boundary conditions. Similar to Fig. 1, two simulations are performed: (i) with phase separating interactions (3) only, having strength parameter $\gamma_{AB} = 0.586$ lbu; (ii) with both phase separating interactions (3) and competing interactions (4) having strength parameters $\gamma_{AB} = 0.586$ lbu, $\gamma_{AA1} = \gamma_{BB1} = -7.0$ lbu and $\gamma_{AA2} = \gamma_{BB2} = 6.1$ lbu. For fixed space resolution, these parameters correspond to the onset of a stable interface, with a peak in $\Pi(h)$ roughly 10% lower than the one reported in Fig. 1. In the case of phase separating interactions only, as we can readily appreciate from the snapshots of a sub-region of the system (Panels (a)–(c) of Fig. 2), coalescence contributes to the process of interface minimization. Also, smaller domains shrink and finally disappear. The process is more quantitatively analyzed in the bottom

![Fig. 2. Coarsening dynamics for the LB model (1) with phase separating interactions (3) and competing interactions (4) in the dilute limit. Different colors refer to different droplets. The standard LSW scenario is realized with the phase separating interactions (3) only, allowing for a coarsening dynamics determined by both coalescence and mass diffusion (+ and Panels (a)–(c), reporting snapshots of a sub-region of the system). The scaling law of the average droplet radius, $R(t)$, quantitatively matches the prediction of the LSW theory, $R(t) \sim t$ (dashed line). When competing interactions (4) supplement phase separating interactions (3), they switch-off coalescence and slow down the coarsening dynamics with a much smaller prefactor in front of the LSW scaling law (× and Panels (d)–(f)). Simulation parameters are reported in the text. $\Delta = 3 \times 10^4$ lbu is a characteristic time lapse.](image-url)
panel of Fig. 2, where we monitor the average radius $R(t)$ of the droplets as a function of time. On average, a scaling law $R^3(t) \sim t$ is observed, confirming the correctness of the LSW scaling. The tiny jumps witness the subtle role of coalescence, which takes place on time-scales much smaller than the diffusive time-scales associated with the Ostwald ripening. By switching-on the competing interactions (4), coalescence is inhibited. To highlight this effect, we have chosen a configuration with increased fraction of the dispersed phase (Panels (d)–(f)). Even if coalescence is switched-off, the dispersed phase still diffuses through the continuous phase showing scaling properties compatible with a LSW process, the only difference being a much smaller prefactor.

With the evidence that the scaling laws for the time dynamics of a dilute system are actually the expected ones,4–7 we finally report in Fig. 3a quantitative assessment that shows how our model captures the correct coarsening dynamics of a dry system in a jammed state. A collection of closely packed droplets is simulated, again, in a computational domain of size $L_x \times L_z = L \times L$ covered by $N_x \times N_z = 1024 \times 1024$ lattice sites with full periodic boundary conditions. The packing fraction of the dispersed phase in the continuum phase is kept the same and approximately equal to 90%, thus domains of the dispersed phase resemble closely packed polygons (Panels (a) and (b)) in Fig. 3. The degree of polydispersity is defined as the standard deviation of the droplet area, $\sigma(A)$, expressed in units of its mean, i.e. $d = \sigma(A)/\mu = 0.3$ in our case. For an ideal dry diphasic system of such a kind, and under the approximation that the intersection angles of the interfaces exactly satisfy local force balance, individual droplet areas evolve according to von Neumann’s law

$$\frac{dA_n(t)}{dt} = K(n - 6)$$

where $A_n$ is the average area of droplets with $n$ sides and $K$ is the coefficient of diffusion between adjacent droplets. Fig. 3 provides evidence that eqn (7) is verified. From a visual inspection of the images of a sub-region of the diphasic system during the coarsening dynamics, we actually see that droplets with fewer than six sides shrink (indicated with a $\blacklozenge$ in Panels (a) and (b)), whereas those with more than six sides grow (indicated with a $\blacklozenge$ in Panels (a) and (b)). To calculate the area of the closely packed droplets, we perform a Voronoi tessellation (using the voro++ libraries47) constructed from the centers of mass of the droplets. When following in time the average area of the droplets, this fits the theoretical prediction (7) quite well, with a diffusion coefficient $K$ which is the same for all $n$’s.

Due to the internal coarsening dynamics, also plastic rearrangements in the form of T1 events are present. This is evident from Panels (b) and (c) of Fig. 3 (● indicates the involved droplets). Plastic rearrangements are also responsible for deviations from the linear von Neumann’s law (7), indicated with an arrow in the bottom panel of Fig. 3.

4 Response under external oscillatory strains

The basic question we wish to address in this section is whether plastic rearrangements can be regarded as activated processes induced by a suitable “noise” produced by the internal dynamics. This requires a systematic characterization of plastic events and their statistical occurrences as a function of an external strain. To perform long-time simulations with an acceptable computational effort, we can decrease the resolution by using a computational domain of size $L_x \times L_z = L \times L$ covered by $N_x \times N_z = 512 \times 512$ lattice sites. In order to keep the same packing fraction and the same number of droplets, we must increase the disjoining pressure at the interface: a proper choice of parameters to that purpose is $\gamma_{AB} = 0.586$ lbu, $\gamma_{AA,2} = \gamma_{BB,1} = -9.0$ lbu and $\gamma_{AA,1} = \gamma_{BB,2} = 8.1$ lbu, which increases the peak in $\Pi(t)$ shown in Fig. 1 by roughly a factor 2. Moreover, we confine the system between two parallel walls with no-slip boundary conditions. For unstrained situations (i.e. no external load), the coarsening dynamics of the system is illustrated and characterized in Fig. 4. Panel (a) reports the time behavior of the following interface length indicator:
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Statistics of plastic rearrangements in the coarsening dynamics. Panel (a): behavior of the interface length indicator \( l(t) \) (see eqn (8)) as a function of time. Time is made dimensionless with respect to the time lapse \( \Delta = 10^3 \) lbu. Panel (b): magnified view of panel (a) for \( t/\Delta \in [200–1400] \). The vertical spikes indicate when plastic events occur. Note that there is a clear relationship between plastic events and the decrease of \( l(t) \).

Fig. 4 Statistics of plastic rearrangements in the coarsening dynamics.

\[
I(t) = \frac{1}{L^2} \int |\nabla \phi(r)|^2 dr
\]

where \( \phi = \rho_a - \rho_b \) is the density difference. In Panel (b) of Fig. 4 we show the behavior of \( I(t) \) during a period of \( 1.2 \times 10^6 \) lbu, with the indication of the plastic events observed during the evolution (vertical spikes). From these observations, we realize that, because of spatial disorder, rearrangements occur at random instants and random space locations. To characterize the distribution of rest times between successive events, we consider the quantity \( t_i \equiv t_i - t_{i-1} \), where \( t_i \) is the time at which the \( i \)-th plastic event occurs. In Fig. 5 we show the probability density function (pdf) \( P_0(\tau) \) of \( \tau \) (the subscript 0 indicates unstrained conditions) that fits reasonably well an exponential distribution. The internal characteristic time-scale of the system (i.e. the average of \( \tau \)) is estimated to be \( \langle \tau \rangle_0 = \int P_0(\tau)d\tau = \tau_0 \approx 3 \times 10^4 \) lbu. It is noticeable that the distribution \( P_0(\tau) \) bears close similarities with the distribution of rest times for bubble rearrangements driven by coarsening in real aqueous foams.

Moreover, numerical simulations based on the surface evolver method have shown that the temporal statistics of coarsening-induced bubble rearrangements can be described by a Poisson process.

To gain further insight, we now consider the case of an external oscillatory strain

\[
\gamma(t) = \gamma_p \sin(\omega t)
\]

with frequency \( \omega \) and peak amplitude \( \gamma_p \) smaller than the yield strain \( \gamma_Y \). By using data at very low frequency, we obtain a yield strain \( \gamma_Y \approx 0.3 \), a yield stress \( \sigma_Y \approx 1.1 \times 10^{-1} \) lbu and an elastic load modulus \( E = 4.4 \times 10^{-4} \) lbu, where \( p = 1.32 \) lbu is the total density. For small \( \gamma_p \), we can assume that the external strain provides an energy input in the system \( \sim \gamma_p^2/\gamma_Y^2/2 \), to be compared with the energy barrier for a plastic event, which can be estimated \( \sim \gamma_p^2/\gamma_Y^2/2 \). In Fig. 6, we report the number \( N(\omega) = \langle \tau \rangle_0 / \langle \tau \rangle_0 \) defined as the ratio of the average time \( \langle \tau \rangle_0 \) between two consecutive plastic events (the subscript 0 indicates strained conditions) and the forcing period \( \tau(\omega) \approx 2\pi/\omega \). Note that, by definition, \( 1/N(\omega) \) is just the number of plastic events per cycle. In the figure, we plot \( N(\omega) \) in log scale versus \( (\gamma_p/\gamma_Y)^2 \) for two oscillatory strains with period \( T(\omega) = 4\tau_0 \) (triangles) and \( T(\omega) = 2\tau_0 \) (bullets). Since \( (\gamma_p/\gamma_Y)^2 \) represents the ratio of the energy induced by the external strain with respect to the energy barrier, we expect \( \log(N(\omega)) \) to decrease linearly with \( (\gamma_p/\gamma_Y)^2 \) in an activated process. This is exactly what Fig. 6 shows for both \( T(\omega) = 4\tau_0 \) and \( T(\omega) = 2\tau_0 \). Fig. 4 and 6 support the idea that the internal (deterministic) dynamics acts like an intrinsic noise in the system. If this idea of noise-induced activated processes is correct, it is then natural to look for a connection between plastic events and a general mechanism like stochastic resonance (SR).

4.1 Stochastic resonance

We begin by shortly reviewing the main distinctive features of SR. The mechanism of SR can be explained by considering a sample stochastic differential equation.
unitary mass under the action of the external potential representing the Lagrangian trajectory $x(t)$. The observed time between two consecutive plastic events (the subscript refers to strained conditions), $\gamma_T$ is the peak value of the external strain applied to the system and $\gamma_V$ is the yield strain. Two values of $\gamma_T$ are considered, $\gamma_T = 2\tau_0$ and $\gamma_T = 4\tau_0$ with $\tau_0$ the internal characteristic time scale, taken as the average time between successive plastic events in the coarsening dynamics (unstrained conditions, see Fig. 4). In both cases, the ratio $(\gamma_T/\gamma_V)$ decays exponentially in $(\gamma_T/\gamma_V)^2$ (the bar is a guide for the eyes). The green squares correspond to $N(\omega)$ found in the naive double well potential eqn (10). Notice that $N(\omega)$ has been normalized to 1 for $\gamma_V = 0$ in all cases.

\[
\frac{dx(t)}{dt} = x(1 - x^2) + A \sin(\omega t) + \sqrt{\frac{2}{z}} W(t) \tag{10}
\]

representing the Lagrangian trajectory $x(t)$ of a point with unitary mass under the action of the external potential $V(x) = (1 - x^2)^2/4$ and forcing term $A \sin(\omega t)$ with adjustable strength parameter $A$ and frequency $\omega$. The term $W(t)$ is a white noise delta-correlated in time with intensity $\varepsilon$, i.e., $\langle W(t)W(t') \rangle = \varepsilon \delta(t - t')$. When $A = 0$ (zero external forcing), the system shows transitions between the two minima of the double well potential, exponentially distributed in time with an average $\tau_{x,0} = \frac{\pi}{\sqrt{2}} \exp(2\Delta V/\varepsilon)^{17,19}$ where, for the present case, the potential barrier is $\Delta V = 1/4$. The effect of $A \neq 0$ induces a variation in the potential barrier, $\Delta V = 1/4 + A \sin(\omega t)$. In Fig. 7, we show the classic signature of SR: noise induced hopping between the potential wells can become synchronized with the periodic forcing. In particular, in the bottom panel of Fig. 7 we show the strength of the external forcing (the amplitude has been set equal to 1 for simplicity), while the bullets report the times at which jumps between the two wells occur, highlighting the synchronization effect. This statistical synchronization takes place when the average rest time $\tau_{x,0}$ between two noise-induced transitions is comparable with half of the period of the external forcing, leading to the well-known matching condition for SR $^{17,19}$

\[
T(\omega) = 2\tau_0 = 2\tau_{x,0}. \tag{11}
\]

SR is a pretty general and fairly robust mechanism; it has been observed for both stochastic and deterministic chaotic systems (where the chaotic dynamics plays the role of the noise) with and without the existence of multiple metastable states.

4.2 Connection with LB numerical simulations

We seek signatures of SR, in our simulated system, by changing the period $T(\omega)$ of the external oscillatory strain. Although a formal link between our simulated system and the prototypical SR model equation discussed in the previous section remains to be established, the results shown in Fig. 6 support nonetheless the idea that plastic rearrangements can be regarded as activated processes induced by a suitable noise effect. If the source of noise is provided by the internal coarsening dynamics described in Section 3, an external oscillatory strain with period $T(\omega) \approx 2\tau_0$ should exist, for which synchronization between the external strain and plastic events could be observed. In other words, SR could be detected in two different ways: (i) plastic events should be in phase with the strain and (ii) the probability density function of $\tau$ should be peaked around $\tau = 0.5T(\omega)$. We performed simulations with the external periodic strain for three different periods $4\tau_0$, $2\tau_0$ and $\tau_0$. The external strain amplitude is such that $\gamma_V\gamma_T = 0.4$. To draw a parallel with the double well potential of eqn (10), our choice $\gamma_V\gamma_T = 0.4$ corresponds to $A = 0.04$, which is the smallest amplitude at which SR is observed. Moreover, $\gamma_T$ is supposed to be the smallest amplitude in the external strain for which SR can be observed in the system. In Fig. 8, we show a snapshot of 10 cycles for the three different periods. The solid line corresponds to $|\sin(\omega t)|$, whereas the bullets indicate the occurrence of
plastic events. In the top panel of Fig. 9, we show the pdf of $\tau$, as obtained from 75 cycles of the external forcing. Both figures clearly show that SR occurs with the right signature: plastic events are nearly in phase with the forcing and the pdf of $\tau$ is peaked around $\tau = 0.5T(\omega)$. Note that at $T(\omega) = \tau_0$, the pdf shows two clear peaks at $\tau = 0.5T(\omega)$ and $\tau = T(\omega)$. Actually, when $T(\omega) = \tau_0$, we may qualitatively think of our system as a collection of different spatial regions where the probability that a plastic event occurs reaches a maximum at the largest strain (in absolute value), i.e., at times $T_n = (n + 1)\tau_0/2$ ($n = 0, 1, \ldots$). Thus we expect that the probability density function $P_\omega(\tau)$ should show well defined peaks at $\tau = T_n$, in agreement with the results shown in Figs. 8 and 9. Finally, it is interesting to observe that the green squares shown in Fig. 6 correspond to $N(\omega)$ found in the naive double well potential eqn (10), with $\omega = 2\pi/\tau_0$, i.e., at the SR frequency. As a matter of fact, the slope of $\log\left(\frac{N(\omega)}{\ifmmode\varpi\else\varpi\fi}\right)$ is close to the one observed in our simulations, lending further support to the idea that the internal dynamics can be regarded as a form of intrinsic noise.

As we discussed in Section 3, space randomness (due to different sizes and shapes of droplets) is underlying the coarsening dynamics. We argue, therefore, that increasing or decreasing space randomness (i.e. changing polydispersity) is equivalent to change the internal noise. If this is true, the narrow peak at $\tau = 0.5T(\omega)$, upon increasing or decreasing of the noise amplitude away from the resonance value, should disappear. This is indeed observed in our case: we repeated the simulation at the resonance frequency either by increasing or by decreasing the polydispersity of the system with all the other parameters being kept at the same value. With no external strain, the number of plastic events decreases (increases) by decreasing (increasing) the polydispersity by a factor $\approx 30\%$. In the bottom panel of Fig. 9 we show the probability density function $P_\omega(\tau)$ for both cases of “weak” (lower polydispersity, $d = 0.22$) and “strong” (higher polydispersity, $d = 0.4$) noise in the presence of a periodic strain. We wish to add that the interpretation of the noise as a direct result of the system polydispersity, although pretty plausible, is in need of further consolidation. Indeed, results reported in Fig. 9 are a rather indirect indication for the emergence of SR: starting from the idea that plastic events can be interpreted as activated processes among different potential minima, SR depends exponentially on the potential barrier and there is no indication that the minima have a constant depth in our system. It is therefore not clear – a priori – whether SR could be observed or not. Our results suggest that, at least when the polydispersity is not too high, the potential wells have the same depths in some “average” sense. To provide more compelling evidence, one
should show the appearance of the resonance in the pdf also for the different values of \(d\). More precisely, it would be desirable to perform a systematic investigation of \(P_s(\tau)\) as a function of the polydispersity \(d\), and to assess whether or not some form of universality exists. The prospective relationship \(\tau_0 = \tau_0(d)\) would then illuminate the nature of the conceptual link between noise and polydispersity. However, such a program faces a number of conceptual and technical hurdles which are worth being commented in some detail. In the first place, a systematic investigation of polydispersity implies an increase of the number of droplets, to make sure that the results are free from anomalous fluctuations, due to a small number of (too large or too small) outliers. Since each bubble needs to be properly resolved in the lattice, an increase of the number of droplets implies a corresponding increase of spatial resolution. Currently, we have of the order of 130 droplets with 512 \(\times\) 512 lattice sites; therefore improving the statistics of, say, a factor 2, at a given value of \(d\), implies a four-fold increase of spatial resolution. This increase of spatial resolution combines even more demandingly with the time-span of the simulations, which scales, at least, linearly with the size of the problem and possibly more than linearly if ageing effects come into play. Besides, additional effects need to be taken into account. For instance, at low polydispersity, SR is expected at correspondingly lower frequencies, which imply longer waiting times. At high polydispersity, on the other hand, it is not clear \textit{a priori} whether ageing facilitates or inhibits SR events, a question which again requires extremely long simulation times to be resolved. Finally, we wish to point out that at higher polydispersity, stronger driving amplitudes are required to excite SR events. Given that we are forcing through the boundaries, large drives may well trigger plastic flow at the boundaries, thereby preventing/obscuring SR events in the bulk flow. The above difficulties explain why a careful tuning of all the parameters in play is required. Even though the results reported in Fig. 9 required an effort that lasted almost one year we have also considered the lower value of \(d = 0.22\) studied in Fig. 9 and explored two cases, \(T = 2\tau_0\) and \(T = 4\tau_0\), where \(\tau_0\) continues to refer to the internal characteristic time scale of the system at \(d = 0.3\). The corresponding results are reported in Fig. 10. Although the structures of the two pdfs do not seem very different, the peaks at \(2\pi/T = 1\) and \(2\pi/T = 2\) are more evident in the new simulations with \(T = 4\tau_0\) with respect to the case at \(T = 2\tau_0\). This surely lends further support to the fact that by decreasing the polydispersity, the characteristic period of the forcing at which we observe SR increases.

5 Summary and outlook

Summarizing, our numerical simulations provide evidence that plastic rearrangements can be likened to activated processes, induced by a suitable form of intrinsic “noise”. In particular, the idea of coarsening-induced noise is here supported by the analysis of plastic events under time oscillating strains, where it is observed that the number of plastic rearrangements depends exponentially on the external energy-supply. We have also studied the interplay between the internal characteristic time-scale of the coarsening dynamics and the external time-scale associated with the imposed oscillating strain, showing that for suitably chosen frequencies, the system exhibits the phenomenon of stochastic resonance (SR). Taken all together, these points lend further credit to several results and conjectures presented in the soft-glassy literature, particularly to the central idea of effective noise-induced activated escape from free energy random traps.20,21 However, we wish to highlight that the concept of an effective noise in soft glasses was invoked to explain the linear response in the rheological properties. In contrast, the work on SR presented here belongs to the nonlinear regime of finite amplitude oscillations, the amplitude being a finite fraction of the yield strain \(\gamma_Y\). Indeed, we find that there is a minimal amplitude of \(\gamma_f/\gamma_Y\) (see Fig. 8) below which SR is not detected. We also wish to emphasize that the parallel between plastic events and activated processes does not impose stringent constraints on the nature of the noise (see also the remark at the end of Section 4.2). In particular, such parallel does not (necessarily) rest on the assumption of an underlying delta-correlated noise.17,19

We underline that the systems under inspection in this paper are not statistically stationary (ageing). In particular, our analysis pertains to a time lapse much larger than the characteristic time-scale of plastic events, yet much shorter than the ageing time-scales. As a result, a systematic study of the long-term dependence of the observed properties on the model parameters, as well as on the system size, represents a very demanding task. Notwithstanding these difficulties, such a task will be one of the subjects of our future investigations.

Finally, an interesting point of discussion emerges from the attempt of connecting the present results with experimental data on soft-glasses. The (exponential) distribution of rest times in unstrained conditions (see Fig. 4 and 5) is very similar to the probability density function for the rest time between successive bubble rearrangements in real aqueous foams.14,34 Thus, we
expect that the results presented in this paper might have an experimental confirmation. We remark that in real-world experiments (as in simulations) the rate of the plastic events is expected to slow down with increasing foam age. However, for the characteristic timescales given in the literature, it seems possible to achieve the SR matching conditions in a window of time shorter than the rate of change of the internal noise.
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