Predicting gaze direction from head pose yaw and pitch
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Abstract - Socially assistive robots (SARs) must be able to interpret non-verbal communication from a human. A person’s gaze direction informs the observer where the visual attention is directed to. Therefore it is useful if a robot can interpret the gaze direction, so that it can assess whether a person is looking at it or some object in the environment. Gazing is a combination of head and eye movement, but detecting eye orientation from a distance is difficult in real life environments. Instead a robot can measure the head pose and infer the gaze direction. In this paper, we show that both the yaw and pitch of a human’s gaze can be inferred from the measured yaw and pitch of the human’s head pose with simple linear equations.
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1 Introduction

Elderly people need more support due to their declining capabilities and age-related illnesses. Today that support is provided by younger caregivers. However, the ratio of younger caregivers to elderly people is decreasing in all developed countries. Worldwide, in 2010 there were fewer than nine persons of working-age per elderly person of 65 or older. By 2050 this ratio is expected to decrease to fewer than four working-age persons per elderly person [3]. This will lead to a problem of increasing demand for care and a shortage of caregivers [17].

Socially assistive robots (SARs) are one solution to this problem. SARs can provide reminders and instruction such as the nursing robot Pearl [14] and the Korean robotic language teacher EngKey [10]. They can also provide social support. Social support typically aims at reducing social isolation and enhancing well-being in the form of social interaction with users [5]. Humans use verbal and non-verbal communication. Thus, it is important for a SAR to be able to interpret non-verbal communication from a human. Gaze, or the direction in which the human is looking, is one form of non-verbal communication. Humans use gaze, with and without hand gestures, to point to an object. Humans also use gaze for turn-taking during conversations [7]. Gaze can also be used in navigation to position the robot so it is in the line of sight of the human when it is approaching. Gaze can also be used to determine if the human is paying attention to what the robot is saying.

Gazing is a combination of head and eye movement. The direction the head is looking, or head pose, can be measured by looking at the face [18][19][24]. The direction the eyes are looking is more difficult to determine (see Yamazoe et al. for a thorough discussion of appearance-based and model-based gaze estimation methods [23]). The goal of this research is to determine the gaze of the human (i.e., where the human is looking at) solely from the head pose (i.e., the direction of the head).

Many studies have modeled the relationship between head and eye movement in gazing [9][15][20][26]. But, these models are more suited to creating the behavior in the robot, than determining the gaze from head pose. Additionally as illustrated in Figure 1, these models only consider the yaw (i.e., left and right direction) of the gaze and not the pitch (i.e., up and down direction) or roll (i.e., tilt).

Figure 1. Head pose yaw, pitch, and roll.
In this paper, we investigated the relationship between the yaw and pitch of a human’s gaze and the yaw and pitch of the human’s head pose. In an experiment we measured head orientations when participants looked at known object locations from two vantage points. The relative position of objects was chosen such that the viewer’s gaze elevation, angle, and azimuth were systematically varied. With a linear model, which turns out to be sufficient, we relate the measured head pose to the ground truth of the gaze direction. From this relation the actual gaze direction can be inferred from the measured head pose.

2 Method

2.1 Design

The experiment was set up in a living room environment as illustrated in Figures 2 and 3.

Two chairs were placed opposite from each other, at a distance of 405 cm. One chair was labeled ‘position a’ and the other chair was labeled ‘position b’. In between the two
chairs, there were 17 numbers laid out symmetrically on the floor. The locations of the numbers consisted of an equally spaced grid in terms of distance (locations 1, 2, 3, 7, 9, 11, 15, 16, 17) and angle (locations 4, 5, 6, 8, 9, 10, 15, 16, 17 from vantage point a, and locations 12, 13, 14, 8, 9, 10, 1, 2, 3 from vantage point b). Because of the symmetry of the experimental layout, there are only nine ground-truth yaw values (see Table 1).

Table 1. Ground-Truth Yaw Values and Corresponding Number and Position

<table>
<thead>
<tr>
<th>Ground-Truth Yaw (°)</th>
<th>Number (1-17) As Seen From Position (a or b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-63.26</td>
<td>3a, 15b</td>
</tr>
<tr>
<td>-33.49</td>
<td>11a, 7b</td>
</tr>
<tr>
<td>-21.65</td>
<td>6a, 10a, 17a, 12b, 8b, 1b</td>
</tr>
<tr>
<td>-11.23</td>
<td>14a, 4b</td>
</tr>
<tr>
<td>0.00</td>
<td>2a, 5a, 9a, 13a, 16a, 16b, 13b, 9b, 5b, 2b</td>
</tr>
<tr>
<td>11.23</td>
<td>12a, 6b</td>
</tr>
<tr>
<td>21.65</td>
<td>4a, 8a, 15a, 14b, 10b, 3b</td>
</tr>
<tr>
<td>33.49</td>
<td>7a, 11b</td>
</tr>
<tr>
<td>63.26</td>
<td>1a, 17b</td>
</tr>
</tbody>
</table>

Also, there are only eleven ground-truth pitch values (see Table 2), if a constant distance from the eyes of the participant to the floor is assumed (see Figure 3). The ground-truth values in Table 2 were calculated using the mean distance from the eyes of the participant to the floor of 118.9 cm (standard deviation 2.9).

The participants wore a baseball cap. On this cap a device was attached which measured the yaw and pitch of the participants' head.

This study used a within-subjects design. There were two independent variables: the yaw and pitch, with respect to the participant, of the location where we asked the participant to look. The dependent variables were the yaw and pitch of the participant’s head when he or she was looking at the specified location. The measurements were counterbalanced with respect to the starting position, meaning that the starting position was varied across the participants. Participants with an odd participant number started at position a, and the participants with an even number started at position b.

Table 2. Ground-Truth Pitch Values and Corresponding Number and Position

<table>
<thead>
<tr>
<th>Ground-Truth Pitch (°)</th>
<th>Number (1-7) As Seen From Position (a or b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-18.13</td>
<td>1b, 3b, 15a, 17a</td>
</tr>
<tr>
<td>-19.41</td>
<td>2b, 16a</td>
</tr>
<tr>
<td>-23.37</td>
<td>4b, 6b, 12a, 14a</td>
</tr>
<tr>
<td>-23.77</td>
<td>5b, 13a</td>
</tr>
<tr>
<td>-26.09</td>
<td>7b, 11a, 11b</td>
</tr>
<tr>
<td>-28.63</td>
<td>8a, 8b, 10a, 10b</td>
</tr>
<tr>
<td>-30.43</td>
<td>9a, 9b</td>
</tr>
<tr>
<td>-38.40</td>
<td>1a, 3a, 15b, 17b</td>
</tr>
<tr>
<td>-39.31</td>
<td>4a, 6a, 12b, 14b</td>
</tr>
<tr>
<td>-41.38</td>
<td>5a, 13b</td>
</tr>
<tr>
<td>-60.42</td>
<td>2a, 16b</td>
</tr>
</tbody>
</table>

2.2 Design

There were 7 participants (6 males, 1 female), whose ages varied from 20 to 23 (mean age 21.6, standard deviation 1.0). Six of the participants received course credit for participating in the experiment and one was paid 5 euros for participating. All the participants were told that the experiment was not about reaction speed. Other than that, no information was provided about the purpose of the experiment.

2.3 Apparatus

The yaw and pitch of the participant’s head were measured using the trakSTAR manufactured by the Ascension Technology Corporation. The trakSTAR is a high-accuracy electromagnetic tracking device for short-range motion tracking applications [1]. The participants were told to look at one of the 17 numbers on the floor with a computer voice through a speaker. Before the experiment, the participants were told to press a hand-held button when they were looking at the number. When the button was
pushed, the yaw and pitch measured by the trakSTAR were recorded by the computer.

2.4 Procedure

The experiment was done in weeks 38 and 39 of 2012 during work hours (8:30-18:00). The participants were first given an eye test. After the eye test the participants were introduced to the experimental setup, which is shown in Figures 2 and 3. Half of the participants were seated in position a; the other half were seated in position b. The experimenter measured the distance from the ground to the eyes of the participant. The participant put on a baseball cap with the trakSTAR sensor on top of it. Then the experimenter explained the experiment.

The computer played pre-recorded messages, “Look at number x” with x being a number ranging from one to seventeen. The participant then had to find the number on the ground and look at it. When the participant was looking at the number he or she had to press a hand-held button which they were given before the experiment. Then, the next number was played until all fifty-one trials were completed. Each of the seventeen positions was measured three times in a random order.

After the first fifty-one trials the participant was asked to change seats and the experiment was repeated from the other vantage point. When the second session ended the participant was asked to take off the baseball cap. Participants were debriefed at the end and remarks were noted.

3 Results

Figure 4 shows the mean of the trakSTAR yaw measurements plotted as a function of the ground-truth yaw values. Regression analysis ($R^2 = 0.98$) shows a linear relation between the yaw of the head pose (trakSTAR yaw) and the participant’s gaze (ground-truth yaw). We found a slope of $0.38 \pm 0.02$ ($t [7] = 21.40$, $p < 0.001$) and an intercept of $1.11 \pm 0.64$ ($t [7] = 1.75$, $p = 0.124$). The data are thus best described by the following equation:

$$y = 0.38x + 1.11 \quad (1)$$

where:

$$x = \text{yaw of measured head pose} \quad (2)$$

$$y = \text{yaw of gaze} \quad (3)$$

Figure 4. Mean trakStar Yaw (°) plotted as a function of Ground-Truth Yaw (°). Error bars denote standard errors of the sample mean.

Figure 5 shows the mean of the trakSTAR pitch measurements plotted as a function of the ground-truth pitch values. Regression analysis ($R^2 = 0.93$) shows the following linear relation between the pitch of the head pose (trakSTAR pitch) and the participant’s gaze (ground-truth pitch). We found a slope of $0.21 \pm 0.02$ ($t [9] = 11.23$, $p < 0.001$) and an intercept of $-7.83 \pm 0.63$ ($t [9] = -12.51$, $p < 0.001$). The data are thus best described by the following equation:

$$y = 0.21x - 7.83 \quad (4)$$

where:

$$x = \text{pitch of measured head pose} \quad (5)$$

$$y = \text{pitch of gaze} \quad (6)$$

Figure 5. Mean trakStar Pitch (°) plotted as a function of Ground-Truth Pitch (°). Error bars denote standard errors of the sample mean.
4 Discussion and conclusions

We measured the head pose of human observers when looking at objects in the environment and compared it to the actual gaze direction. We found simple linear relations (see Equations 1 and 4) between the yaw and pitch of a human’s head pose and the yaw and pitch of the human’s gaze direction. As hypothesized, the gaze direction can be reliably estimated from the observed head pose using the fitted equations.

Others have estimated gaze direction from head pose, but not with simple linear relations. Yücel and Salah used a two-layer back-propagation neural network to estimate the gaze direction from a 3-dimensional head pose vector [25]. However, they did not check if there was a linear relation between the gaze direction and the head pose vector. Stiefelhagen et al., used an assumption to implicitly estimate the gaze direction from the head pose [16]. They assumed the focus of attention to be a person, and the estimated head pose was corrected to select the closest person as the target of the gaze.

The relationship between head pose and gaze direction turned out to be linear. For the yaw angle this is somewhat surprising considering that most people start looking against their own noses with an eye turn of say 40-60 degrees. Therefore one might expect a higher gain of head turn for large gaze angles than for small gaze angles. No such a change in gain was observed, however. Similar considerations apply to the pitch angle. Looking up is usually constrained by ones protruding eye brows whereas looking down is much less constrained. This could result in an asymmetry between looking up and looking down. However, from our data there is no reason to believe that the relationship between pitch of head pose and pitch of gaze direction is non-linear.

In real environments, objects may be large and cover a substantial part of the visual field like when admiring a new car of a friend, say. In such situations it is to be expected that many different locations within the interior of the object are being fixated. Our simple model does not say anything about how people perform gaze fixations within an object, nor how a scene of objects is scanned [6][13][21]. However, it seems reasonable to expect that the center of gravity of fixations within an object will adhere to the same simple relationships as we observed.

Previous research has established that humans estimate the gaze direction of another person from head pose and the features of the person’s eyes [4][8][11][22]. Thus, it would seem logical that a robot should also use both head pose and eye features to estimate gaze direction. However, humans do not think in linear equations as easily as robots do, so it is also plausible that if the relationship between head pose and gaze is a simple linear relationship, as we have shown here, then a robot only needs to determine head pose to estimate gaze direction.

To summarize, we have shown that both the yaw and pitch of a human’s gaze can be inferred from the measured yaw and pitch of the human’s head pose with simple linear equations. Thus by measuring the human’s head pose from its video stream, the robot can estimate where the human is gazing. Knowing where the human is gazing, will help the robot determine what object the human is pointing at, whether the human is paying attention to the robot, when it is the robot’s turn in a conversation, and the direction to approach a human so it will be in the human’s line of sight.
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