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ABSTRACT

Improving the users’ Quality of Experience (QoE) in modern 3D Multimedia Systems is a challenging proposition, mainly due to our limited knowledge of 3D image Quality Assessment algorithms. While subjective QoE methods would better reflect the nature of human perception, these are not suitable in real-time automation cases. In this paper we tackle this issue from a new angle, using deep learning to make predictions on the user’s QoE rather than trying to measure it through deterministic algorithms. We benchmark our method, dubbed Quality of Experience for 3D images through Factored Third Order Restricted Boltzmann Machine (Q3D-RBM), with subjective QoE methods, to determine its accuracy for different types of 3D images. The outcome is a Reduced Reference QoE assessment process for automatic image assessment and has significant potential to be extended to work on 3D video assessment.

Index Terms— Quality of Experience, Reduced Reference 3D Image Quality Assessment, Third Order Restricted Boltzmann Machine, Unsupervised Learning, Deep Learning

1. INTRODUCTION

The 3D Multimedia Systems are becoming more and more common in people’s life nowadays. Despite the fact that the technology behind them is already mature, the computational methods used to measure the quality of these systems by approximating the human point of view are underdeveloped [1]. This is in fact an open question in the Quality of Experience (QoE) literature [2, 3]. It is discussed more in the case of 2D systems, but it is still in the incipient phase for the 3D ones [4]. The ultimate goal of QoE is to predict the human perception as accurately as possible. Therefore, to achieve the aforementioned goal in the case of stereoscopic systems we need powerful automated objective algorithms to assess the quality of 3D images. In the literature, these are split in three main categories: Full Reference (FR), Reduced Reference (RR) and No Reference (NR). The FR Quality Assessment (QA) algorithms are the most studied until now and usually achieve the best performance when they are benchmarked with subjective studies [5]. The downside is that they need the original reference image for a pixel-wise comparison with the distorted one for the assessment. At the same time, the NR QA algorithms do not need any information about the original image but require knowledge about the types of the impairments which affect the distorted image. In the case of real world applications, getting to know the distortion type is not a practical aim. Hence, in this paper we are focusing on RR QA algorithms which are suitable for real world scenarios and need just a small amount of information from the original image. To the best of our knowledge, the existing work done in this direction is limited to adaptations of 2D algorithms, which hardly meet the requirements of 3D systems.

To fill the gap, in this paper, we propose a novel RR 3D QA metric, inspired by the first attempts to use machine learning to make existing subjective studies more accurate [6, 7] and the latest developments in Deep Learning (DL) techniques [8, 9]. Recent literature suggests that DL is capable of mimicking the behavior of human learning to some extent [10, 11], with interesting implications for a broad range of domains. We have dubbed our exploration of DL and image assessment “Quality of Experience for 3D Images through Factored Third Order Restricted Boltzmann Machine” (Q3D-RBM). The method itself is stochastic, and is inspired to how stereoscopic images are combined by the human brain to obtain the 3D-perception effect. Hence, the left eye image is modeled by a layer of visible neurons, separately, the right eye image is modeled by another layer of visible neurons. Both layers are superimposed by a layer of hidden neurons, using three way multiplicative interactions. We tested our approach on two benchmark databases, which include both, 3D images and subjective QoE results [12, 13].

The remaining of this paper is organized as follows. Section 2, details the proposed method and its mathematical modeling. Section 3, describes the performed experiments and gives an accounts of findings. Finally, Section 4 concludes and presents directions of future research.

2. PROPOSED METHOD

In this section, we introduce a novel stochastic Reduced Reference Quality Assessment metric for 3D images, namely Q3D-RBM, providing also the necessary background on the Factored Third Order Restricted Boltzmann Machines (FTO-RBMs). We illustrate the training method and the way in which we can model stereo-pairs. The aim is to explain how the proposed Q3D-RBM metric may be used to assess the
quality of stereoscopic images.

2.1. FTO-RBM

Factored Third Order Restricted Boltzmann Machines [14] are stochastic energy-based models, capable of unsupervised learning, which belong to the category of Deep Learning techniques. They were used originally to model the spatial transformation between two successive images [14]. Due to their neural configuration, FTO-RBMs possess excellent generalization and learning capabilities. Different variants of them were used with success in different research areas such for modeling human motion styles [15], for automatically mapping reinforcement learning tasks [16], and pattern recognition [17]. To the best of our knowledge, nobody has managed to employ FTO-RBM to model stereo-pairs, which is the main contribution of this paper.

Originally, FTO-RBMs are an extension over Restricted Boltzmann Machines (RBMs) [18] with at least three layers of neurons and factored, multiplicative, three-way interactions between the neurons from different layers. We model a 3D image with a FTO-RBM as depicted in Fig. 1, which consists of: (1) a real valued visible layer I of neurons to code the image perceived by the left eye\(^1\), (2) a real valued visible layer \(r\) of neurons to model the image perceived by the right eye, and (3) a stochastic binary hidden layer \(h\). The success of the good encoding, done by FTO-RBM on a stereoscopic image, is guaranteed by the hidden layer which superimpose the other two. This discovers and combines in an unsupervised fashion the important features of the left and right images into its neurons. To learn the inherent relations between these layers three-way undirected connections between all the neurons from different layers are used. To reduce the computational complexity of the model, according to [14], these third order connections are factorized into three matrices of undirected weights.

Formally, \(l = [l_1, \ldots, l_{n_l}]\) and \(r = [r_1, \ldots, r_{n_r}]\) are real valued vectors, with \(n_l\) and \(n_r\) being the numbers of neurons for the left and right visible layer, respectively. \(h = [h_1, \ldots, h_{n_h}]\) is a binary vector, with \(n_h\) being the index of the last hidden neuron. \(W^l\), \(W^r\), and \(W^h\) are real valued weights matrices of dimensions \([n_l \times n_f]\), \([n_r \times n_f]\), and \([n_h \times n_f]\), respectively, where \(n_f\) is the number of factors. These matrices connect each neuron from the associated layer\(^2\) with each factor. Furthermore \(a^l\), \(a^r\), and \(b\) represent the biases for the visible left, visible right and the hidden layer, respectively. By convention, in the following equations, \(X \odot Y\) is the Hadamard product (the element-wise product) between matrix \(X\) and \(Y\), and \(X^T\) represents the transpose of matrix \(X\).

\(^1\)Please note that the image can be mapped directly into the visible neurons, by putting the RGB values for each pixel into a corresponding neuron, or by splitting the image in smaller rectangles and mapping the mean and the standard deviation for each RGB channel for each rectangle into neurons.

\(^2\)For a weights matrix the layer is given by the superscript.

![Fig. 1: FTO-RBM general architecture, where I, r, and h represent the visible left, visible right, and hidden neurons, respectively. \(W^l, W^r,\) and \(W^h\) are undirected weights which connect the neurons from the corresponding layer to the factors, \(a^l, a^r,\) and \(b\) denote the biases for the visible left, visible right and the hidden layer, respectively. \(\mathbf{c}\) is used for binary neurons and the other type of units are Gaussian neurons.](image)

The total energy function for the FTO-RBM model is written in Equation 1 and it is given by the sum over all possible neurons and their connections:

\[
E = I^T a^l + r^T a^r + h^T b + \sum_f [(l^T W^l) \odot (r^T W^r) \odot (h^T W^h)]
\]  

(1)

2.1.1. Inference

In FTO-RBMs the probabilistic inference entails the calculation of the three conditional distributions, which correspond to each layer. The first is the probability of the hidden layer conditioned on all the other layers (i.e., \(p(h|l, r)\)), the second is the probability of the left visible layer conditioned by the hidden and the right visible layers, while the third one is the probability of the right visible layer given the hidden and the left visible layers, as it is shown in Equation 2. The inference for one layer can be done in parallel for each neuron because there is no direct connection between them.

\[
p(h = 1|l, r) = \text{sig}(b + W^h [(l^T W^l) \odot (r^T W^r) ]^T) \]

\[
p(l|h, r) = \mathcal{N}(a^l + W^l [(r^T W^r) \odot (h^T W^h)]^T, \sigma^2) \]

\[
p(r|h, l) = \mathcal{N}(a^r + W^r [(l^T W^l) \odot (h^T W^h)]^T, \sigma^2)
\]

\[
\text{where } \text{sig}(x) = 1/1 + \exp(-x), \mathcal{N} \text{ represents a Gaussian distribution, and for convenience } \sigma \text{ is chosen to be 1 [15].}
\]

2.1.2. Learning & Update Rules

The free parameters of the FTO-RBM model \(\Theta\) (i.e. \(W^l, W^r, W^h, a^l, a^r,\) and \(b\)) can be fitted, in theory, by using
Maximum Likelihood [19]. Due to the difficulty of computing the derivative of the log-likelihood gradients, Hinton proposed an approximation method called Contrastive Divergence (CD) [20]. In Maximum Likelihood, the learning phase minimizes the Kullback-Leibler (KL) divergence between the input data distribution and the approximating model. In CD, learning follows the gradient of the difference between two divergences [21]:

\[ CD_n \propto D_{KL}(p_n(x)||p_\infty(x)) - D_{KL}(p_n(x)||p_\infty(x)) \]

where, \( p_n(.) \) represents the distribution of a Markov chain running for \( n \) steps, and starting from the original distribution \( p_0(.) \) of a training data point \( x \). In practice, learning can be performed by running the Markov Chain just for one step, for each data point, in the following manner: (1) infer \( h \) by fixing \( l \) and \( r \) with a training data point \( x \), (2) infer \( l \) by using the aforementioned values of \( h \) and by fixing \( r \) with \( x \), (3) infer \( r \) from the previously values of \( h \) and by fixing \( l \) with \( x \), and (4) update \( \Theta \) using the update rule from the next equation.

\[
\Theta_{r+1} = \Theta_r + \mu \Delta \Theta_r + \alpha (\Delta \Theta_{r+1} - \gamma \Theta_r) \tag{3}
\]

where \( \tau \), \( \mu \), \( \alpha \), and \( \gamma \) represent training epoch, momentum, learning rate, and weights decay, respectively. The interested reader should refer to [22] to gain a further insight on these parameters. Furthermore, the above procedure has to be repeated for an arbitrary number of epochs, until the model converges. The delta rule for each of the free parameters \( \Theta \) can be computed by deriving the energy function from Equation 1 with respect to each of them, yielding:

\[
\Delta W^h = \left( h^T \left[ I^T W^l \right] \circ \left[ r^T W^r \right] \right)_{data} - \left( h^T \left[ I^T W^l \right] \circ \left[ r^T W^r \right] \right)_{recon}
\]

\[
\Delta W^l = \left( l^T \left[ r^T W^r \right] \circ \left[ h^T W^h \right] \right)_{data} - \left( l^T \left[ r^T W^r \right] \circ \left[ h^T W^h \right] \right)_{recon} \tag{4}
\]

\[
\Delta W^r = \left( r^T \left[ l^T W^l \right] \circ \left[ h^T W^h \right] \right)_{data} - \left( r^T \left[ l^T W^l \right] \circ \left[ h^T W^h \right] \right)_{recon}
\]

\[
\Delta h^l = \left( l \right)_{data} - \left( l \right)_{recon}
\]

\[
\Delta h^r = \left( r \right)_{data} - \left( r \right)_{recon}
\]

\[
\Delta h = \left( h \right)_{data} - \left( h \right)_{recon}
\]

where \( \langle . \rangle_{data} \) and \( \langle . \rangle_{recon} \) represents the configuration of the FTO-RBM at the Markov Chain initialization and after running it for \( n \) steps, respectively.

### 2.2. Q3D-RBM

We explain herein our proposed Reduced Reference metric based on FTO-RBM, which we use to automatically assess the quality of 3D images, namely Q3D-RBM. We use the following notations:

- \( I^R \) is a 3D reference image.
- \( I^D = \{I^D_1, \ldots, I^D_\text{num} \} \) is a set of 3D images, derived from \( I^R \) and exposed to different types of distortions.
- \( \Upsilon^R \) represents a FTO-RBM learned to model \( I^R \).
- \( \Upsilon^R_x \) is the visible left layer \( l \) of \( \Upsilon^R \) fixed with the left part of any stereoscopic image \( I \).
- \( \Upsilon^R_y \) is the visible right layer \( r \) of \( \Upsilon^R \) fixed with the right part of any stereoscopic image \( I \).

Hence, after a FTO-RBM learns the hidden features of any input data which belong to an original training set (e.g. \( \Upsilon^R_x \)), it is able to reconstruct those original data with a very small reconstruction error. Besides that, we discovered, based on the properties of RBMs derived models in general, that if other data distributions are fixed into the learned FTO-RBM, the reconstruction error for these distributions will be correlated with the distances between them and the original training set. Thus, the Q3D-RBM metric is given by the reconstruction error of a distorted 3D image pass through a FTO-RBM learned on a reference 3D image. Furthermore, we have chosen the Root Mean Square Error (RMSE) to measure the reconstruction error, but other statistical measures can be used. Formally, Q3D-RBM is defined in the next equations:

\[
\text{Q3D-RBM}(\Upsilon) = \sqrt{\frac{e_l + e_r}{n_l + n_r}}, \quad \forall \Upsilon \in I^D,
\]

\[
e_l = \sum_{j=1}^{n_l} \left[ (\Upsilon^R_x)_j - (\Upsilon^R_y)_j \right]^2 \tag{6}
\]

\[
e_r = \sum_{j=1}^{n_r} \left[ (\Upsilon^R_y)_j - (\Upsilon^R_x)_j \right]^2
\]

It is worth mentioning, that if we would have a vector \( Q_{\text{subj}} = [Q_{\text{subj}}(I^D_1), \ldots, Q_{\text{subj}}(I^D_\text{num})] \) which collect the values of a subjective image quality assessment study, such as DMOS, for all distorted images which belongs to \( I^D \), and another vector \( Q_{3D} = [Q_{3D_{BM}}(I^D_1), \ldots, Q_{3D_{BM}}(I^D_\text{num})] \) which collect the values obtained by Q3D-RBM metric on all images from \( I^D \), in the perfect case we can write \( Q_{\text{subj}} = kQ_{3D} \) where \( k \in \mathbb{R} \). In practice, the aforementioned is not possible, but the experiments presented further show that Q3D-RBM is a good approximation for this relation, having the advantage of a reduced number of parameters need to assess the quality of a 3D image.

### 3. EXPERIMENTS AND RESULTS

To assess the performance of the Q3D-RBM metric we used two benchmark databases with 3D images which have asso-
Fig. 2: DMOS against mapped Q3D-RBM scores. The coordinates for each points represent the quality of a distorted image.

(a) On IVC 3D Images database

(b) On Phase II of LIVE 3D database

The first experiment was done on the “IVC 3D Images Database” [13]. It contains 6 reference stereoscopic images, each of them being impaired with 15 types of distortions such as JPEG, JPEG2000 compression, and blur filtering at different levels. We split each image from the dataset in small rectangles of 32x32 pixels. The means and standard deviations for each RGB channel of these rectangles were mapped into the visible layers of the FTO-RBM. The computational time to train FTO-RBM was around 6 seconds and to calculate Q3D-RBM for a distorted image was of the order of few milliseconds. As in the original paper [13], the results obtained by the Q3D-RBM metric were normalized to the unitary scale. Furthermore, using indicators of metric performance such as RMSE and Pearson Correlation Coefficient (LCC) between the Q3D-RBM predicted quality and DMOS values associated with the dataset, we assessed the performance of our proposed metric. Fig. 2a depicts the relation between DMOS and the mapped objective scores for Q3D-RBM on each distorted images. In Table 1, the averaged Q3D-RBM scores over all distorted images are presented together with the upper and lower scores for the full reference objectives algorithms from [13]. It can be concluded that Q3D-RBM performs comparably with FF QA metrics, while it is a RR 3D QA metric, independent of distortions type.

Table 1: Metrics performance averaged on IVC 3D.

<table>
<thead>
<tr>
<th>Metric</th>
<th>RMSE</th>
<th>LCC</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower score in [13] (D3)</td>
<td>0.90</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Upper score in [13] (C4)</td>
<td>0.36</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Q3D-RBM</td>
<td>0.29</td>
<td>0.58</td>
<td></td>
</tr>
</tbody>
</table>

The second experiment was done on the Phase II of the LIVE 3D Image Quality Database [12, 24]. This contains 8 reference images with 45 distorted images for each reference one. The distortions are White noise, JPEG2000, JPEG, Gaussian Blur, Fast Fading, each of them having three symmetric distorted stereopairs and six asymmetric distorted stereopairs. To map the images into the FTO-RBM we followed a similar procedure as before and we split the images in rectangle of 40x20 pixels. The time needed to train FTO-RBM was around 9 seconds per reference image. Additional to the previous experiment we used the Spearman rank ordered correlation coefficient. Contrary with the previous experiment, we transformed the Q3D-RBM output to the DMOS scale to be able to assess its performance. Fig. 2b and Table 2 show that Q3D-RBM has a good performance comparable with the full reference metrics.

Table 2: Metrics performance averaged on LIVE 3D Phase II

<table>
<thead>
<tr>
<th>Metric</th>
<th>RMSE</th>
<th>LCC</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower score in [12] (PSNR 2D baseline)</td>
<td>17.67</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>Upper score in [12] (MS-SSIM Cyclopean)</td>
<td>10.20</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>Q3D-RBM</td>
<td>11.65</td>
<td>0.61</td>
<td>0.66</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this paper we proposed a novel stochastic reduced reference 3D quality assessment metric, namely Q3D-RBM. Notably, it uses Deep Learning concepts to automatically measure the quality of 3D images, for the first time in the IQA literature. Its performance was assessed on two subjective benchmarked databases with 3D images. The results showed that our approach yields to a performance comparable with notable full reference quality assessment metrics such as SSIM, MS-SSIM extensions for 3D images. What is most interesting is that we achieve these results through a RR method which has considerable advantages and applicability than FR counterparts. The computational time of few milliseconds and the possibility to assess the quality of a distorted stereoscopic image, without having the original, make Q3D-RBM a suitable solution for on-line multimedia applications. As further directions, we are adapting the mechanism to 3D videos by modeling all the frames of a video with one FTO-RBM.
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