The relation between the production efficiency of nitrogen atoms and the electrical characteristics of a Dielectric Barrier Discharge
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Abstract
In a nitrogen plasma jet, atomic nitrogen is the longest lived radical species and, through recombination, gives rise to highly reactive excited nitrogen species. In this paper, the atomic nitrogen concentration in the effluent of a nitrogen-fed Dielectric Barrier Discharge (DBD) is determined by using direct 2D imaging of the visible FPS emission. The relationship between radical production and the electrical characteristics of the discharge is assessed by making use of an electrical model which assumes only a part of the electrode area is discharged every half-cycle. For the pure nitrogen jet used here, the specific energy input per nitrogen atom is found to be $320 \pm 20$ eV/atom, comparable to the specific energy for other atomic nitrogen sources in the literature. It is shown that the production efficiency of atomic nitrogen does not depend on the amplitude of the applied voltage of the DBD and any increase in radical production is due to an increase of the electrode area covered by the discharge, i.e. an increase in the number of microdischarges.

1. Introduction
The potential of Atmospheric Pressure Plasma Jets (APPJ) for industrial application, such as deposition of thin films, surface modification or surface pre-treatment, is determined by the type and concentration of active species in the jet. In the case of the PlasmaLine® system, a high nitrogen flow between 5 - 15 m/s passes through a DBD to activate the gas. See Figure 1 for a schematic overview of the system and Figure 2 for a photograph of the PlasmaLine® jets. Nitrogen is highly suitable as a carrier gas for large scale processing, since it is much cheaper than noble gases such as argon or helium, has a high propensity for forming metastable excited states via energy-pooling reactions and can be dissociated into nitrogen atoms, providing a highly reactive afterglow. Atomic nitrogen is expected to be the plasma radical with the longest lifetime and the highest concentration in the post-discharge and hence the main reactive particle in the plasma jet [1–4]. Our interest lies with determining the production efficiency of atomic nitrogen as a function of the applied voltage amplitude in the DBD source and evaluate its relationship with the surface coverage $\beta$ of the discharge, introduced by Peeters et al. in [5].

In this paper, the atomic nitrogen concentration at the source exit is quantified by measuring the optical emission in the jet of the N$_2$ First Positive System (FPS), N$_2$(B $^3\Pi_g \rightarrow A^3\Sigma_u^+$), which has an intensity proportional to the rate of recombination of N atoms because direct electron excitation of N$_2$ is absent. The rate of decay of the FPS emission can then be used to determine N atom concentrations, provided the gas flow velocity in the jet is known [6]. Quantifying atomic N in this way is not new; in previous work by other authors, the flowing afterglow, or jet, from a small-scale atmospheric pressure source is directed into a quartz tube, which allows for a large spatial extent of the jet by adjusting flow velocity, while simultaneously preventing
admixture of the surrounding air [3,7]. Using these tubes, the decay of the FPS emission can be reliably measured using Optical Emission Spectroscopy (OES) at various distances from the plasma source. For the commercial PlasmaLine® system, however, adding a flow tube to the 20 cm wide plasma jets is impractical and direct 2D CCD imaging of the spatial decay of the FPS emission in the jet is used instead. In the absence of a flow tube, both gas flow velocity and the admixture of molecular oxygen and water from the surrounding air have to be assessed to obtain accurate measures of the atomic N concentration in the source.

This paper is structured as follows: first, the optical emission from the jet is compared to the emission from the discharge over a wide wavelength range using low resolution (0.3 nm) spectroscopy. From this analysis it is concluded that the FPS emission in the jet depends solely on the recombination of N atoms and can be used to quantify its concentration. This emission is then measured as a function of position using an iCCD camera, with flow velocity measurements using a hot-wire anemometer providing the relationship between position and time-of-flight of species in the jet [8]. Combining this data, the atomic N concentration at the source exit is determined as a function of applied voltage amplitude. Also, an estimate of the admixture of molecular oxygen and water is made using a 1D convection-reaction model, so that their influence on the atomic N measurements can be assessed. Finally, the atomic N production is compared to values from literature and related to the results of the electrical model of the DBD presented in [5].

2. Experimental setup

The PlasmaLine® source was already described in [5]. Very high dissipated power densities between 60 and 100 W/cm³ are reached in the discharge, as determined from Q-V diagrams, with the maximum discharge volume of 6 cm³ corrected by the fractional surface coverage β; see [5] for details. The nitrogen discharge itself is sealed off from the atmosphere by virtue of the large gas flow, while the plasma jets emerging from the DBDs are exposed to the surrounding air. The N₂ process gas is 99.999% pure, with contributions of < 3 ppm O₂ and < 2 ppm H₂O (Air Products Nitrogen Premier). A schematic of the plasma source is shown in Figure 1. The setup is placed inside a ventilation cabinet with an exhaust flow of 5 m³/s. The relative humidity RH of the ambient air in the lab is ~ 50% at a temperature of 20°C.

Spectra of the discharge between 200 and 850 nm are obtained using an ANDOR Shamrock SR-303i spectrograph with a 150 lines/mm grating and 500 nm blaze combined with an ANDOR iStar DH734-18-03 intensified CCD camera through a fiber optic cable with an 18° collection angle a distance of 10 cm from a discharge slit. This is depicted schematically in Figure 1, optical setup (I). Exposure times for these measurements are 50 ms for 300 - 500 nm and 10 s from 500 - 850 nm with maximum intensifier gain. Since the brightness of the discharge is very high, no collection optics are needed to obtain qualitative spectra. To obtain spectra of the jet, or flowing afterglow, a higher sensitivity is needed. In dark conditions, the afterglow is barely visible to the naked eye as a 5 mm long plasma jet. To characterize the emission, two plano-convex lenses with a focal length of 30 cm and an aperture size of 2 mm are used to image the side of a single jet onto an optical fiber, see Figure 1, optical setup (II). Exposure times of 0.4 s and 300 accumulations at the maximum intensifier gain are required to obtain the spectra. The focal point of this setup is located approximately halfway along the length of the jet and 1 mm from the source exit. The optical path is covered to block any ambient stray light or direct and reflected light from the discharge. Because the imaged area is 1 mm wide, the spectra represent the averaged emission over what is likely a wide range of
species densities, therefore no absolute calibration of the spectra is attempted. For all spectra the wavelength range of 200 - 850 nm is achieved in four separate measurements (180 - 400 nm, 400 - 500 nm, 500 - 700 nm and 700 – 850 nm) and appropriate filters are used for each measurement to prevent higher order diffraction peaks. The quantum efficiency of the iCCD is effectively zero from 900 nm and above, so no spectra are obtained in this wavelength region. The position of the fiber in optical setup (I) was chosen such that the optical collection volume for this measurement was approximately equal to that of optical setup (II); ~ 0.1 cm$^3$ in both cases. Direct 2D imaging of the jet is carried out using the same ANDOR iStar iCCD camera in combination with a Tamron 70-300 mm Macro lens. The camera is aligned parallel to the source exit using an alignment laser in combination with position markers; see Figure 1, optical setup (III). An optical filter is used to block any emission below a wavelength of 450 nm. The exposure time is set at 0.5 s, with 500 accumulations at the maximum intensifier gain of 255. The resulting image has a resolution of 400 pixels/cm, with the jet being imaged onto the 13.3 x 13.3 mm CCD at approximately 1:2.

For analysis of the 2D jet images, a custom-built Hot-Wire (HW) anemometer flow sensor is used to determine both the effective width of the plasma jet and the gas flow velocity between 0 and 6 mm from the source exit. The device is calibrated using a well-defined flow. The flow data is used to calculate the time-of-flight of particles as a function of distance to the source exit. Both the flow sensor and the calculation of time-of-flight are treated in more detail in the supplementary data to this article.

3. Results

3.1 Qualitative analysis of spectra

Typical optical emission spectra for the discharge and jet are depicted in Figure 3. At all applied voltage amplitudes (8.4 to 11.6 kV) the spectra are qualitatively equivalent. The spectra show contributions from the NO $\gamma$ system, NO(A $^2\Sigma^+ \rightarrow X^2\Pi$), NO $\beta$ system, NO(B $^2\Pi \rightarrow X^2\Pi$), First Negative System (FNS), N$_2$(B $^2\Sigma_u^+ \rightarrow X^2\Sigma_g^+$), Second Positive System (SPS), N$_2$(C $^3\Pi_u \rightarrow B^3\Pi_g$), First Positive System (FPS), N$_2$(B $^3\Pi_g \rightarrow A^3\Sigma_u^+$) and the Herman Infra-red system (HIR), N$_2$(C $^3\Pi_u \rightarrow A'^3\Sigma_g^+$) [9,10].

The bulk of the SPS and FPS emission observed in the discharge spectrum is the direct result of electron excitation processes, while HIR is exclusively the result of N$_2$(C) production via energy-pooling reactions of N$_2$(A) metastables in the post-discharge phase [11–15]:

$$N_2(A) + N_2(A) \rightarrow N_2(C''', C, B) + N_2.$$

The spectrum of the jet is also depicted in Figure 3 and is very similar to the spectrum reported by Ricard et al. obtained from an N$_2$ afterglow at roughly the same distance from the source in terms of time-of-flight of the active species (< 1 ms from source exit) [7]. The FPS emission lines between 500 and 650 nm indicate the presence of highly vibrationally excited N$_2$(B, $v' \geq 10$). This is a clear signature of ground-state atomic nitrogen recombination in the late, or Lewis-Rayleigh afterglow via the reaction [6]:

\[ N_2(A) + N_2(A) \rightarrow N_2(C', C, B) + N_2. \]
\[ \text{N} + \text{N} + \text{M} \rightarrow \text{N}_2(\text{X}, \text{A}, \text{B}) + \text{M} \quad (\text{R2}) \]

\[ \text{N}_2(\text{B}) \rightarrow \text{N}_2(\text{A}) + h\nu(\text{FPS}) \quad (\text{R3}) \]

where M is a third particle, either N\(_2\) or O\(_2\). Reaction R2 will lead to overpopulation of the \(\text{N}_2(\text{B}, \nu' = 11)\) state, as is clearly observed in Figure 3(b) at around 540 nm, 580 nm and 625 nm [16]. In a Lewis-Rayleigh afterglow the excited \(\text{N}_2\) species are created without any significant contribution of the metastable \(\text{N}_2(\text{A})\) energy pooling reaction R1, so that, contrary to the discharge spectrum, reaction R2 is the sole source of FPS emission [17]. Even within 1 mm of the source exit, the contribution of the energy pooling reaction R1 is negligible, which will be tested further below.

### 3.2 Quantitative analysis

Since we can conclude from the spectrum of the jet in Figure 3 that the plasma is in the late afterglow phase within 1 mm of the source exit, the emission intensity above wavelengths of 500 nm, \(I_{\text{FPS}}\), can be used to quantify the atomic nitrogen concentration, via the concentration of \(\text{N}_2(\text{B})\):

\[ I_{\text{FPS}}(t) = k_{R3}[\text{N}_2(\text{B})](t) , \quad (1) \]

with \(k_{R3}\) the Einstein coefficient for spontaneous emission of reaction R3. The creation of \(\text{N}_2(\text{B})\) is the result of recombination of atomic N, via reaction R2. The concentration of atomic N will decay according to the differential equation:

\[ \frac{\partial [\text{N}](t)}{\partial t} = -2k_{R2}[\text{M}][\text{N}(t)]^2 . \quad (2) \]

Note that we assume here that O\(_2\) and H\(_2\)O and, hence, NO concentrations are sufficiently low that additional loss channels for atomic N need not be considered. This assumption will be tested at a later point, using a 1D convection-reaction model. Solving (1) gives:

\[ [\text{N}](t) = \frac{[\text{N}]_{\text{source}}}{1 + 2k_{R2}[\text{M}][\text{N}]_{\text{source}}t} , \quad (3) \]

where \([\text{N}]_{\text{source}}\) is the atomic nitrogen concentration at the source exit. For an accurate determination of \([\text{N}]_{\text{source}}\) it is critical to know the value of \(k_{R2}\), which determines the total loss rate of atomic N. A value on the order of \(4 \times 10^{-33}\) cm\(^6\)s\(^{-1}\) at 300 K for \(k_{R2}\) is often cited, where \([\text{M}] = [\text{N}_2]\), which leads to underestimation of the decay rate of atomic N [3,18–20]. A literature study reveals that an average value on the order of \(1.5 \times 10^{-32}\) cm\(^6\)s\(^{-1}\) can be assumed, based on direct measurement techniques such as NO titration and ESR [21–26]. Less than 1 in 6 recombinations of atomic N lead to an \(\text{N}_2(\text{B})\) state [20], though this ratio has no effect on the results presented here, only on the absolute intensity of the FPS emission.

Aside from reactions R2 and R3, the concentration of \(\text{N}_2(\text{B})\) is reduced by quenching reactions, of which the following is the most relevant under our conditions [19]:

\[ \text{N}_2(\text{B}) + \text{N}_2 \rightarrow \text{N}_2(\text{A}) + \text{N}_2 \quad (\text{R4}) \]
The rate coefficient of R4 for highly vibrationally excited N2(B, v' ≥ 10) is approximately 3·10^{-11} cm^3 s^{-1} [14,27]. This reaction will far outweigh the loss rate due to spontaneous emission via reaction R3, at 10^{5} s^{-1}. Quenching of N2(B) by oxygen- and hydrogen-containing species can be similarly neglected if the O2 content is << 10%. As we will show below, these conditions are met for the emission data. Reaction R4 with an N2 concentration of 2.7·10^{19} cm^{-3} predicts a 1/e decay time for N2(B) of ~ 1 ns. At a flow rate on the order of 5 m/s, this leads to only a few tens of nanometers of displacement between creation and destruction. We can, therefore, use a steady-state approximation for the N2(B) concentration at any point in the plasma jet. Via reaction R2 and (3), the relation between I_{FPS}, [N_2(B)] and [N] is then simply:

\[
\frac{1}{\sqrt{I_{FPS}(t)}} \propto \frac{1}{\sqrt{[N_2(B)](t)}} \propto \frac{1}{[N](t)} \propto (1 + 2k_{R2}[N_2][N]_{source}t). \tag{4}
\]

For simplicity, we assume the only third particle is N2 [20]. Equation (4) shows that the decay of \((I_{FPS})^{1/2}\) with time-of-flight from the source exit is a direct measure of \([N]_{source}\).

An example of I_{FPS}, imaged using the iCCD camera with a macro lens (Figure 1, optical setup (III)), is shown in Figure 4. The spatial resolution is 40 pixels/mm. The conversion of this data to plots of \((I_{FPS})^{1/2}\) as a function of time-of-flight in the jet, by making use of flow sensor measurements, is treated in the supplementary data to this article. The final results for three applied voltage amplitudes are depicted in Figure 5. The I_{FPS}(t) can only be determined up to ~ 4.5 mm (0.8 ms) from the source, as the emission intensity drops below the detection limit at this point.

Since the initial slope of \((I_{FPS})^{1/2}\) in Figure 5 is indeed constant, and assuming the initial O2 and H2O concentrations in the process gas (at 3 ppm and 2 ppm, respectively) are negligible, this slope is a direct measure of the atomic N concentration in the source, \([N]_{source}\), via (4). The results are depicted in Figure 6 for a wide range of applied voltage amplitudes. The error bars in \([N]_{source}\) are due to the uncertainty in gas flow velocity and the fitting error of the initial slope, but do not include the systematic inaccuracy in recombination rate constant \(k_{R2}\). Using \(k_{R2} = 4\cdot10^{-33} \text{ cm}^6 \text{s}^{-1}\), instead of \(k_{R2} = 1.5\cdot10^{-32} \text{ cm}^6 \text{s}^{-1}\) in (4), would result in atomic N concentrations nearly four times higher, on the order of 10^{16} cm^{-3}. The specific energy input per produced N atom would also be proportionally lower, however, and much less than values reported in the literature for similar sources, as discussed below. The degree of dissociation of N2 is, at any rate, less than 10^{-3} based on this data, so that depletion of N2 does not need to be considered in our analysis.

3.3 Chemical kinetic model

To verify whether energy pooling from N2(A), and chemical reactivity from admixture of O2 and H2O can be truly neglected in the above analysis, a 1D convection-reaction model containing 380 chemical reactions and 59 species is used. It is assumed that the decay of the emission on the center streamline of the jet can be described by solving a 1D chemical kinetic model over time, neglecting diffusion of species away from the center streamline. For each species the governing continuity equation is given by:

\[
\frac{\partial n(t)}{\partial t} = \sum_{i} k_{i} \prod_{j} n_{j \alpha}(t) + S_{n}(t). \tag{5}
\]
In this equation \( t \) is time-of-flight, \( n(t) \) the concentration of the species under consideration in units of cm\(^{-3}\), \( k_i \) a reaction rate coefficients leading to either creation or destruction of species \( n \) in units of s\(^{-1}\), \( \text{cm}^3\text{s}^{-1}\) or \( \text{cm}^4\text{s}^{-1}\), depending on the order of the reaction, \( n_{j,i}(t) \) the concentration of species \( j \) involved in reaction \( i \) and \( S_n(t) \) a time-dependent source term for species \( n \) in units of cm\(^{-3}\text{s}^{-1}\), used where applicable. Equation (5) is solved for 59 species, which are listed in Table 1. The 380 reactions and rate coefficients are provided as supplementary data in the online version of this article. A constant gas temperature of 320K is assumed throughout the streamline. Electrons are assumed to be cold, with \( T_e = 0.1 \) eV, so that electron impact reactions can be neglected. The initial concentration of N\(_2\)(A) in the discharge is taken from literature values for N\(_2\) DBDs and is \( 10^{14} - 10^{15} \) cm\(^{-3}\) [28–31]. As can be seen in the schematic of Figure 1, the electrodes of the DBD do not extend towards the source exit but are receded by at least 1 mm. In terms of time-of-flight, [N\(_2\)(A)] has been decaying for at least 0.2 ms before the starting point of the jet measurements. The initial conditions for the modeled species are therefore set at \( t = 0.2 \) ms, as listed in Table 1. The increased admixture of O\(_2\) and H\(_2\)O for \( t > 0 \) is taken into account by including suitable source terms \( S_{O_2} \) and \( S_{H_2O} \) for both these species.

A relative proportion \( S_{H_2O}/S_{O_2} \approx 0.074 \) is assumed, corresponding to the conditions of the ambient air in the lab, with RH \( \approx 50\% \) at 20°C. The source term \( S_{O_2} \) is the time-derivative of the generalised logistic function, which gives a shape of the O\(_2\) and H\(_2\)O uptake similar to the uptake of O\(_2\) measured by Ellerweg et al. for a He plasma jet in ambient air [32]:

\[
S_{O_2}(t) = \frac{\partial}{\partial t} \left( \frac{[O_2]_{\text{max}}}{1 + (t/\tau)^a} \right),
\]

where \([O_2]_{\text{max}}\) is always set to the ambient level of 21\% O\(_2\), or \( 5.2 \cdot 10^{18} \) cm\(^{-3}\). The time constant \( \tau \) and the exponent \( a \), along with [N]\(_{\text{source}}\), are the three fitting parameters in the model. Best fits to the N\(_2\)(B) concentration are obtained for \( \tau \approx 6.7 \) ms and \( a \approx 2.3 \) and [N]\(_{\text{source}}\) only 3\% lower than determined in the previous section.

A fit of \([\text{N}_2(\text{B})]^{-1/2}\) to \((I_{F_{PS}})^{-1/2}\) is depicted in Figure 7, as well as the obtained O\(_2\) and H\(_2\)O concentrations. The O\(_2\) and H\(_2\)O admixture remains well below 1\% and, including energy pooling of N\(_2\)(A), leads to no more than a 3\% overestimation of [N]\(_{\text{source}}\) in Figure 6, which is within the measurement error. Calculated ground state species concentrations for an applied voltage amplitude of 10.1 kV between \( t = 0 \) and 1 ms are depicted in Figure 8. The initial concentration of electrons and ions, as well as the initial and final concentration of H\(_2\)O, have no appreciable effect on the N\(_2\)(B) concentration. The main effect of the admixture of O\(_2\) on N\(_2\)(B) occurs via the formation of O and NO, which scavenge N atoms via the reactions [19,20,33]:

\[
\text{N} + \text{NO} \rightarrow \text{N}_2 + \text{O} \tag{R5}
\]

\[
\text{N} + \text{O} + \text{M} \rightarrow \text{NO(X,B)} + \text{M}, \text{ M} = \text{N}_2, \text{O}_2 \tag{R6}
\]

The effect of N\(_2\)(A) is limited to increased dissociation of O\(_2\) via the reaction [19]:

\[
\text{N}_2(\text{A}) + \text{O}_2 \rightarrow \text{N}_2 + 2\text{O} \tag{R7}
\]

and only slightly enhances N\(_2\)(B) concentrations through the energy pooling reaction R1.
4. Discussion

To evaluate $\text{[N]}_{\text{source}}$, obtained using 2D imaging, a comparison is made to published data on atomic N concentrations from various atmospheric pressure plasma sources obtained using conventional techniques, such as NO titration, absolute optical emission, or TALIF. This data is summarized in Table 2, where only the results for maximum $\text{[N]}_{\text{source}}$ are included. Though our values for $\text{[N]}_{\text{source}}$ are significantly higher than those of other DBD sources, they are well below those obtained using microwave plasma on Ar-$\text{N}_2$ mixtures [34]. With respect to the DBD sources in [1,2] and [18], these have estimated dissipated power densities of 8 W/cm$^3$ and 2 W/cm$^3$, respectively, while the PlasmaLine® source achieves 90 W/cm$^3$. Furthermore, the DBD geometry in [1,2] is cylindrical, but with a gap width of 1 mm, twice the minimum gap width of the PlasmaLine®, while the DBD in [18] has a planar geometry with a gap width of 2 mm. It seems plausible that DBD geometry can affect N concentration, even if only through a reduction of the dissipated power per volume of gas. In light of the above comparison, the absolute values of $\text{[N]}_{\text{source}}$ obtained using the 2D imaging technique appear reasonable, though we are mainly interested in the production efficiency of atomic N, not its absolute value.

To determine the production efficiency of atomic N in the DBD source, the specific energy input per N atom, $E_N$, is calculated using

$$E_N = \frac{P}{\beta\Phi \text{[N]}_{\text{source}}}$$

where $P$ is the input power in the system in W, $\Phi$ is the gas flow rate through the system in slm, $\beta$ the surface coverage of the discharge as determined in [5], and $\text{[N]}_{\text{source}}$ the steady-state atomic N concentration in the source, depicted in Figure 6. Note that the ratio of power $P$ to the product of surface coverage and gas flow, $\beta\Phi$, is a measure of the energy-input per volume of gas and effectively takes into account the residence time of particles in the discharge. Values of $E_N$ are included for all cases in Table 2, but it is assumed that $\beta = 1$, since no information regarding the surface coverage is provided in the cited publications. It can be seen that $E_N$ is on the order of 300 – 500 eV/atom, irrespective of the type of source or gas composition, though the DBD in Townsend mode is less efficient at 800 eV/atom [18]. It can be concluded that the atomic N production efficiency measured here falls within the expected range. A theoretical value of $(240 \pm 30)$ eV/atom was determined by Tsyganov et al. using a zero-dimensional chemical kinetic model of a uniform discharge in N$_2$ at atmospheric pressure [35]. This model assumes E-fields of < 35 kV/cm, based on gap voltage divided by gap width, and neglects the much higher transient E-fields which locally occur in filamentary microdischarges. The correspondence with the experimental values presented here is quite striking, however, which suggests that such simplifications can be made in chemical kinetic models of filamentary DBDs.

For variable $\beta$, the results of (6) are depicted in Figure 9. While there is a clear increase in $\text{[N]}_{\text{source}}$ with increasing applied voltage amplitude, as depicted in Figure 6, the specific energy $E_N$ is nearly constant. In other words, the increase in $\text{[N]}_{\text{source}}$ can be accounted for solely by an increase in the areal extent of the discharge, while the discharge itself, or the individual microdischarges it is composed of, remain unchanged. This is consistent with the results of [5], where it is shown that the burning voltage $U_b$ of the discharge remains constant, independent of the applied voltage amplitude. The burning voltages $U_b$, obtained for the conditions used in
this work, are also plotted in Figure 9. Since the burning voltage $U_b$ is directly related to the reduced electric field, which determines the electron energy distribution function (EEDF) [36,37], it can be expected to determine the dissociation efficiency of $N_2$ for individual microdischarges. A similar independence of production efficiency on applied voltage has been observed for both $O_3$ generation [38] and $CO_2$ dissociation [39] in DBDs.

5. Conclusions

It has been shown that direct 2D imaging of the FPS emission in a nitrogen atmospheric pressure plasma jet can be used to obtain atomic N concentrations in the source, $[N]_{source}$. An upper limit on the admixture of surrounding air in the jet can also be determined, where in the first 1 mm from the source $O_2$ and $H_2O$ do not significantly affect the FPS emission. The obtained values of $[N]_{source}$ are in reasonable agreement with those obtained in other atmospheric pressure plasma sources using conventional techniques.

For the pure nitrogen jet used here, the specific energy input per nitrogen atom is found to be $(320 \pm 20)$ eV/atom, close to the theoretical minimum and comparable to the specific energy for other atomic nitrogen sources in the literature. More importantly, we observe that the specific energy does not depend on applied voltage amplitude. This is consistent with the electrical model presented in [5], where the burning voltage $U_b$ remains constant as a function of applied voltage and only the surface coverage of the discharge increases. It is concluded that radical production is entirely determined by the density of microdischarges on the electrode surface, while individual microdischarges do not change significantly with voltage.
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Figure 1: Schematic (cross-sectional) side, front and top view of the PlasmaLine source. Indicated are high voltage electrodes (V), mica dielectric barriers (M), quartz dielectric barriers (Q), grounded central electrode (G), discharge region (d), afterglow/jet region (a), optical filters (r) and focal points of optical setups (II) and (III) (f_{II}, f_{III}). Optical setup (I) is used to obtain the spectrum of the discharge, (II) to obtain the spectrum of the jet and (III) to image the FPS emission as a function of position.

Figure 2: Photograph of the PlasmaLine® jets viewed from the side, with an indication of scale.
Figure 3: Optical emission spectra of the DBD discharge and jet at an applied voltage amplitude of 11.6 kV, (a) between 200 - 500 nm and (b) between 400 - 850 nm. The relative vertical scales between the different plasma regions is indicated in each figure.
**Figure 4:** iCCD image of the FPS emission intensity of the atmospheric plasma jet operated with a gas flow of 200 slm and an applied voltage amplitude of 11.6 kV. Black dots indicate the maximum value in each vertical column of pixels and the red line indicates a polynomial fit of these points, which consequently provides the trajectory of the gas flow.

**Figure 5:** Inverse square root of the FPS emission intensity as a function of time-of-flight on the center streamline of the jet at a flow rate of 200 slm. The data sets are translated on the vertical axis for clarity. The dashed line is a linear fit of the 11.6 kV data between 0 and 0.18 ms. The upward deviation of the data with respect to the initial linearity is due to increased loss of N atoms through reactions with oxygen-containing species.
**Figure 6**: Atomic nitrogen concentration at the source exit $[\text{N}]_{\text{source}}$ as a function of applied voltage amplitude in the DBD. The line is a guide to the eye.

**Figure 7**: Fit of $[\text{N}_2(B)]^{-1/2}$ to $(I_{\text{FPS}})^{-1/2}$ at an applied voltage amplitude of 10.1 kV using the 1D convection-reaction model (left ordinate) and the increasing admixture of $[\text{O}_2]$ and $[\text{H}_2\text{O}]$ in the plasma jet leading to this fit (right ordinate). The 3 ppm $[\text{O}_2]$ and 2 ppm $[\text{H}_2\text{O}]$ contamination of the process gas is also taken into account. The fitted atomic N from the source, $[\text{N}]_{\text{source}}$, is 3% lower than expected from (4).
Figure 8: Calculated ground state species concentrations in the jet using the 380-reaction model, with O₂ admixture from the surrounding air according to the fit in Figure 7. The red line near [N] indicates the atomic N concentration as it would be following (2) from the main text, in the absence of O₂, H₂O and N₂(A).

Figure 9: The atomic N production efficiency $E_N$ and the burning voltage of the discharge $U_b$ as a function of surface coverage $\beta$. The surface coverage depends only on the applied voltage amplitude of the DBD. The lines are guides to the eye.
**Table 1:** Species considered in the 1D chemical kinetic model. The top rows show all species for which a non-zero initial value is used at t = -0.2 ms from the source exit.

<table>
<thead>
<tr>
<th>Species (zero initial value)</th>
<th>Ground state:</th>
<th>Excited:</th>
<th>Charged:</th>
</tr>
</thead>
<tbody>
<tr>
<td>O, O₃, NO, NO₂, NO₃, N₂O, N₂O₅, OH, HO₂, H, H₂, H₂O₂, HNO, HNO₂, HNO₃</td>
<td>N(²D), N(³P), O(¹D), O(¹S), O₂(a), O₂(b), N₂(B), N₂(C), N₂(a’), NO(A), NO(B)</td>
<td>N⁺, N₂⁺, N₃⁺, O⁺, O₂⁺, O₂⁺(N₂2), O₄⁺, NO⁺, NO⁺(N₂), NO⁺(O₂), NO₂⁺, N₂O⁺, H⁺, H₂⁺, H₂O⁺, H₃O⁺, OH⁺, O’, O₂’, O₃’, O₄’, NO’, NO₂’, NO₃’, H’, OH’</td>
<td>N⁺, N₂⁺, N₃⁺, O⁺, O₂⁺, O₂⁺(N₂2), O₄⁺, NO⁺, NO⁺(N₂), NO⁺(O₂), NO₂⁺, N₂O⁺, H⁺, H₂⁺, H₂O⁺, H₃O⁺, OH⁺, O’, O₂’, O₃’, O₄’, NO’, NO₂’, NO₃’, H’, OH’</td>
</tr>
</tbody>
</table>

**Table 2:** Comparison of maximum atomic N concentrations from various plasma sources operated at atmospheric pressure. The energy input per N atom from the source $E_N$ is given in eV/atom. It is assumed that the surface coverage $\beta = 1$ in all cases, though this is only certain for the results obtained in this work.

<table>
<thead>
<tr>
<th>Source type</th>
<th>Gas</th>
<th>$[N]_{source}$ $(10^{15}$ cm$^{-3})$</th>
<th>Method</th>
<th>$P$ (W)</th>
<th>$\Phi$ (slm)</th>
<th>$E_N$ (eV/atom)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBD</td>
<td>N$_2$</td>
<td>4.5</td>
<td>Emission</td>
<td>500</td>
<td>200</td>
<td>320</td>
<td>This work</td>
</tr>
<tr>
<td>DBD</td>
<td>N$_2$</td>
<td>1.0</td>
<td>NO titration</td>
<td>60</td>
<td>68</td>
<td>360</td>
<td>[1,2]</td>
</tr>
<tr>
<td>DBD (Townsend)</td>
<td>N$_2$</td>
<td>$\leq 0.3$</td>
<td>TALIF</td>
<td>1.5</td>
<td>variable</td>
<td>830</td>
<td>[18]</td>
</tr>
<tr>
<td>DBD (Filamentary)</td>
<td>N$_2$</td>
<td>$\leq 0.3$</td>
<td>TALIF</td>
<td>1.6</td>
<td>variable</td>
<td>300</td>
<td>[18]</td>
</tr>
<tr>
<td>Corona</td>
<td>N$_2$</td>
<td>0.5</td>
<td>NO titration</td>
<td>15</td>
<td>45</td>
<td>280</td>
<td>[4,40]</td>
</tr>
<tr>
<td>Electron beam</td>
<td>N$_2$</td>
<td>2.7</td>
<td>NO titration</td>
<td>600</td>
<td>2</td>
<td>420</td>
<td>[41]</td>
</tr>
<tr>
<td>Microwave</td>
<td>Ar, 0.3% N$_2$</td>
<td>17</td>
<td>NO titration</td>
<td>200</td>
<td>10</td>
<td>440</td>
<td>[34]</td>
</tr>
<tr>
<td>Arc discharge</td>
<td>He, 1.3% N$_2$</td>
<td>4.8</td>
<td>Calibrated emission</td>
<td>200</td>
<td>30</td>
<td>510</td>
<td>[42]</td>
</tr>
</tbody>
</table>