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UNIVERSALITY FOR FIRST PASSAGE PERCOLATION

ON SPARSE UNIFORM AND RANK-1 RANDOM GRAPHS

SHANKAR BHAMIDI1, REMCO VAN DER HOFSTAD2, AND GERARD HOOGHIEMSTRA3

Abstract. In [3], we considered first passage percolation on the configuration model equipped
with general independent and identically distributed edge weights, where the common distribution
function admits a density. Assuming that the degree distribution satisfies a uniform X

2 logX-
condition, we analyzed the asymptotic distribution for the minimal weight path between a pair
of typical vertices, as well as the asymptotic distribution of the number of edges on this path.
Given the interest in understanding such questions for various other random graph models, the
aim of this paper is to show how these results extend to uniform random graphs with a given
degree sequence and rank-one inhomogeneous random graphs.

1. Introduction and results

1.1. Motivation. First passage percolation (FPP) is an important topic in modern probability
theory. Let us start with a decription of the basic model. Let G be a random graph on n vertices.
Assign independent and identically distributed (i.i.d.) random weights or lengths to the edges
of the graph. Think of the graph as a disordered random system carrying flow between pairs of
vertices in the graph via shortest paths between them. Choose two vertices in the graph uniformly
at random amongst the n vertices. We will call these two vertices “typical” vertices.

Two functionals of interest are the minimal weight Ln of a path between the two vertices and
the number of edges Hn on the minimal path, often referred to as the hopcount. We assume that
the common distribution function of the edge weights admits a density, so that the optimal paths
are a.s. unique and one can talk about objects such as the number of edges in the optimal path.
In applied settings, understanding properties of both the hopcount and the minimal weight are
crucial, since whilst routing is done via least weight paths, the actual time delay experienced by
users scales like the hopcount (the number of “hops” a message has to perform in getting from
the source to the destination). See e.g., [1, 4–6] for results in the specific situation of exponential
edge weights. The paper [3] provided the above mentioned results in the setting of general edge
weights for the class of configuration models. The aim of this paper is to show how such results
carry over to other models including the uniform random graph with a prescribeddegree sequence
and the rank-1 inhomogeneous random graph models (see [9]).

1.2. Notation and organization. Throughout this paper, we make use of the following stan-

dard notation. We write [n] for the set {1, 2, . . . , n}. We let
a.s.−→ denote convergence almost

surely,
d−→ denotes convergence in distribution, and

P−→ convergence in probability. For a se-
quence of random variables (Xn)n≥1, we write Xn = OP(bn), when |Xn|/bn is a tight sequence of

random variables, and Xn = oP(bn) when |Xn|/bn P−→ 0, as n → ∞. We write D ∼ F to denote
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2 BHAMIDI, VAN DER HOFSTAD, AND HOOGHIEMSTRA

that the random variable D has distribution function F . For non-negative functions n 7→ f(n),
n 7→ g(n), we write f(n) = O(g(n)) when f(n)/g(n) is uniformly bounded, and f(n) = o(g(n))
when limn→∞ f(n)/g(n) = 0. Finally, we say that a sequence of events (En)n≥1 occurs with high

probability (whp) when P(En) → 1.
The remainder of the paper is organized as follows. In Section 2, we describe the main random

graph models of interest and the assumptions imposed on these models. We also introduce the
branching process preliminaries required to state our results in that section. In Section 3, we state
our main results. In Section 4, we provide the proofs of these results by first reviewing known
results from [3] and then showing how these extend to the related random graphs considered in
this paper.

2. Models and branching process preliminaries

2.1. Random graph models of interest. We start by describing the random graph models of
interest and the assumptions on the model parameters.

2.1.1. Uniform random graphs with a prescribed degree sequence. Let d =
(d1, d2, . . . , dn) be a given degree sequence, i.e., a sequence of positive integers with total degree

ℓn =
∑

i∈[n]

di, (2.1)

assumed to be even. We call a graph simple when it contains no self-loops nor multiple edges.
Given the above degree sequence d = (d1, d2, . . . , dn), let UGn(d) denote a random graph chosen
uniformly at random amongst all simple graphs on vertex set [n] having degree sequence d.

Regularity of vertex degrees. Let us now describe our regularity assumptions on the degree
sequence d = (d1, d2, . . . , dn), as n → ∞. We denote the degree of a uniformly chosen vertex V
in [n] by Dn = dV , so that

P(Dn ≤ x) = Fn(x) =
1

n

∑

j∈[n]

1{dj≤x}, (2.2)

where 1A denotes the indicator of the set A. Write log(x)+ = log(x) for x ≥ 1 and log(x)+ = 0
for x ≤ 1.

Condition 2.1 (Regularity conditions for vertex degrees).

(a) Weak convergence. There exists a cumulative distribution function F of a discrete random

variable D, taking values in N such that

lim
n→∞

Fn(x) = F (x), (2.3)

for any continuity point x of F ; i.e., Dn
d−→ D.

(b) Convergence of second moment.

lim
n→∞

E[D2
n] = lim

n→∞

1

n

∑

j∈[n]

d2j = E[D2], (2.4)

where Dn ∼ Fn and D ∼ F , and where we further assume that

ν = E[D(D − 1)]/E[D] > 1. (2.5)

(c) Uniform X2 logX-condition. For every Kn → ∞,

lim
n→∞

E[D2
n log (Dn/Kn)+] = lim

n→∞

1

n

∑

j∈[n]

d2j log (dj/Kn)+ = 0. (2.6)



UNIVERSALITY OF FIRST PASSAGE PERCOLATION 3

By Condition 2.1(c), the random degree Dn satisfies a uniform X2 logX-condition. The degree
of a vertex incident to a half-edge that is chosen uniformly at random from all half-edges has the
same distribution as the random variable D⋆

n, the size-biased version of Dn,

F ⋆
n(x) = P(D⋆

n ≤ x) = E[Dn1{Dn≤x}]/E[Dn], x ∈ R. (2.7)

The latter random variable satisfies a uniform X logX-condition if and only if Dn satisfies a uni-
form X2 logX condition. As explained in more detail in Section 2.3 below, D⋆

n is closely related
to a branching-process approximation of neighborhoods of a uniformly chosen vertex, and thus
Condition 2.1(c) implies that this branching process satisfies a uniformX logX-condition. By uni-
form integrability, Condition 2.1(c) follows from the assumption that limn→∞ E[D2

n log (Dn)+] =

E[D2 log (D)+].

Note that that Conditions 2.1(a) and (c) imply that E[Di
n] → E[Di], i = 1, 2. When the

degrees are random themselves, then the distribution function Fn, as well as the left-hand side
of (2.4) and (2.6), are random and we assume that the convergence in (2.3), (2.4) and (2.6) to
the respective (deterministic) right-hand sides holds in probability. Thus, in this case, we require
that, with En[D

i
n] = 1

n

∑
j∈[n] d

i
j (which is now a random variable) and for every ε > 0 and

i ∈ {1, 2},

lim
n→∞

P(|Fn(x)− F (x)| ≥ ε) = 0, ∀x ∈ R, lim
n→∞

P(|En[D
i
n]− E[Di]| ≥ ε) = 0. (2.8)

A similar condition replaces (2.6). Finally we note that (2.5) in Condition 2.1(c) is equivalent to
the existence of a giant component in UGn(d), see e.g. [22–24].

2.1.2. Rank-1 inhomogeneous random graphs. Fix a sequence of positive vertex weights
w = (wi)i∈[n]. Assume that there exists a random variable W with distribution function FW on

R
+ such that

Fn,w(x) =
1

n

∑

i∈[n]

1{wi≤x} → FW (x), (2.9)

for each continuity point of FW . Let Wn denote the weight of a uniformly chosen vertex in [n],
i.e., Wn = wV , where V ∈ [n] is chosen uniformly at random.

Given these vertex weights, we construct a random graph by forming an edge between vertices
i and j with probability

pij = 1− e−wiwj/ℓn , (2.10)

where, with some abuse of notation, we write the sum of the vertex weights as

ℓn =
∑

i∈[n]

wi, (2.11)

and where we choose different edges independently. Let ν = E[W 2]/E[W ]. We always assume
ν > 1 as this is necessary and sufficient for the existence of a giant component (see, e.g., [9]). Note
that letting wi = λ, we immediately get the Erdős-Rényi random graph with edge connection
probability 1− e−λ/n ∼ λ/n. Thus, this model is a natural generalization of the classical random
graph model. Related models are the generalized random graph introduced by Britton, Deijfen
and Martin-Löf in [11], for which

pij =
wiwj

ℓn + wiwj
, (2.12)

and the random graph with given prescribed expected degrees or Chung-Lu model, where instead

pij = min(wiwj/ℓn, 1), (2.13)

and which has been studied intensively by Chung and Lu (see [12–16]). By Janson [21], when

Wn
d−→ W and E[W 2

n ] → E[W 2], the three random graph models defined above are asymptotically
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equivalent, meaning that all events have equal asymptotic probabilities. By [9], with Nk(n)
denoting the number of vertices with degree k,

Nk(n)/n
P−→ E

[
e−W W k

k!

]
. (2.14)

This proves that Dn
d−→ D, where Dn is the degree of a vertex, chosen uniformly at random from

[n] and D has the mixed Poisson distribution given in (2.14), i.e., for this model

F (x) =
∑

k≤x

E

[
e−W W k

k!

]
. (2.15)

We impose the following regularity condition on the weight sequence w = (wi)i∈[n], which is
similar in spirit to the degree regularity in Condition 2.1:

Condition 2.2 (Regularity conditions for vertex weights). Assume that the weight Wn of a

uniformly chosen vertex satisfies that Wn
d−→ W , E[W 2

n ] → E[W 2], with 0 < E[W 2] < ∞, and
ν := E[W 2]/E[W ] > 1. Further assume that, for every Kn → ∞,

E[W 2
n log (Wn/Kn)+] = o(1).

2.2. Functionals of interest: edge weights and shortest paths. Once the (random) graph G
has been constructed, we attach edge weight ξe to every edge e, where (ξe)e∈En are i.i.d. continuous
random variables with density fξ : [0,∞) → [0,∞) and corresponding distribution function Fξ.
Now pick two vertices U1 and U2 at random from [n] and let Γ12 denote the set of all paths in G
between these two vertices. The weight of a path π ∈ Γ12 is equal to

∑
e∈π ξe. Let

Ln = min
π∈Γ12

∑

e∈π

ξe, (2.16)

denote the weight of the minimal weight path between the vertices U1 and U2, and let Hn denote
number of edges or the hopcount of this path. If the two vertices are in different components of
the graph, then we set Ln,Hn = ∞. The aim of this paper is to understand the asymptotics for
these two functionals in the above random graph models as n → ∞.

2.3. Continuous-time branching processes. In this section, we define the limiting
continuous-time branching process (CTBP) that describes the neighborhood structure of FPP
on the above defined sparse random graph models. Fix an integer valued non-negative random
variable D. We will assume that

E[D2 log(D)+] < ∞. (2.17)

For example, when D is the weak limit of the degree sequence d as in Condition 2.1(a)-(c), this
condition is met. Define the size-biased distribution F ⋆ of the random variable D ∼ F by

F ⋆(x) = E[D1{D≤x}]/E[D], x ∈ R. (2.18)

Again if D is the weak limit of DVn as in Condition 2.1, then the function F ⋆ is the weak limit,
as n → ∞, of F ⋆

n in (2.7). Now let (BP⋆(t))t≥0 denote the following CTBP:

(a) At time t = 0, we start with one individual which we refer to as the original ancestor or the
root of the branching process.

(b) Recall the edge weight random variable ξ with distribution Fξ. In the associated branching
process each individual v in the branching process lives for a random amount of time which
has distribution Fξ, i.e., the edge weight distribution, and then dies. At the time of death the
individual gives birth to D⋆−1 children, where D⋆ ∼ F ⋆. Lifetimes and numbers of offspring
across individuals are independent.

Note that in the above construction, if we let Xv = D⋆ − 1 be the number of children of an
individual, then the expected number of children satisfies

E[Xv] = E[D⋆ − 1] = ν > 1. (2.19)
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Further, using (2.17), for D⋆ ∼ F ⋆,

E[D⋆ log(D⋆)+] < ∞. (2.20)

The CTBP defined above is a standard Bellman-Harris process, with lifetime distribution Fξ

and offspring distribution D⋆−1 [2,17,18]. The Malthusian parameter α of the branching process
BP

⋆ is the unique solution of the equation

µ̂(α) = ν

∫ ∞

0
e−αtdFξ(t) = 1. (2.21)

Since ν > 1, we obtain that α ∈ (0,∞).
Standard theory (see e.g., [2,17,18]) implies that under our assumptions on the model, namely

(2.19) and (2.20), there exists a random variable W̃⋆ such that

e−αt|BP⋆(t)| a.s.−→ W̃⋆. (2.22)

Here the limiting random variable W̃⋆ satisfies W̃⋆ > 0 a.s. on the event of non-extinction of the
branching process and is zero otherwise.

By (2.21) we can define the stable-age distribution function F̄ξ as

F̄ξ(x) = ν

∫ x

0
e−αydFξ(y). (2.23)

Let ν̄ be the mean and σ̄2 the variance of F̄ξ, i.e.,

ν̄ = ν

∫ ∞

0
xe−αx dFξ(x), σ̄2 = ν

∫ ∞

0
(x− ν̄)2e−αx dFξ(x). (2.24)

Then ν̄, σ̄2 ∈ (0,∞), since α > 0, and Fξ is non-degenerate.
We need a small variation of the above standard CTBP, where the root of the branching process

dies immediately giving birth to a D number of children where D has distribution F , the original
(i.e., non size-biased) degree distribution. The details for every other individual in this branching
process remain unchanged from the original description, namely each individual survives for a
random amount of time with distribution Fξ giving rise to a D⋆ − 1 number of children where
D⋆ ∼ F ⋆, the size-biased distribution function F ⋆ as in (2.18). Writing |BP(t)| for the number of
alive individuals at time t, it is easy to see here as well that

e−αt|BP(t)| a.s.−→ W̃, (2.25)

and that, conditionally on the event {D = k},

W̃ d
= W̃⋆,(1) + · · · + W̃⋆,(k),

where D ∼ F , and W̃⋆,(i) are i.i.d. with the distribution of the limiting random variable in (2.22).

Let W denote a random variable distributed as W̃ conditioned to be positive, i.e., for every x ≥ 0,

P(W ≤ x) = P(W̃ ≤ x | W̃ > 0). (2.26)

To state our main results we will need the following constants and limit random variables defined
in terms of the above branching process constructs. Define

γ =
1

αν̄
, β =

σ̄2

ν̄3α
. (2.27)

Define the random variable Q as

Q =
1

α

(
− logW (1) − logW (2) − Λ + c

)
, (2.28)

where P(Λ ≤ x) = e−e−x

(so that Λ is a standard Gumbel random variable), W (1),W (2) are two
independent copies of the variable W in (2.26), also independent from Λ, and c is the constant

c = log(E[D](ν − 1)2/(ναν̄)). (2.29)
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3. Results

We are now in a position to state our results.

3.1. Uniform random graphs. We start with the uniform random graph UGn(d), where the
degree sequence d satisfies Condition 2.1. The associated branching process is as defined in
Section 2.3 with D denoting the random variable with the limiting degree distribution and the
associated size-biased distribution F ⋆ as in (2.18). Recall the definition of the Malthusian rate
of growth parameter defined in (2.21) and let αn be the solution to (2.21) with ν replaced with

νn = E[Dn(Dn − 1)]/E[Dn]. (3.1)

Clearly, νn → ν when Condition 2.1 holds, and further |αn − α| = O(|νn − ν|). We also define
F̄n,ξ to be the distribution function F̄ξ in (2.23) with ν and α replaced by νn and αn, and we let
ν̄n and σ̄2

n be the corresponding mean and variance. Finally, let γn = 1/(αnν̄n).
Recall that Hn and Ln denote the number of edges and length respectively on the optimal

path between two randomly selected vertices and consider the rescaling:

(H̄n, L̄n) :=
(Hn − γn log n√

β log n
, Ln − 1

αn
log n

)
. (3.2)

Theorem 3.1 (FPP on uniform random graphs). Consider the uniform random graph UGn(d)
with degrees d satisfying Condition 2.1, and with i.i.d. edge weights distributed according to the

continuous distribution Fξ. Then the rescaled hopcount H̄n and weight L̄n of the optimal path as

in (3.2) between two uniformly chosen vertices, conditioned on being connected, satisfy

(H̄n, L̄n)
d−→ (Z,Q), (3.3)

as n → ∞, where Z and Q are independent and Z has a standard normal distribution, while Q
has distribution as in (2.28) with respect to the associated branching process.

Remark 3.2 (Asymptotic mean). We can replace in (3.2) αn and γn by their limits α and γ
precisely when γn = γ + o(1/

√
log n) and αn = α + o(1/ log n). Since |αn − α| = O(|νn − ν|),

|ν̄n − ν̄| = O(|νn − ν|), these conditions are equivalent to νn = ν + o(1/
√
log n) and νn =

ν + o(1/ log n), respectively.

3.2. Rank-one inhomogeneous random graphs. We now consider the case of the inhomo-
geneous random graph where the weight sequence w satisfies Condition 2.2. Let Dn denote the

degree of a randomly selected vertex in the graph. By (2.14), Dn
d−→ D where

P(D = k) = E

[
e−W W k

k!

]
, k ≥ 0,

and whereW is the weak limit of the corresponding weight sequence. LetD⋆ denote the associated
size-biased distribution as in (2.18) and construct the associated branching process as in Section
2.3 where the root has offspring D and subsequent generations have offspring D⋆ − 1 and where
all individuals have lifetimes distributed as ξ. Recall that ν = E[W 2]/E[W ] = E[D⋆ − 1]. Let
α denote the corresponding Malthusian rate of growth as in (2.21) and recall the associated
constants ν̄ and σ̄2 as in (2.24) and γ, β as in (2.27). Now write

νn =

∑
i∈[n]w

2
i∑

i∈[n]wi
. (3.4)

Let αn denote the corresponding solution to (2.21) when using νn instead of ν and similarly ν̄n
and σ̄2

n and let γn = 1/(αnν̄n). Define the rescaled hopcount and length between two randomly
selected vertices as in (3.2). Then we have the following result:

Theorem 3.3 (FPP on rank-1 inhomogeneous random graphs). Consider the rank-1 inhomoge-

neous random graphs constructed using edge probabilities in (2.10), (2.12) or (2.13) and consider

first passage percolation on the constructed graph. Assume that Condition 2.2 holds for the weight
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sequence w. Then the optimal path between two randomly selected vertices conditioned on being

connected satisfies

(H̄n, L̄n)
d−→ (Z,Q),

as n → ∞, where Z and Q are independent and Z has a standard normal distribution, while Q
has distribution as in (2.28) with respect to the associated branching process.

Theorem 3.3 can be understood as follows. By [11], the generalized random graph conditioned

on its degree sequence is a uniform random graph with the same degree sequence. Therefore,
Theorem 3.3 follows from Theorem 3.1 when the conditions on the random degrees given in
Condition 2.1, hold in probability. This is proved in Section 4.

4. Proofs

We now start with the proofs. In Section 4.1 we describe the result from [3] for FPP on the
configuration model with general continuous edge weights and give an intuitive idea of the proof
in Section 4.2. Then in Section 4.3 we show how these results can be extended to the uniform
random graph model and complete the proof of Theorem 3.1. Finally, we present the proof of
Theorem 3.3, the inhomogeneous random graph case, in Section 4.4.

4.1. The configuration model. The configuration model (CM) is a random graph with vertex
set [n] := {1, 2, . . . , n} and with prescribed degrees. Let d = (d1, d2, . . . , dn) be a given degree

sequence, i.e., a sequence of n positive integers with total degree

ℓn =
∑

i∈[n]

di, (4.1)

assumed to be even. The CM on n vertices with degree sequence d is constructed as follows:
start with n vertices and di half-edges adjacent to vertex i ∈ [n]. Randomly choose pairs of half-
edges and match the chosen pairs together to form edges. Although self-loops may occur, these
become rare as n → ∞ (see e.g. [8, 20]). We denote the resulting graph on [n] by CMn(d), with
corresponding edge set En. Finally, we attach edge weight ξe to every edge e, where (ξe)e∈En are
i.i.d. continuous random variables with density fξ : [0,∞) → [0,∞) and corresponding distribution
function Fξ.

Let us now describe the result from [3]. Recall the notation for UGn(d) in Section 3.1, all the
constants and definitions are the same for CMn(d). Recall that Hn and Ln denote the number
of edges and length respectively of the optimal path between two randomly selected vertices and
recall the rescaling (H̄n, L̄n) in (3.2). The main result in [3] is the following theorem:

Theorem 4.1 (Joint convergence of hopcount and weight for configuration model). Theorem 3.1
applies verbatim to the configuration model CMn(d) with degrees d satisfying Condition 2.1.

4.2. Idea of the proof. Let us now briefly describe the intuitive idea behind the proof of
Theorem 4.1. The key conceptual idea is that one can construct the CM simultaneously with
the first passage percolation problem. More precisely, pick two vertices at random and think of
liquid percolating through the network starting simultaneously from these two vertices at rate
one, using the assigned edge-weight as the distance (length) between the vertices incident to that
edge.

Let us start with what happens when we start percolating liquid through the network from a
single vertex (ignoring issues such as self-loops etc. that might arise in the construction). Pick a
vertex Vn uniformly at random from the set [n], having dVn half-edges. Each of these half-edges
is assigned a random edge-weight with distribution Fξ. When the liquid reaches the end point
of one of the dVn half-edges, we sample from the remaining half-edges to discover the neighbor
corresponding to the exhausted half-edge. Let v1 denote the first new vertex seen by the liquid
after vertex Vn. Note that, conditional on vertex Vn,

P(v1 = v|Vn) =
dv1{v 6=Vn}∑

w 6=Vn
dw

.
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Thus v1 approximately has the size-biased degree distribution D⋆, as n → ∞. Further, one of
the half-edges of this vertex has been used to attach to Vn and thus asymptotically the number
of free half-edges has distribution D⋆− 1. It is not hard to convince one-self (although a rigorous
proof turns out to be remarkably challenging, see [3, Sections 2-7]) that as the liquid percolates
through the network, it can be approximated by the branching process BP

⋆
n, where the initial

root has offspring distribution Dn, while each subsequent generation has offspring distribution
D⋆

n − 1 where D⋆
n is the size-biased version of Dn. In particular standard CTBP-theory [2,18,19]

(although quantifying the dependence on n again turns out to be technically challenging, see e.g.

[3, Proposition 2.2]) suggests that this branching process grows at rate |BP⋆
n(t)| ∼ W̃n exp(αnt),

where W̃n
d−→ W̃ with W̃ as in (2.25) as n → ∞ and αn → α, where αn is the Malthusian rate

of growth for the n-dependent process.
Now let us consider the liquid starting from two uniformly chosen vertices simultaneously.

Again locally the wetted edges look like two (independent) continuous-time branching processes
as above. However, now we have an added construct called collision edges, which in fact generate
the optimal path between these two vertices. For this, consider the wetted structures started from
the two vertices simultaneously and let us call these

{
SWT

(i)(t)
}
t≥0

, for i = 1, 2, and note that

by the previous discussion, we can couple the above these
{
SWT

(i)(t)
}
t≥0

to two independent

continuous-time branching processes BP(i)
n . However note that occasionally the liquid from one of

the sources (to fix ideas say 1) samples a half-edge which has already been wetted by the liquid
from the other vertex 2. When this happens, we say a collision has happened and note the time
T when this collision occurs. In this case, the liquid from 2 has already traversed some distance
on this half-edge and thus has some residual length R left before the liquid from 2 comes to the
end of this half-edge. Note that this implies that there is a path between vertex 1 and vertex 2
of length 2T + R. Thus, if one is able to keep track of the collision edges, in principal one can
reconstruct the optimal path between vertex 1 and 2. This is performed by describing the arrival
times, as well as various other properties of the vertices in the collision edges, as a point process.
The main technical result in [3] shows that this point process of arrival times of collision edges
converges to an appropriate (inhomogeneous) Poisson point process. This result immediately
implies Theorem 4.1. As these details will not be used in this paper, we refrain from giving more
details and refer the interested reader to [3] instead.

4.3. Extension to the uniform random graph. The proof of Theorem 3.1 follows rather
directly from that of Theorem 4.1, by conditioning on simplicity. By [8] or [20], under Condition
2.1,

lim
n→∞

P(CMn(d) simple) = e−ν/2−ν2/4. (4.2)

The proof of Theorem 4.1 reveals that in order to find the minimal weight path between vertices
U1 and U2, we only need to investigate OP(

√
n log n) edges. Therefore, the event of simplicity

of the CM will be mainly determined by the remaining n−OP(
√
n log n) uninspected edges, and

is therefore asymptotically independent of (Hn, Ln). Together with the property that the CM
conditioned on being simple is equal in distribution to a uniform random graph, this explains the
content of Theorem 3.1.

Let UGn(d) be a uniform random graph with degree sequence d. By [7] (see also [8]), the law
of UGn(d) is the same as that of CMn(d) conditioned on being simple, i.e., for every sequence of
events Hn defined on graphs with vertex set [n],

P(UGn(d) ∈ Hn) = P(CMn(d) ∈ Hn | CMn(d) simple) =
P(CMn(d) ∈ Hn,CMn(d) simple)

P(CMn(d) simple)
.

(4.3)
By (4.2), it suffices to investigate P(CMn(d) ∈ Hn,CMn(d) simple). We take

Hn =
{Hn − γn log n√

β log n
≤ x,Ln − 1

αn
log n ≤ y

}
, (4.4)
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Recall the point process convergence described in Section 4.2 using the exploration processes{
SWT

(i)(t)
}
t≥0

. The proof in [3] shows that, taking t̃n = tn + Bn, where tn = log n/(2αn) and

Bn = log log log n, whp, we have found the minimal weight path before time t̃n. The probability
that we have found a self-loop or multiple edge at time t̃n is negligible, since, by that time we
have found of order mn =

√
n(log n)1/4 vertices and paired of order mn edges. Let d̃i(t̃n) denote

the number of unpaired half-edges incident to vertex i at time t̃n. Since CMn(d) is created by
matching the half-edges uniformly at random, in order to create CMn(d) after time t̃n, we need to

match the half-edges corresponding to (d̃i(t̃n))i∈[n]. This corresponds to the configuration model

on [n] with degrees (d̃i(t̃n))i∈[n]. Since we have found of order mn =
√
n(log n)1/4 vertices and

paired of order mn edges at time t̃n, when d satisfies Condition 2.1, then so does (d̃i(t̃n))i∈[n]
with the same limiting degree distribution D. As result, the probability that the configuration

model on [n] with degrees (d̃i(t̃n))i∈[n] is simple is asymptotically equal to e−ν/2−ν2/4(1 + o(1)),
and we obtain that the event that CMn(d) is simple is asymptotically independent of the event
Hn in (4.4). Therefore, Theorem 3.1 follows from Theorem 4.1.

4.4. Extension to rank-1 inhomogenous random graphs. In this section we prove Theorem

3.3. By Janson [21], when Wn
d−→ W and E[W 2

n ] → E[W 2], the inhomogeneous random graphs
with edge probabilities in (2.10), (2.12) or (2.13) are asymptotically equivalent, so it suffices to
prove the claim for the generalized random graph for which pij = wiwj/(ℓn + wiwj). We denote
the degree sequence in the generalized random graph by d = (di)i∈[n], and note that d now is a
random sequence. As explained in Section 2.1, conditionally on the degrees in the generalized
random graph being equal to d, the distribution of the resulting random graph is uniform over
all random graphs with these degrees.

Denote by Pn,En the conditional probability and expectation given d. Then, Theorem 3.3
follows from Theorem 3.1, but with νn defined in (3.4), replaced by the random centering:

∑
i∈[n] di(di − 1)
∑

i∈[n] di
,

precisely when Condition 2.1 holds in probability. By an argument similar to Remark 3.2, a full
proof of Theorem 3.3 is hence given, when we show that:

(i) Condition 2.1 holds in probability and
(ii) for the degree sequence, as n → ∞,

∣∣∣∣∣

∑
i∈[n] di(di − 1)
∑

i∈[n] di
− νn

∣∣∣∣∣ = oP((log n)
−1), (4.5)

where νn is as in (3.4).

Proof of Condition 2.1: We let Dn = dV , where V ∈ [n] is a uniformly chosen vertex. First,

by (2.14), Dn
d−→ D, where D ∼ F with F given in (2.15). Further,

En[Dn] =
1

n

∑

i∈[n]

di, En[D
2
n] =

1

n

∑

i∈[n]

d2i , (4.6)

where di =
∑

j∈[n],j 6=i Iij and Iij are independent Bernoulli variables with parameter pij =

wiwj/(ℓn + wiwj). We will instead use the approximation pij = wiwj/ℓn. Simple but cum-
bersome algebra extends this to previous case. Taking double expectations we get

E[Dn] =
1

n

∑

i

wi −
1

nℓn

∑

i

w2
i = E[W ]−O(n−1). (4.7)

Similarly, since by assumption maxi∈[n]wi = o(
√
n), it is easy to check that

E[D2
n] =

1

n

∑

i∈[n]

wi +
1

n

∑

i∈[n]

w2
i −O(

1√
n
) = E[W ] + E[W 2]−O(n−1/2). (4.8)
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Further, in Proposition 4.2 below, we will show that n−1
∑

i di and n−1
∑

i d
2
i are strongly con-

centrated about their means. Thus, given Proposition 4.2, Condition 2.1(a-b) are satisfied.
In order to show Condition 2.1(c), we note that

En[D
2
n log(Dn/Kn)+] =

1

n

∑

i∈[n]

d2i log (di/Kn)+. (4.9)

As before, di =
∑

j∈[n],j 6=i Iij and Iij are independent Bernoulli variables with parameter pij =

wiwj/(ℓn +wiwj). By standard Chernoff bounds [8], there exists a constant a > 0 such that, for
every λ ≥ 2,

P(di ≥ λE[di]) ≤ e−aλE[di]. (4.10)

Here,

E[di] =
∑

j 6=i

wiwj/(ℓn +wiwj) ∈ wi(
ℓn −√

n

ℓn(1 + o(1))
, 1) ⊆ wi(1/2, 1), (4.11)

where in the first inequality, we have used that maxi∈[n]wi = o(
√
n), and the second is true when

n is sufficiently large. This suggests the split

En[D
2
n log(Dn/Kn)+] ≤

1

n

∑

i∈[n]

d2i log (di/Kn)+1{di<2wi} +
1

n

∑

i∈[n]

d2i log (di/Kn)+1{wi≤1} (4.12)

+
1

n

∑

i∈[n]

1{di≥2wi}1{wi>1}d
2
i log (di/Kn)+.

The first term in (4.12) vanishes since

1

n

∑

i∈[n]

d2i log (di/Kn)+1{di<2wi} ≤
4

n

∑

i∈[n]

w2
i log (2wi/Kn)+ = 4E[W 2

n log (2Wn/Kn)+], (4.13)

and the fact that limn→∞ E[W 2
n log (Wn/Kn)+] = 0. Using that for each t > 0,

d2i log (di/Kn)+ ≤ e(di−Kn)td2i log(di) ≤ e−tKnCte
2tdi , (4.14)

where Ct = maxd≥1 e
−tdd2 log d < ∞, we can bound the expectation of second term in (4.12) as

1

n

∑

i∈[n]

d2i log (di/Kn)+1{wi≤1} (4.15)

≤ e−tKnCt
1

n

∑

i∈[n]

E[e2tdi ]1{wi≤1} = e−tKnCt
1

n

∑

i∈[n]

∏

j 6=i

(e2tpij + (1− pij)1{wi≤1}

≤ e−tKnCt
1

n

∑

i∈[n]

1{wi≤1}e
∑

j 6=i(e
2t−1)pij ≤ e−tKnCt

1

n

∑

i∈[n]

1{wi≤1}e
(e2t−1)wi

≤ e−tKnCte
(e2t−1) = o(1),

where we use that e2tpij + (1− pij) = (1 + (e2t − 1)pij) ≤ e(e
2t−1)pij and Kn → ∞.

The third term in (4.12) can be split as

1

n

∑

i∈[n]

1{wi≥1,di≥2wi}d
2
i log (di/Kn)+ (4.16)

≤ 1

n

∞∑

k=1

∑

i∈[n]

1{wi≥1}1{di∈[2kwi,2k+1wi)}d
2
i log (di/Kn)+

≤ 1

n

∑

i∈[n]

1{wi≥1}

∞∑

k=1

4k+11{di≥2kwi}w
2
i log (2

k+1wi/Kn)+.
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By (4.10)-(4.11) with λ = 2k, the mean of the above random variable is bounded by

E

[ 1
n

∑

i∈[n]

1{wi≥1,di≥2wi}d
2
i log (di/Kn)+

]
(4.17)

≤ 1

n

∑

i∈[n]

1{wi≥1}

∞∑

k=1

4k+1e−a2k−1wiw2
i log (2

k+1wi/Kn)+

≤ 8

Kn

1

n

∑

i∈[n]

1{wi≥1}

∞∑

k=1

(wi2
k)3e−a(wi2

k)/2 =
8

Kn

1

n

∑

i∈[n]

1{wi≥1}C,

where, in the second inequality, we use that log(x)+ ≤ x, and in the last that, uniformly in w ≥ 1,
∞∑

k=1

(w2k)3e−a(w2k)/2 ≤ C.

By Markov’s inequality, this implies that En[D
2
n log(Dn/Kn)+] converges to zero in probability.

This completes checking that Condition 2.1 holds modulo the following result which simultane-
ously also proves (4.5):

Proposition 4.2 (Concentration of first two moment of degree sequence). As n → ∞,
∣∣∣ 1
n

∑

i∈[n]

di −
1

n

∑

i∈[n]

wi

∣∣∣ = oP((log n)
−1), and

∣∣∣ 1
n

∑

i∈[n]

di(di − 1)− 1

n

∑

i∈[n]

w2
i

∣∣∣ = oP((log n)
−1).

Proof. First note, using the expressions for the expectations from (4.7) and (4.8), that it suffices
to show that

(log n)
∣∣Y (l)

n − E[Y (l)
n ]

∣∣ → 0, (4.18)

as n → ∞, for l = 1, 2, where Y (l)
n = n−1

∑
i(di)l and (m)l = m(m − 1) · · · (m − l + 1). We

first paraphrase the following standard concentration inequality for self-bounding functions (see
[10, Chapter 6, Theorem 6.19 and 6.20]). The setting is as follows. Fix a measurable space χ and
let I = (Ij)j∈[N ] be a collection of N independent χ-valued random variables. Let f : χN → R+

be a non-negative function. Call such a function (a, b) strongly self-bounding for two constants
a, b, if there exist a collection of functions (fi)i∈N , with fi : χ

N−1 → R+ such that, for every point
x ∈ χN ,

0 ≤ f(x)− fi(x
i) ≤ 1,

N∑

i=1

(f(x)− fi(x
i)) ≤ af(x) + b. (4.19)

Here x
i = (x1, . . . , xi−1, xi+1, . . . , xN ). Now consider the random variable Y = f(I). Then one

has the following concentration inequality:

Theorem 4.3. For any λ > 0, and with c = (3a− 1)/6,

P(Y ≥ E[Y ] + λ) ≤ exp
( −λ2

2(aE[Y ] + b+ aλ/2)

)
, P(Y ≤ E[Y ]− λ) ≤ exp

( −λ2

2(aE[Y ] + b+ c−λ)

)
,

where c− = min(c, 0).

Let us now analyze the random variable Y =
∑

i di/2 (here the factor 2 is used to bring it to

the above setting). We take: χ = {0, 1}, N =
(n
2

)
and for x ∈ χN ,

f(x) =
∑

i∈N

xi. (4.20)

To simplify notation, for any edge e = {i, j}, write Ie ∈ χ for the Bernoulli random variable
signifying presence or absence of the edge and write [n]2 for the collection of all possible edges.
Note that our random variable Y = f(I), satisfies:

Y = f(I) =
∑

e∈[n]2

Ie =
∑

j∈[n]

dj/2,
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since in any graph the sum of the degrees is equal to twice the number of edges. Now define
fe(I

e) := f(I)− Ie, namely the sum of degrees (divided by 2), when we leave out edge e. Then,

0 ≤ f(I)− fe(I
e) ≤ 1,

∑

e∈[n]2

(f(I)− fe(I
e)) =

∑

e

Ie = f(I). (4.21)

So we can take a = 1, b = 0 and c = 1/3 and Theorem 4.3 implies that

P(|
∑

i

di − E(
∑

i

di)| > 2λ) ≤ 2 exp

(
− λ2

2(E(
∑

i di) + λ/2)

)
.

Taking 2λ = n1−α this implies that
∣∣∣ 1
n

∑

i

di − E

[ 1
n

∑

i

di

]∣∣∣ = oP(n
−α),

for any α < 1/2. This proves (4.18) for l = 1.
Now let us consider l = 2. We observe that di(di − 1) =

∑
j,k IijIik, where the sum runs over

all j 6= k and where both j and k are distinct from i, Hence
∑

i∈[n]

di(di − 1) =
∑

i,j,k

IijIik, (4.22)

where the sum on the right-hand side is over all distinct i, j, k ∈ [n]. Note that in this represen-
tation the same term IijIik appears twice, because the order can be interchanged. We define

f(I) =
∑

i,j,k

IijIik, and fe(I
e) =

∑

i,j,k

IijIik −
e∑

i,j,k

IijIik, (4.23)

where in the
∑e all terms with either {i, j} = e or {i, k} = e are left out. Obviously, writing

e = {e, ē},
0 ≤ f(I)− fe(I

e) ≤ (de − 1) + (dē − 1), (4.24)

so that ∑

e∈[n]2

(f(I)− fe(I
e)) ≤

∑

e∈[n]2

(de + dē − 2) = 2f(I). (4.25)

By Condition 2.1(c), maxi di = oP(
√
n), and a simple truncation argument implies that it is

enough to show that
∣∣∣ 1
n

∑

i∈[n]

d̄i(d̄i − 1)− E

[ 1
n

∑

i∈[n]

d̄i(d̄i − 1)
]∣∣∣ = oP

(
(log n)−1

)

where d̄i = max(di,
√
n). Hence without loss of generality we may assume that maxi di ≤

√
n.

Define the functions

g(I) =
f(I)

2
√
n
, ge(I

e) =
fe(I

e)

2
√
n

.

It is now straightforward that g is a self-bounding function via the functions (ge)e∈[n]2 (namely
satisfies (4.19) with a = 2, b = 0). Using Theorem 4.3,

P

(∣∣∣
∑

i∈[n]

di(di − 1)− E

[ ∑

i∈[n]

di(di − 1)
]∣∣∣ > 2λ

√
n
)
≤ 2 exp

( −λ2√n

E(2
∑

i di(di − 1)) + 2λ
√
n

)
.

By taking 2λ
√
n = n1−α, the above upper bound shows that for any α < 1/4,

∣∣∣ 1
n

∑

i∈[n]

di(di − 1)− E

( 1
n

∑

i∈[n]

di(di − 1)
)∣∣∣ = oP(n

−α).

This completes the proof. .
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