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The Synthesis of Time Optimal Supervisors by Using Heaps-of-Pieces

Rong Su, Jacobus E. Rooda and Jan H. van Schuppen
Abstract

In many practical applications we are asked to compute a nonblocking supervisor that not only complies with some prescribed safety and liveness requirements but also achieve a certain time optimal performance such as throughput. In this paper we first introduce the concept of supremal minimum-time controllable sublanguage and define a minimum-time supervisory control problem, where the plant is modeled as a finite collection of finite-state automata, whose events are associated with weights, which represent their respective execution time. Then we show that the supremal minimum-time controllable sublanguage can be obtained by a terminable algorithm, where the execution time of each string is computed by using a technique extended from the theory of heaps-of-pieces.
1 Introduction

Since the Ramadge-Wonham supervisory control paradigm [22] [30] was invented, a large volume of research has been done on how to synthesize a nonblocking supervisor that complies with the safety and liveness requirements. But in practical applications we are also frequently asked to achieve a certain optimal performance, in particular, the time optimal performance such as throughput [31]. In this paper we discuss time optimal supervisory control. The system under our consideration consists of a finite collection of components modeled as deterministic finite-state automata, whose events are associated with weights, representing their firing durations. The requirement is modeled by an un-weighted deterministic finite-state automaton, which specifies the safety and liveness properties. Such a requirement model carries certain timing information manifested by the ordering of events specified in the requirement. In practical applications, it is possible that a requirement may carry more constraints on timing, e.g. it may explicitly specify the duration between two consecutive event firings, which forces a supervisor to take appropriate delay actions. This type of explicitly timed requirements is not considered in this paper. Since events have durations, event firings in different components may overlap. By initiating event firings at appropriate moments in different components, a supervisor may drive the system from the initial state to a desirable state within the minimum duration that takes account the possible elongation caused by the firings of uncontrollable events. For the time being we call such a minimum duration the makespan of the supervisor, whose precise definition will be given later in this paper. The control problem is to find the least restrictive nonblocking supervisor whose makespan is minimum among those of all possible supervisors that comply with the prescribed requirement.

To solve the aforementioned control problem, we make three contributions in this paper. First, we introduce the concept of supremal minimum-time controllable sublanguage and provide a precise formulation of the supremal minimum-time nonblocking supervisory control problem. Second, we present a novel timed supervisory control law that can achieve the time optimal performance specified by the supremal minimum-time controllable sublanguage. Finally, we present an algorithm that computes the supremal minimum-time controllable sublanguage. The algorithm utilizes a novel algorithm to determine the execution time of each string. The basic idea of our approach is to first solve a standard nonblocking supervisory control problem without time, which results in a supremal controllable sublanguage satisfying the prescribed requirement. Then we bring time information back in the obtained supremal controllable sublanguage, from which we compute the supremal minimum-time controllable sublanguage. To determine the execution time of each string, we first use the theory of heaps-of-pieces [27] [10] to build an appropriate heap model, then apply the (max,+) automaton technique to determine the height of the heap, which is equal to the shortest possible execution time of that string.

A similar setting of timed discrete-event systems has been discussed in the literature about performance evaluation. For example, in [23] [8] [28] [9], time information is described by durations of events, and in [8] [9] the theory of heaps-of-pieces is used to analyze execution time of specific schedules. In comparison with our work, the above mentioned references are about analysis and not about synthesis. More explicitly, these references do not tell how to modify a system’s behavior by using control in order to achieve certain performance. In our case, we need to find a supervisor that can achieve time optimal performance by simply using appropriate event disabling. Therefore, the problems in the above mentioned references are different from ours. Furthermore, in their settings no uncontrollable events are considered. Therefore, the concepts of controllability and least restrictive supervisory control are not present in the mentioned references.
By using an appropriate model conversion, the aforementioned time optimal control problem can be solved in the framework of timed automaton theory [1]. More explicitly, in each component we split every event, say $a$, into two events: $a_{\text{start}}$ and $a_{\text{end}}$, then associating a clock with them such that the clock is reset when $a_{\text{start}}$ is fired and $a_{\text{end}}$ can be fired only when the clock value is equal to the prescribed duration. Such a model conversion has been discussed in, e.g. [11]. After the system is converted into a set of timed automata, we can apply an appropriate supervisor synthesis approach described in, e.g. [16] [3] [2] [26] [15], to compute a minimum-time supervisor. Nevertheless, such a conversion has the following major shortcoming. Too many clocks may be introduced during the conversion. As a result, the parallel composition of a large number of converted timed automata contains a large number of clocks, which incurs high complexity when a region automaton of the composition is constructed for subsequent analysis. This is because the complexity of constructing a region automaton is exponential with respect to the number of clocks. The concern of complexity is our main motivation to present a new approach based on the theory of heaps-of-pieces in this paper. More explicitly, in our approach the composition is only applied to untimed automata, and the execution time of each string of the composed system can be computed later based on algebraic operations. The advantage of this technique is that, the complexity caused by embedding the time information can be postponed to the last stage of analysis, where some appropriate greedy algorithms can be used so that the high complexity may be reduced or never appear. As a contrast, in the timed automaton framework, time information is explicitly embedded in each component model. As a result, the composition can be prohibitively large for subsequent analysis before we can take any complexity reduction procedure. Besides the difference on synthesis complexity, the supervisor synthesis techniques in the aforementioned papers are different from ours. More explicitly, they use game theoretical approach to deal with uncontrollable behaviors, and we simply adopt the standard definition of controllability in the Ramadge-Wonham paradigm to handle uncontrollable behaviors. By separating the time information from the system model in our framework, we can derive a control law, which is robust in the following sense. When the system does not act as fast as the supervisor expects, the supervisor still functions and the performance of the supervised system simply degrades accordingly. As a contrast, in the timed automaton framework a delay of the system’s response to a supervisory control command may result in some behavior not specified by the corresponding time optimal supervisor, making the subsequent supervisory control infeasible. Therefore, it is a common assumption that every issued control command must be executed by the system immediately to avoid any potential timing error. In our opinion, this assumption is too strong to hold for many practical applications, which is the second motivation for us not to use the timed automaton framework in this paper.

In [5] the authors also describe least restrictive supervisory control of timed discrete-event systems in the Ramadge-Wonham paradigm. They adopt the Ostroff’s semantics for timed transition models [19] for the plant and the controller. Time elapse is explicitly modeled by ticks. The semantics can be treated as a special case of the timed automaton theory, which contains only one universal clock. Besides the well known disadvantage associated with the discrete-time semantics, that is the limited modeling accuracy for time owing to discreteness of time, the supervisor synthesis approach proposed in [5] cannot be used to solve the problem described in this paper. This is because, explicitly enumerating time instances as ticks as used in [5] for computation cannot effectively handle the situation where event firings can be indefinitely delayed.

Supervisory control for time performance has also been discussed in the time/timed Petri
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nets. In [6] [7] the authors define supervisory controllers for enforcing deadlines on transition firings in time Petri nets. Their goal is to find a supervisor, which can fire a designated transition within a prescribed deadline. Because of the existence of such a deadline, they can unfold a net to enumerate all possible firing sequences within the deadline. This makes their problem and approach significantly different from ours. In our case, we do not have such a deadline. Instead, we need to first decide whether there exists a controllable sublanguage, whose makespan is finite. Furthermore, the events in their setting are associated with firing intervals instead of durations and no uncontrollable transitions are present. In [25] the authors talk about maximally permissive control of time Petri nets. The time information is described by intervals instead of durations, and their control problem is about synthesizing a maximally permissive state-based feedback controller such that some prescribed state requirements are satisfied. It is different from ours because no time optimal performance is considered in their paper. In [12] [13] the authors discuss supervisory control of hybrid systems by using timed Petri nets, where time information is presented as transition holding time. But their control problem is different from ours in the sense that no time optimal performance and least restrictive supervision are under consideration. Furthermore, no uncontrollable transitions are present.

Our approach to find the supremal supervisors bears some similarity to optimal supervisory control, e.g. [20] [4] [14] [24] [17] [21]. These approaches are aimed to find a supervisor that can drive a deterministic plant from the initial state to a state within a target set with the minimum cost, (part of) which is defined as a sum weight. Nevertheless, the sum weight is different from the time weight used in this paper. This can be briefly explained as follows. We can use dynamic programming to determine an optimal supervisor [4] based on the fact that, a local path, which is optimal in terms of the sum weight, is guaranteed to be part of a globally optimal path that traverses the state associated with the locally optimal path. But this is typically not true for the timed case, where a locally time optimal path need not be part of any globally time optimal path. Thus, dynamic programming is in general not sufficient to be used for computing a time optimal supervisor. Because of the different natures of sum weights and time weights, their problem formulations are different from ours. As a result, their supervisor synthesis techniques and control strategies are different from ours as well.

This paper is organized as follows. In Section II we first provide all relevant necessary concepts about languages and time-weighted automata, then introduce a minimum-time supervisory control problem. After that we present a terminable algorithm in Section III, which computes the supremal minimum-time controllable sublanguages. Conclusions are drawn in Section IV.

2 Minimum-Time Supervisory Control Problem

In this section we first review basic concepts of languages and time-weighted systems. Then we present a minimum-time supervisory control problem and show that its solution, if exists, can be implemented by a special type of timed supervisory control map.

2.1 Concept of time-weighted systems

The notations for languages and relevant operations in this paper follow those in [29]. Let Σ be a finite alphabet, we use Σ+ to denote the collection of all finite sequences of
events taken from $\Sigma$, and use $\Sigma^*$ for the Kleene closure of $\Sigma$, i.e. $\Sigma^* := \Sigma^+ \cup \{\epsilon\}$, where $\epsilon$ is the empty string. Given two strings $s, t \in \Sigma^*$, $s$ is called a prefix substring of $t$, written as $s \preceq t$, if there exists $s' \in \Sigma^*$ such that $ss' = t$, where $ss'$ denotes the concatenation of $s$ and $s'$. For all string $s \in \Sigma^*$, $es = se = s$. A subset $L \subseteq \Sigma^*$ is called a language. $\overline{L} = \{s \in \Sigma^* | (\exists t \in L) s \preceq t\} \subseteq \Sigma^*$ is called the prefix closure of $L$. We call $L$ prefix closed if $L = \overline{L}$. Given two languages $L, L' \subseteq \Sigma^*$, let $LL' := \{ss' \in \Sigma^* | s \in L \land s' \in L'\}$ be the concatenation of $L$ and $L'$, which contains every string obtainable by concatenating one string from $L$ and one string from $L'$.

Let $\Sigma' \subseteq \Sigma$. A map $P : \Sigma^* \rightarrow \Sigma'^*$ is called the natural projection with respect to $(\Sigma, \Sigma')$, if

1. $P(\epsilon) = \epsilon$
2. $(\forall \sigma \in \Sigma) P(\sigma) := \begin{cases} \sigma & \text{if } \sigma \in \Sigma' \\ \epsilon & \text{otherwise} \end{cases}$
3. $(\forall \sigma \in \Sigma^*) P(\sigma s) = P(\sigma)P(s)$

Given a language $L \subseteq \Sigma^*$, $P(L) := \{P(s) \in \Sigma'^* | s \in L\}$. The inverse image map of $P$ is

$$P^{-1} : 2^{\Sigma'^*} \rightarrow 2^{\Sigma^*} : L \mapsto P^{-1}(L) := \{s \in \Sigma^* | P(s) \in L\}$$

Given $L_1 \subseteq \Sigma_1^*$ and $L_2 \subseteq \Sigma_2^*$, the synchronous product of $L_1$ and $L_2$ is defined as:

$$L_1 \sqcap L_2 := P_1^{-1}(L_1) \cap P_2^{-1}(L_2) = \{s \in (\Sigma_1 \cup \Sigma_2)^* | P_1(s) \in L_1 \land P_2(s) \in L_2\}$$

where $P_1 : (\Sigma_1 \cup \Sigma_2)^* \rightarrow \Sigma_1^*$ and $P_2 : (\Sigma_1 \cup \Sigma_2)^* \rightarrow \Sigma_2^*$ are natural projections. Clearly, $\sqcap$ is commutative and associative.

A finite-state automaton is a 5-tuple $G = (X, \Sigma, \xi, x_0, X_m)$, where $X$ stands for the state set, $\Sigma$ for the alphabet, $x_0$ for the initial state, $X_m \subseteq X$ for the marker state set, and $\xi : X \times \Sigma \rightarrow X$ for the (partial) transition function, which is extended to $X \times \Sigma^*$. For all $x \in X$ and $\sigma \in \Sigma$, we use $\xi(x, \sigma)$ to denote that the transition $\xi(x, \sigma)$ is defined. Let $L(G) := \{s \in \Sigma^* | \xi(x_0, s) \}$ be the closed behavior of $G$ and $L_m(G) := \{s \in L(G) | \xi(x_0, s) \in X_m\}$ for the marked behavior of $G$. We say $G$ is non-blocking if $L(G) = L_m(G)$. Let $\phi(\Sigma)$ denote the set of all finite-state automata, whose alphabets are $\Sigma$. Given a language $K \subseteq \Sigma^*$, suppose $K$ is recognized by a finite-state automaton $G$, i.e. $L_m(G) = K$ and $L(G) = \overline{L_m(G)}$. Then we use $\kappa(K)$ to denote the canonical recognizer of $K$.

Let $\mathbb{R}^+$ be the set of positive reals. We treat $+\infty$ as a number, where

1. $+\infty = +\infty$
2. $(\forall a \in \mathbb{R}^+) a < +\infty \land +\infty + a = +\infty$

A time-weighted system is a 3-tuple $(G = \{G_i \in \phi(\Sigma_i)|i \in I\}, f, h)$, where $I$ is a finite index set, $G$ is a collection of finite-state automata, $f : \cup_{i \in I} \Sigma_i \rightarrow \mathbb{R}^+$ is the time-weighted function on events, and $h : (\cup_{i \in I} \Sigma_i) \times (\cup_{i \in I} \Sigma_i) \rightarrow \{0, 1\}$ is the mutual exclusion function, where $h(\sigma, \sigma') = 1$ for all $\sigma \in \cup_{i \in I} \Sigma_i$. For each event $\sigma \in \cup_{i \in I} \Sigma_i$, $f(\sigma)$ denotes the duration required for $\sigma$ to be completed. For each $(\sigma, \sigma') \in (\cup_{i \in I} \Sigma_i) \times (\cup_{i \in I} \Sigma_i)$,
h(σ, σ') = 1 if the firings of σ and σ' are mutually exclusive, i.e. if one event is under execution, the other event cannot be fired; otherwise, h(σ, σ') = 0. Since mutual exclusion is symmetric, we have h(σ, σ') = h(σ', σ). For notation simplicity, we write h(σ, σ') to denote both h(σ, σ') and h(σ', σ). Let L(G) := \{\|i\|L(G_i)\} and L_m(G) := \{\|i\|L_m(G_i)\}. 

We call \(\{\Sigma_i | i \in I\}\) the alphabet of \(G\), and use \(\Phi(\{\Sigma_i | i \in I\})\) to denote the collection of all time-weighted systems, whose alphabets are \(\{\Sigma_i | i \in I\}\). We use \(\Phi(\{\Sigma_i | i \in I\})\) to denote the collection of such \(G\)'s without the time-weighted function \(f\).

**Definition 2.1.** Given a time-weighted system \((G = \{G_i \in \phi(\Sigma)|i \in I\}, f, h)\), let \(s \in L(G)\). Suppose \(s = \sigma_1 \cdots \sigma_n\) for some \(n \in \mathbb{N}\). A time-stamp of \(s\) w.r.t. \((G, f, h)\) is a nondecreasing list, 

\[
w = (t_k \in \mathbb{R}^+ | k = 1, \cdots, n)\]

where 

\[
(\forall q, v \in \{1, \cdots, n\}) q < v \wedge h(\sigma_q, \sigma_v) = 1 \Rightarrow t_q + f(\sigma_q) \leq t_v
\]

Let \(T_{G, f, h}(w) := \max\{t_1 + f(\sigma_1), \cdots, t_n + f(\sigma_n)\}\). Let \(\Theta_{G, f, h}(s)\) be the collection of all time-stamps for \(s\). We call \(v_{G, f, h}(s) := \min_{w \in \Theta_{G, f, h}(s)} T_{G, f, h}(w)\) the execution time (or makespan) of \(s\) in \((G, f, h)\). For all \(W \subseteq L_m(G)\), let \(\omega(G, f, h, W) := \sup_{s \in W} v_{G, f, h}(s)\) be the makespan of \(W\) with respect to \((G, f, h)\). As a convention, let \(\omega(G, f, h, \emptyset) := +\infty\).

Each \(t_k\) in a time-stamp is interpreted as the starting moment of event \(\sigma_k\) being executed, and \(t_k + f(\sigma_k)\) is the ending moment for the execution of \(\sigma_k\). If \(h(\sigma_q, \sigma_v) = 1\) and \(q < v\), then we know that, to start executing \(\sigma_v\), the execution of \(\sigma_q\) must have been finished because of the firing mutual exclusion between \(\sigma_q\) and \(\sigma_v\). Thus, we have \(t_q + f(\sigma_q) \leq t_v\).

The execution time \(v_{G, f, h}(s)\) is interpreted as the minimum time required to finish the execution of \(s\). For example, suppose the time-weighted system is \(G = \{G_1, G_2\}\) with \(\Sigma_1 = \{a, b\}\) and \(\Sigma_2 = \{b, c\}\). Suppose \(f(a) = 2, f(b) = 3, f(c) = 1, h(a, b) = 1, h(b, c) = 1\) and \(h(a, c) = 0\). Let \(s = abch\). Then the list \(w_1 = (t_a, t_b, t_b) = (0, 2, 3)\) is a time-stamp for \(s\) because \(a, b \in \Sigma_1, h, c \in \Sigma_2\) and \(t_a + f(a) = 2 < 3 = t_b, t_b + f(c) = 3 \leq 3 = t_b\). The list \(w_2 = (t_a, t_b, t_c) = (0, 0, 2)\) is also a time-stamp for \(s\) because \(t_a + f(a) = 2 \leq 2 = t_b\) and \(t_b + f(c) = 1 < 2 = t_b\). We can check that, there is no other time-stamp \(w\) such that \(T_{G, f, h}(w) < T_{G, f, h}(w_2)\). Thus, the execution time of \(s\) is \(v_{G, f, h}(s) = t_b + f(b) = 2 + 3 = 5\).

Sometimes we can encode the mutual exclusion function \(h\) in the following simple way. We call \(G\) asynchronous if for every string \(s = \sigma_1 \cdots \sigma_n \in L(G)\) and every time stamp \(w = (t_1, \cdots, t_n)\) of \(s\) with respect to \((G, f, h)\), we have

\[
(\forall q, v \in \{1, \cdots, n\}) q < v \wedge (\exists i \in I) \sigma_q \in \Sigma_i \wedge \sigma_v \in \Sigma_i \Rightarrow t_q + f(\sigma_q) \leq t_v
\]

which means, in each \(G_i\) \((i \in I)\) at every time instant no more than one event is under execution. The function \(h\) is called derivable from \(G\) if

\[
(\forall \sigma, \sigma' \in \bigcup_{i \in I} \Sigma_i) h(\sigma, \sigma') = 1 \iff (\exists j \in I) \sigma \in \Sigma_j \wedge \sigma' \in \Sigma_j
\]

which means two events \(\sigma\) and \(\sigma'\) are mutually exclusive if and only if there exists one alphabet containing both events. In the above example, we can check that \(h\) is derivable from \(G\).

### 2.2 Formulation of minimum-time supervisory control problem

Given \(\{\Sigma_i | i \in I\}\), for each \(\Sigma_i\) let \(\Sigma_i = \Sigma_{i,c} \cup \Sigma_{i,uc}\), where disjoint subsets \(\Sigma_{i,c}\) and \(\Sigma_{i,uc}\) denote respectively the set of controllable events and the set of uncontrollable events. For
notation simplicity, from now on let \( \Sigma := \cup_{i \in I} \Sigma_i, \Sigma_c := \cup_{i \in I} \Sigma_i \) and \( \Sigma_{uc} := \Sigma - \Sigma_c \).

**Definition 2.2.** Given \( \mathcal{G} \in \Phi(\{\Sigma_i|i \in I\}) \) and \( K \subseteq L_m(\mathcal{G}) \), we say \( K \) is controllable with respect to \( \mathcal{G} \) if \( KK_{\Sigma_{uc}} \cap L(\mathcal{G}) \subseteq K \). When \( \mathcal{G} \) is a singleton, say \( \mathcal{G} = \{\mathcal{G} \in \phi(\Sigma)\} \), then we simply say \( K \) is controllable with respect to \( \mathcal{G} \).

The concept of controllability can be extended to time-weighted systems. For a time-weighted system \( (\mathcal{G}, f, h) \in \Phi(\{\Sigma_i|i \in I\}) \) and \( K \subseteq L_m(\mathcal{G}) \), we say \( K \) is controllable with respect to \( (\mathcal{G}, f, h) \) if \( K \) is controllable with respect to \( \mathcal{G} \). Recall that, in the standard Ramadge-Wonham control paradigm there are two basic assumptions: (1) the duration of firing each event is zero; (2) the firings of different events must be sequentially ordered, namely no more than one event can be fired at each time instance. When these two assumptions are satisfied, each requirement \( E \in \phi(\Delta) \) with \( \Delta \subseteq \cup_{i \in I} \Sigma_i \) can be interpreted as specifying the sequential orders of event firings. When each event has a nonzero firing duration, the firings of different events may overlap with each other. Thus, none of those basic assumptions holds, which suggests that we should provide a new interpretation of a requirement \( E \in \phi(\Delta) \) before we can talk about supervisory control. Given a string, say \( ab \in L_m(E) \), we can interpret it in two ways: (1) the firing moment of a, which is defined as the moment that \( a \) starts to be fired, must precede the firing moment of \( b \); or (2) the firing moment of \( b \) is after the moment that \( a \) finishes its firing. Fortunately, with the help of the mutual exclusion function \( h \), we do not need to distinguish these two different scenarios. We always interpret \( E \) in the first way, but set \( h(a, b) = 0 \) for scenario (1), and \( h(a, b) = 1 \) for scenario (2).

Given a time-weighted plant \( (\mathcal{G}, f, h) \in \Phi(\{\Sigma_i|i \in I\}) \) and a requirement \( \mathcal{E} := \{E_j \in \phi(\Delta_j)|\Delta_j \subseteq \cup_{i \in I} \Sigma_i \land j \in J\} \in \Phi(\{\Delta_j|j \in J\}) \), let

\[
\mathcal{C}(\mathcal{G}, \mathcal{E}) := \{K \subseteq L_m(\mathcal{G})||L_m(\mathcal{E})K\text{ is controllable with respect to } \mathcal{G}\}
\]

be the collection of all sublanguages of \( L_m(\mathcal{G})||L_m(\mathcal{E}) \) which are controllable with respect to \( \mathcal{G} \). Sometimes we call \( K \) a controllable sublanguage of \( \mathcal{G} \) under \( \mathcal{E} \). Let

\[
\mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) := \{K \in \mathcal{C}(\mathcal{G}, \mathcal{E})|\omega(\mathcal{G}, f, h, K) < \infty\}
\]

be the collection of all controllable sublanguages of \( \mathcal{G} \) under the requirement \( \mathcal{E} \) such that their makespans are finite. We call each \( K \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) \) a finite-makespan controllable sublanguage of \( (\mathcal{G}, f, h) \) under \( \mathcal{E} \). It is possible that, \( \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) = \emptyset \). Because

\[
\min_{\sigma \in \Sigma} f(\sigma) > 0,
\]

we can derive that, for all \( K \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) \) the set

\[
\{K' \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E})|\omega(\mathcal{G}, f, h, K') \leq \omega(\mathcal{G}, f, h, K)\}
\]

is finite. Thus, there exists \( K^* \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) \) such that

\[
(\forall K \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E})) \omega(\mathcal{G}, f, h, K^*) \leq \omega(\mathcal{G}, f, h, K)
\]

Since controllability is closed under language union, we can check that, there exists \( \hat{K}^* \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) \) such that, for all \( K \in \mathcal{NS}(\mathcal{G}, f, h, \mathcal{E}) \) the following hold,

1. \( \omega(\mathcal{G}, f, h, \hat{K}^*) \leq \omega(\mathcal{G}, f, h, K) \)
2. \( \omega(\mathcal{G}, f, h, K) = \omega(\mathcal{G}, f, h, \hat{K}^*) \Rightarrow K \subseteq \hat{K}^* \)
We call $\bar{K}^*$ the supremal minimum-time controllable sublanguage of $(G, f, h)$ under $E$, denoted as $\text{supNS}(G, f, h, E)$. For notation simplicity, from now on given a requirement $E \in \Phi(\{\Delta_j | j \in J\})$, we assume that $\Delta_j \subseteq \Sigma$. The supervisor synthesis problem is stated as follows:

**Problem 2.3.** Given a time-weighted system $(G, f, h) \in \Phi(\{\Sigma_i | i \in I\})$ and a requirement $E \in \Phi(\{\Delta_j | j \in J\})$, how to compute $\text{supNS}(G, f, h, E)$? \hfill $\square$

Before we discuss how to solve the above problem in the next section, we would like to describe how to implement an existing supremal minimum-time controllable sublanguage by using an appropriate timed supervisory control map. This is important for the application purpose.

### 2.3 Timed supervisory control map

Given a time-weighted plant $(G, f, h) \in \Phi(\{\Sigma_i | i \in I\})$, a finite run of $(G, f, h)$ is a finite sequence of 2-tuples $\mu = (\sigma_1, t_1) \cdots (\sigma_n, t_n) \in (\Sigma \times \mathbb{R}^+)^\ast$, where $s = \sigma_1 \cdots \sigma_n \in L(G)$ and $(t_1, \ldots, t_n)$ is a nondecreasing time sequence. From now on we use $S(\mu)$ to denote $\sigma_1 \cdots \sigma_n, S(\mu)_{\ast}^1$ for $\sigma_n$ and $W(\mu)$ for $t_n$. When $\mu = \epsilon$, we simply let $S(\epsilon) := \epsilon$, $S(\epsilon)_{\ast}^1 := \epsilon$ and $W(\epsilon) = 0$. We use $P_\sigma(\mu)$ to denote a finite run $\mu'$, which is a prefix subrun of $\mu$, i.e., $\mu' \leq \mu$, and $S(\mu')_{\ast}^1 = \sigma$, and for all $\mu'' \leq \mu$, if $\mu' \leq \mu''$ and $\mu' \neq \mu''$, then we have $S(\mu'')_{\ast}^1 \neq \sigma$. In other words, $P_\sigma(\mu)$ is a prefix subrun of $\mu$, whose last event is $\sigma$ and cannot be extended into another subrun of $\mu$ whose last event is $\sigma$. The timed closed behavior of $G$, denoted as $L'(G)$, is the collection of all possible finite runs, and the timed marked behavior of $G$, denoted as $L'_m(G)$, is the collection of all finite runs $\mu \in L'(G)$ such that $S(\mu) \in L_m(G)$.

Let $E \in \Phi(\{\Delta_j | j \in J\})$ be a requirement, and suppose $K$ is a controllable sublanguage of $(G, f, h) \in \Phi(\{\Sigma_i | i \in I\})$ under $E$. We say $h$ is control compatible if

$$(\forall \sigma, \sigma' \in \Sigma) h(\sigma, \sigma') = 1 \Rightarrow [(\exists i \in I) \sigma, \sigma' \in \Sigma_i] \lor [\sigma \in \Sigma_c \land \sigma' \in \Sigma_c].$$

In other words, a control compatible function $h$ imposes mutual exclusion on two events, if there exists no alphabet contains both events or both events are controllable. If $h$ is not control compatible, then there may not exist timed supervisory control that achieves $K$ and in the mean time respects the event mutual exclusion imposed by $h$. To see this, suppose we have two components $G_1$ and $G_2$, whose controllable alphabets are empty. Suppose the requirement $E$ allows all possible behavior of $G = \{G_1, G_2\}$. Clearly, $K = L_m(G)$. But if $h$ forces two uncontrollable events to be mutually exclusive, then clearly, there is no timed supervisory control to achieve this. For each $\mu \in L'(G)$ let $A(\mu) := \{\sigma | \Sigma(\mu) \sigma \in \bar{K}\}$. Clearly, $A(\mu)$ is the set of all events that are allowed to be fired after $\mu$. For each time instant $\tau \in \mathbb{R}^+$, let

$$(\zeta(\mu, \tau) := \{\mu' \leq \mu | \mu' \neq \epsilon \land W(\mu') \leq \tau \land W(\mu') + f(S(\mu')_{\ast}^1) > \tau\}$$

be the collection of all active prefixed subruns of $\mu$, whose last events are fired before $\tau$ but have not been finished by $\tau$. We define the following specific timed supervisory control map $g : L'(G) \times \mathbb{R}^+ \rightarrow 2^\Sigma$ with respect to $\bar{K}^*$, where for each $\mu \in L'(G)$ and $\tau \in \mathbb{R}^+$, let

$$g(\mu, \tau) := \begin{cases} \{\sigma \in A(\mu) - \Sigma_w(\zeta(\mu, \tau)) \mid h(S(\mu')_{\ast}^1, \sigma) = 0\} \cup \Sigma_w & \text{if } S(\mu) \in \bar{K} \\ \Sigma_w & \text{otherwise} \end{cases}$$
We can interpret $g$ as follows. For every event $\sigma \in \Sigma$, if either it is uncontrollable, or it is in $A(\mu) - \Sigma_{uc}$ such that there is no event in $\mu$ that is mutually exclusive with $\sigma$ and is still under execution at the instance $\tau$, then $\sigma$ is allowed by $g$ at $\tau$. The \textit{closed behavior} of $(G, f, h)$ under $g$, denoted as $L'(g/G)$, is defined as follows:

1. $\epsilon \in L'(g/G)$,
2. $\forall \mu \in L'(g/G)(\forall (\sigma, \tau) \in \Sigma \times \mathbb{R}^+) \mu(\sigma, \tau) \in L'(G) \land \sigma \in g(\mu, \tau) \Rightarrow \mu(\sigma, \tau) \in L'(g/G)$,
3. All strings of $L'(g/G)$ are obtained from Steps (1) and (2).

We call $L'_m(g/G) := L'(g/G) \cap L'_m(G)$ the \textit{marked behavior} of $(G, f, h)$ under $g$. Let $L'_m(g/G, s) := \{ \mu \in L'_m(g/G) | S(\mu) = s \}$

Clearly, for each $s \in K$ there exists a finite run $\mu \in L'(g/G)$ such that $S(\mu) = s$. Let $V(g/G, f, h, K) := \max_{s \in K} \min_{\mu \in L'_m(g/G, s)} \max_{\mu' \leq \mu} W(\mu') + f(S(\mu'))$

For any $\mu \in L'(g/G)$, in practical situations, computing $g(\mu)$ always takes nonzero time and the firing of $\sigma \in g(\mu)$ also starts later than the moment of $g(\mu)$ being computed. We say $g$ is \textit{ideal} if for all $\mu(\sigma, \tau) \in L'(g/G)$, we have

$$\tau = \sigma'_{\max_{\sigma' \in \Sigma} W(P_{\sigma'}(\mu)) + f(\sigma')},$$

namely computing $g(\mu, \tau)$ takes no time and every event allowed by $g(\mu, \tau)$ starts to fire immediately whenever it is eligible. We have the following result.

\textbf{Theorem 2.4.} Given a time-weighted system $(G, f, h) \in \Phi(\{\Sigma_i | i \in I\})$ and a requirement $E \in \Phi(\{\Delta_j | j \in J\}$, let $K \in \mathcal{C}(G, E)$ and suppose $h$ is control compatible and $G$ is asynchronous. Then (1) for every finite run $\mu = (\sigma_1, t_1) \cdots (\sigma_n, t_n) \in L'(g/G)$, the time sequence $(t_1, \cdots, t_n)$ is a time stamp of $s = \sigma_1 \cdots \sigma_n$ with respect to $(G, f, h)$; (2) $V(g/G, f, h, K) = \omega(G, f, h, K)$; (3) if $g$ is ideal, then $V(g/G, f, h, K) = \omega(G, f, h, K)$. □

\textbf{Proof:} Suppose $h$ is control compatible and $G$ is asynchronous. (1) We need to show that

$$(\forall q, v \in \{1, \cdots, n\}) q < v \land h(\sigma_q, \sigma_v) = 1 \Rightarrow t_q + f(\sigma_q) \leq t_v$$

Suppose this condition does not hold. Let $(q, v)$ with $q < v$ be the first pair that violates the condition, namely $h(\sigma_q, \sigma_v) = 1$ and $t_q + f(\sigma_q) > t_v$. The term ‘first pair’ means that, for any other pair $(q', v')$ that violates the condition, we have either $q < q'$ or $q = q'$ and $v < v'$. Since $h$ is control compatible, we have two cases to consider.

Case 1: $\sigma_q, \sigma_v \in \Sigma_c$. Let $\tau_v$ be the decision instant, where $g(\mu_v, \tau_v)$ is computed with $\mu_v = (\sigma_1, t_1) \cdots (\sigma_v, t_v)$ and $t_q \leq \tau_v \leq t_v$. Then by the definition of $g$ we know that, for all $\mu' \leq \mu_v$, if $W(\mu') \leq \tau_v$ and $W(\mu') + f(S(\mu')) > \tau_v$, then $h(S(\mu')^1, \sigma_v) = 0$. Clearly, $\mu_q \leq \mu_v$ and $W(\mu_v) \leq \tau_v$. Since $t_q + f(\sigma_q) > t_v$, we have $W(\mu_q) + f(S(\mu_q)^1) > t_v \geq \tau_v$. But this is a contradiction because $h(\sigma_q, \sigma_v) = 1$ implies that $W(\mu_q) + f(S(\mu_q)^1) \leq \tau_v$.

Case 2: there exists $\Sigma_c$ such that $\sigma_q, \sigma_v \in \Sigma_c$. Since $G$ is asynchronous, we have that $t_q + f(\sigma_q) \leq t_v$. But this contradicts the assumption that $t_q + f(\sigma_q) > t_v$. Since in either case we obtain a contradiction, the time sequence is a time stamp of $s$ with respect to $(G, f, h)$.

(2) Since $L'_m(g/G, s) \neq \emptyset$ for all $s \in K$, and by (1) each time sequence allowed in $L'(g/G)$ is a time stamp, we can derive that

$$v_{g, f, h}(s) \leq \min_{\mu \in L'_m(g/G, s)} \max_{\mu' \leq \mu} W(\mu') + f(S(\mu')^1)$$
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which implies $V(g/G, f, h, K) \geq \omega(G, f, h, K)$.

(3) Let $s = \sigma_1 \cdots \sigma_n \in K$ with $(t_1, \cdots, t_n)$ being the time-stamp with respect to $G$ such that

$$v_{g,f,h}(s) = \max_i (t_i + f(\sigma_i))$$

We want to show that, $\mu = (\sigma_1, t_1) \cdots (\sigma_n, t_n) \in L_m(g/G)$.

Clearly, $\sigma_1 \cdots \sigma_n \in L_m(G)$. Suppose $\mu = (\sigma_1, t_1) \cdots (\sigma_n, t_n) \notin L_m'(g/G)$. Then there exists $g$ such that, $\mu' = (\sigma_1, t_1) \cdots (\sigma_q, t_q) \in L'(g/G)$ but $\mu'(\sigma_{q+1}, t_{q+1}) \notin L'(g/G)$. Therefore, $\sigma_{q+1} \notin g(\mu', t_{q+1})$ with $t_q \leq \tau_{q+1} \leq t_{q+1}$. Since $\tau_{q+1}$ can be any value in that range, we pick $\tau_{q+1} = t_{q+1}$. This means

$$(\exists \mu'' \in \zeta(\mu', t_{q+1})) h(S(\mu''), \sigma_{q+1}) = 1$$

Since $\mu'' \in \zeta(\mu', t_{q+1})$, we have that

$$W(\mu'') \leq t_{q+1} \land W(\mu'') + f(S(\mu'')) > t_{q+1}$$

Since $g$ is ideal, we have that the firing moment $t_{q+1}$ for $\sigma_{q+1}$ satisfies the following:

$$t_{q+1} = \max_{\sigma' \in \Sigma, h(\sigma_{q+1}, \sigma') = 1} W(\mathcal{P}_{\sigma'}(\mu')) + f(\sigma')$$

By the definition of time stamp, we have $T_{q+1} \geq \hat{t}_{q+1}$. Since $h(S(\mu''), \sigma_{q+1}) = 1$ and $\mu'' \leq \mu'$, we get that

$$W(\mu'') + f(S(\mu'')) \leq \hat{t}_{q+1} \leq t_{q+1}$$

But this contradicts the assumption that $W(\mu'') + f(S(\mu'')) > t_{q+1}$. Thus, we have $\mu \in L'(g/G)$. Since $\mu \in L_m(G)$, we have $\mu \in L_m'(g/G)$. Since $g$ is ideal, we have

$$v_{g,f,h}(s) = \max_i (t_i + f(\sigma_i)) \geq \min_{\mu \in L_m'(g/G), \mu' \leq \mu} W(\mu') + f(S(\mu'))$$

which implies $V(g/G, f, h, K) \leq \omega(G, f, h, K)$. By (1), we have $V(g/G, f, h, K) \geq \omega(G, f, h, K)$. Thus, $V(g/G, f, h, K) = \omega(G, f, h, K)$. The theorem follows.

Theorem 2.4 indicates that, when $h$ is control compatible and $G$ is asynchronous, the supervisory control map $g$ respects the event mutual exclusion imposed by $h$ in the sense that, the time sequence of every finite run of the supervised system $g/G$ is a time stamp. If additionally $g$ is ideal, then the makespan of the minimum-time controllable sublanguage can be achieved by applying the proposed supervisory control map $g$. Although in practical applications $g$ is rarely ideal, as long as we can speed up computation of $g(\mu, \tau)$ and initiation the firing of $\sigma \in g(\mu, \tau)$, the execution time of a finite run of $G$ under the supervision of $g$ can always be shortened.

To illustrate the aforementioned control strategy, we present a simple example. Suppose $G = \{G_1 \in \phi(\Sigma_1), G_2 \in \phi(\Sigma_2)\}$, where $\Sigma_1 = \{a\}, \Sigma_2 = \{b, c, d\}, L(G_1) = \{a\}, L(G_1) = \L_m(G_1), L_m(G_2) = \{bcd\} and L(G_2) = \L_m(G_2)$. The time-weighted function $f$ is defined as $f(a) = 2, f(b) = f(c) = f(d) = 1$, and the mutual exclusion function $h$ is defined as $h(a,b) = h(b,c) = h(d,d) = h(a,b) = h(c,d) = 1, h(b,c) = h(a,c) = 0$. The requirement is $\mathcal{E} = \{E_1 = \{ac\} \in \phi\{a,c\}\}$. Suppose $\Sigma_c = \{a, b\}$ and $\Sigma_{ac} = \{c, d\}$. Clearly, $h$ is control compatible. Then by using the standard procedure for supervisor synthesis [22] we can get that, the supremal controllable sublanguage of $G$ under $\mathcal{E}$ is $K = \{abcd\}$. The control sequence is computed as follows. At the initial instant $\tau = 0$, we have

$$\zeta(\epsilon, 0) = \emptyset, A(\epsilon) = \{a\}$$
3.1 Concepts of heaps-of-pieces

Therefore, \( g(\epsilon, 0) = \{a\} \cup \Sigma_w = \{a, c, d\} \), which means \( a \) and \( c \) are allowed at \( \tau = 0 \).
Suppose \( a \) is fired at \( t_a = 0.1 \). Then at \( \tau = 0.5 \) we have

\[
\zeta((a, 0.1), 0.5) = \{(a, 0.1)\}, \ A((a, 0.1)) = \{b\}
\]

Since \( h(a, b) = 1 \), we get \( g((a, 0.1), 0.5) = \Sigma_w = \{c, d\} \). We can see that, although \( b \in A((a, 0.1)) \), it cannot be fired because \((a, 0.1)\) is still active at \( \tau = 0.5 \), which prevents \( b \) to be fired, owing to mutual exclusion. When \( \tau = 2.1 \), we have

\[
\zeta((a, 0.1), 2.1) = \emptyset, \ A((a, 0.1)) = \{b\}
\]

from which we have \( g((a, 0.1), 2.1) = \{b\} \cup \Sigma_w = \{b, c, d\} \). Suppose \( b \) is fired at \( t_b = 2.2 \).
Then for all \( \tau \geq t_b \) we have \( g((a, 0.1)(b, 2.2), \tau) = \{c, d\} \). Because \( h(b, c) = 0 \), the firing of \( c \) can be at any moment after \( t_b \). Suppose \( c \) is fired at \( t_c = 3 \). Then at \( \tau = 3.2 \) we have \( g((a, 0.1)(b, 2.2)(c, 3), 3.2) = \{c, d\} \). If \( G \) is not asynchronous, then \( d \) can be fired at any moment after \( \tau = 3.2 \), which clearly violates the mutual exclusion \( h(c, d) = 1 \). This shows that, without the condition of \( G \) being asynchronous, Theorem 2.4 may not hold.
Suppose \( G \) is asynchronous, then \( d \) can only be fired after \( c \) is done. Suppose \( t_d = 4 \).
Then we have a time sequence \( (t_a = 0.1, t_b = 2.2, t_c = 3, t_d = 4) \) for \( s = abed \). Clearly, the time sequence is a time stamp of \( s \) with respect to \( (G, f, h) \). The final execution time of \( s \) is

\[

\nu_{G,f,h}(s) = \max\{t_a + f(a), t_b + f(b), t_c + f(c), t_d + f(d)\} = 5
\]

If \( g \) is ideal, then the smallest value for \( t_a \) is 0, for \( t_b \) is 2, for \( t_c \) is 2 and for \( t_d \) is 3. The corresponding execution time of \( s \) is 4.

3 Computing Supremal Minimum-Time Nonblocking Supervisors

In this section we first briefly introduce the concepts of heaps-of-pieces. Then we present a heaps-of-pieces-based algorithm to compute the supremal minimum-time nonblocking supervisor.

3.1 Concepts of heaps-of-pieces

Recall that, in the previous section we define a map \( v_{G,f,h}(s) := \min_{w \in \Theta_{G,f,h}(s)} T_{G,f,h}(w) \),
whose value is the execution time of \( s \) in a time-weighted automaton \( (G, f, h) \). There are several ways to compute \( v_{G,f,h}(s) \), one of which is by using the theory of heaps-of-pieces [27].

The name “heaps-of-pieces” comes from the following informal interpretation [9]. Imagine that there is a horizontal axis with a finite number of slots. We have a finite number of geometric objects called pieces, each of which is a solid (possibly not connected) “block” occupying some of the slots, with staircase-shaped upper and lower contours. With an ordered sequence of pieces, we associate a heap by piling up the pieces, starting from a horizontal ground. This piling occurs in the intuitive way: a piece is only subject to vertical translations and occupies the lowest possible position, provided it is above the
Definition 3.1. A heap model is a 5-tuple $\mathcal{H} = (T, R, l, u)$, where

1. $T$ is a finite set whose elements are called pieces;
2. $R$ is a finite set whose elements are called slots;
3. $R : T \to 2^R$ associates a piece with a subset of slots. We assume $R(a) \neq \emptyset$ for all $a \in T$;
4. $l : T \times R \to \mathbb{R}^+ \cup \{0, -\infty\}$ gives the height of the lower contour of a piece;
5. $u : T \times R \to \mathbb{R}^+ \cup \{0, -\infty\}$ gives the height of the upper contour of a piece.

By convention, $l(a, r) = u(a, r) = -\infty$ if $r \notin R(a)$, and $\min_{r \in R(a)} l(a, r) = 0$. $\square$

Each slot $r \in R$ is interpreted as a resource. For a piece $a \in T$ and a slot $r \in R(a)$, we interpret the difference $u(a, r) - l(a, r)$ as the occupation time of $a$ over $r$. In the simplest case, we have $l(a, r) = 0$ for all $a \in T$ and $r \in R(a)$, namely, each piece is a rectangular bar, not necessarily connected. Given a string $s = a_1 \cdots a_k \in T^*$ with $k \in \mathbb{N}$, we associate with each $a_q$ $(q = 1, \cdots, k)$ a nonnegative real $t_q$. We say $s$ is a heap with respect to $w = (t_1, \cdots, t_k)$, if

$$(\forall q, v \in \{1, \cdots, k\}) q < v \Rightarrow (\forall r \in R(a_q) \cap R(a_v)) t_q + u(a_q, r) \leq t_v$$

In other words, the piece $a_q$, which appears after $a_q$, should pile upon $a_q$. We call $w$ a height-stamp of $s$. Suppose $R = \{r_1, \cdots, r_n\}$. The upper contour of $s$ with respect to $w$ is a row vector $x_H(s, w) = (x_1, \cdots, x_n)$, where

$$(\forall q \in \{1, \cdots, n\}) x_q = \max_{v \in \{1, \cdots, k\}} t_v + u(a_v, r_q)$$

The height of $s$ with respect to $w$ is

$$y_H(s, w) := \max_{q \in \{1, \cdots, n\}} x_q$$

Suppose $\Xi_s$ is the collection of all height-stamps of $s$. Then the height of $s$ is

$$y_H(s) := \min_{w \in \Xi_s} y_H(s, w)$$

If we interpret $t_i$ in a height-stamp $w$ as the firing moment of the piece $a_i$, then the height $y_H(s)$ corresponds to the minimum time that is required to complete $s$, which requires a piece to be executed as soon as all relevant resources are available.

Definition 3.2. The $(\max, +)$ semiring $\mathbb{R}_{\max}$ is the set $\mathbb{R} \cup \{-\infty\}$, equipped with the operation max, written additively (i.e. $a \oplus b = \max\{a, b\}$), and the usual sum, written multiplicatively (i.e. $a \otimes b = a + b$). In this semiring, the zero element $0$ is $-\infty$, and the unit element $1$ is $0$. $\square$

The matrix operations are induced by the semiring structure as follows. For matrixes $A$ and $B$ of appropriate dimensions,

$$(A \oplus B)_{qv} := A_{qv} \oplus B_{qv} = \max\{A_{qv}, B_{qv}\}$$
and

\[(A \otimes B)_{qv} := \oplus_k (A_{qk} \otimes B_{kv}) = \max_k (A_{qk} + B_{kv})\]

For a scalar \(a \in \mathbb{R} \cup \{\infty\}\), \((a \circ A)_{ij} := a \circ A_{ij} = a + A_{ij}\). From now on we omit the \(\otimes\) sign, and directly use \(AB\) to denote \(A \odot B\). By the definition of semiring we get that, the matrix multiplication is associative, i.e. \((AB)C = A(BC)\). Let \(\mathbb{R}^{\mathbb{R}, \mathbb{R}}\) be the collection of all matrices, whose dimensions are \(|\mathbb{R}| \times |\mathbb{R}|\) \((i.e.\ all\ diagonal\ entries\ are\ 1)\). Let \(M : T^* \rightarrow \mathbb{R}^{\mathbb{R}, \mathbb{R}}\) where

\[(\forall a \in T) M(a)_{qv} := \begin{cases} 1 & \text{if } q = v \text{ and } q \notin R(a) \\ \text{if } q, v \in R(a) \\ 0 & \text{otherwise} \end{cases}\]

and for all \(s = s'' \in T^*\), \(M(s) := M(s')M(s'')\) with \(M(\varepsilon)\) being the unit matrix \(1\) (i.e. all diagonal entries are 1 and all other entries are 0). Thus, if \(s = a_1 \cdots a_k\), then \(M(s) = M(a_1) \cdots M(a_k)\). Clearly, \(M\) is a morphism between \(T^*\) and \(\mathbb{R}^{\mathbb{R}, \mathbb{R}}\). We say \(M\) is induced from \(H\). Let \(1_{\mathbb{R}}\) be the 1 \(\times |\mathbb{R}|\) dimension column vector, whose entries are all equal to 1. We use \(1_{\mathbb{R}}^\top\) to denote the transpose of \(1_{\mathbb{R}}\), which is a row vector. From [9] we have the following,

\[(\forall s \in T^*) y_{\mathcal{H}}(s) = 1_{\mathbb{R}}^\top M(s) 1_{\mathbb{R}} = 1 (1)\]

Once a heap model \(\mathcal{H}\) is given, the morphism \(M\) is uniquely determined. Thus, the height of each string \(s \in T^*\) can be computed. We call \(x_{\mathcal{H}}(s) := 1_{\mathbb{R}}^\top M(s)\) the upper contour of \(s\).

Given a time-weighted plant \((G, f, h) \in \Phi(\{\Sigma_i | i \in I\})\), we first build an undirected graph \(\text{Gr}(G, f, h) = (\text{Ver}, \text{Edg})\), where \(\text{Ver} : = \Sigma\) is the vertex set and \(\text{Edg}\) is the edge set such that,

\[(\forall \sigma, \sigma' \in \Sigma) (\sigma, \sigma') \in \text{Edg} \iff h(\sigma, \sigma') = 1 \land \sigma \neq \sigma'\]

which means we only use an edge to connect two different events, which are mutually exclusive. Although \(h(\sigma, \sigma) = 1\) for all \(\sigma \in \Sigma\), we do not want to add selfloops in the graph. A subgraph of \(\text{Gr}(G, f, h)\) is complete if every pair of vertices in the subgraph are connected by an edge. A complete subgraph is maximal if it is not contained in any larger complete subgraph. A clique cover of \(\text{Gr}(G, f, h)\) is a collection of (maximal) complete subgraphs such that every edge of \(\text{Gr}(G, f, h)\) is contained in at least one (maximal) complete subgraph. Such a clique cover need not be unique. It has been shown in [18] that, finding a clique cover whose size is no more than a given value is NP-hard, which implies that, finding a clique cover with the minimum size is also NP-hard. Let \(\Lambda(G, f, h)\) be a clique cover of \(\text{Gr}(G, f, h)\). For each (maximal) complete subgraph \(\lambda \in \Lambda(G, f, h)\), we use \(\text{Ver}_\lambda\) to denote its vertex set. We build the following heap model \(\mathcal{H} = (T, \mathcal{R}, R, l, u)\) associated with \((G, f, h)\), where

\[
1. \ T := \Sigma \text{ and } \mathcal{R} := \Lambda(G, f, h) \\
2. \ R : T \rightarrow 2^\mathcal{R} : \sigma \mapsto R(\sigma) := \{\lambda \in \mathcal{R} | \sigma \in \text{Ver}_\lambda\} \\
3. \ l(\sigma, r) = 0, \text{ and } u(\sigma, r) = \begin{cases} f(\sigma) & \text{if } r \in R(\sigma) \\ 0 & \text{otherwise} \end{cases}
\]

In this heap model, each resource \(r \in \mathcal{R}\) is a maximal complete subgraph of \(\text{Gr}(G, f, h)\), meaning that any pair of events in the vertex set of \(r\) are mutually exclusive.

The aforementioned way of computing \(y_{\mathcal{H}}(s)\) cannot be directly used to compute the execution time of \(s\) because the latter requires that the time stamp should be a nondecreasing list, which may not hold in the formulation of \(y_{\mathcal{H}}(s)\). We will see this shortly.
in Example 1. To prevent such an undesirable situation from happening, we propose the following algorithm to compute the execution time of $s$:

1. Input: a heap model $\mathcal{H}_q$ based on $\mathcal{G}$ and $\mathcal{E}$, and $s = \sigma_1 \cdots \sigma_n \in \Sigma^*$.
2. Initialization:
   (a) $C_1 := 1_R \mathcal{M}(\sigma_1)$
   (b) For each $\sigma_q$ ($q = 1, \cdots, n$), define two $|\mathcal{R}|$-dimensional row vectors $\hat{Q}_q$ and $\check{Q}_q$, where
      \[
      (\forall r \in \mathcal{R}) \hat{Q}_{q,r} := \begin{cases} f(\sigma_q) & \text{if } r \in R(\sigma_q) \\ 1 & \text{otherwise} \end{cases}
      \]
      and
      \[
      (\forall r \in \mathcal{R}) \check{Q}_{q,r} := \begin{cases} -f(\sigma_q) & \text{if } r \in R(\sigma_q) \\ 0 & \text{otherwise} \end{cases}
      \]
3. For each $k = 2, 3, \cdots, n - 1$
   (a) $\hat{C}_k := C_{k-1} \mathcal{M}(\sigma_k)$
   (b) $C_k := \hat{C}_k \oplus ((\hat{C}_k \hat{Q}_k^t) \check{Q}_k)$
      or equivalently, $C_k := C_{k-1} \mathcal{M}(\sigma_k)[1 \oplus (\check{Q}_k^t \check{Q}_k)]$.
4. $\hat{y}_\mathcal{H}(s) := C_{n-1} \mathcal{M}(\sigma_n)[1 \oplus (\check{Q}_n^t \check{Q}_n)]1_R$ and the upper contour is $\hat{x}_\mathcal{H}(s) = C_{n-1} \mathcal{M}(\sigma_n)$

In Step (3.b) the term $(\hat{C}_k \hat{Q}_k^t)$ is used to determine the height of the bottom edge of the piece associated with $\sigma_k$ on the heap, which is interpreted as the earliest possible firing moment of $\sigma_k$. Then the term $\check{C}_k \oplus ((\hat{C}_k \hat{Q}_k^t) \check{Q}_k)$ is used to set the upper contour before the piece associated with $\sigma_k+1$ can be piled on. We can check that, the minimum height of such a contour is at least the same as the height of the bottom edge of the piece associated with $\sigma_k$, namely the bottom edge of the piece associated with $\sigma_k+1$ will not be lower than the bottom edge of the piece associated with $\sigma_k$ - in other words, the firing moment of $\sigma_k+1$ cannot be earlier than the firing moment of $\sigma_k$. This will guarantee that, the firing moments of those events in the heap can form an order specified by the original string $s = \sigma_1 \cdots \sigma_n$. A formal argument is provided as follow. Let $t_{k+1} := \hat{C}_k \hat{Q}_k^t$, which is interpreted as the firing moment of event $\sigma_{k+1}$. Then we have
\[
t_{k+1} = \hat{C}_{k+1} \hat{Q}_{k+1}^t = \hat{C}_k \mathcal{M}(\sigma_{k+1}) \hat{Q}_{k+1}^t = (\hat{C}_k \oplus ((\hat{C}_k \hat{Q}_k^t) \check{Q}_k)) \mathcal{M}(\sigma_{k+1}) \hat{Q}_{k+1}^t = \check{C}_k \mathcal{M}(\sigma_{k+1}) \check{Q}_{k+1}^t + (\hat{C}_k \hat{Q}_k^t) \check{Q}_k \mathcal{M}(\sigma_{k+1}) \check{Q}_{k+1}^t \geq \hat{C}_k \hat{Q}_k^t \quad \text{because } \mathcal{M}(\sigma_{k+1}) \check{Q}_{k+1}^t \text{ is a nonnegative column vector}
\]
which means the sequence of firing moments $t_1, \cdots, t_n$ is a nondecreasing sequence.

Given a nondecreasing height stamp $w = (t_1, \cdots, t_n)$, by the theory of heaps-of-pieces, we get that
\[
(\forall q, v \in \{1, \cdots, n\}) q < v \Rightarrow (\forall r \in R(\sigma_q) \cap R(\sigma_v)) t_q + w(\sigma_q, r) \leq t_v
\]
By the definition of the heap model $H$, we know that, if $r \in R(\sigma_q) \cap R(\sigma_v)$, then $h(\sigma_q, \sigma_v) = 1$. Since $u(\sigma_q, r) = f(\sigma_q)$ if $r \in R(\Sigma_q)$, we have

$$(\forall q, v \in \{1, \ldots, n\}) q < v \Rightarrow [h(\sigma_q, \sigma_v) = 1 \Rightarrow t_q + f(\sigma_q) \leq t_v]$$

or equivalently,

$$(\forall q, v \in \{1, \ldots, n\}) q < v \land h(\sigma_q, \sigma_v) = 1 \Rightarrow t_q + f(\sigma_q) \leq t_v$$

which means the height stamp $(t_1, \ldots, t_n)$ is actually a time stamp of $s$ with respect to $(\mathcal{G}, f, h)$. By using a similar argument, we can show that a time stamp of $s$ with respect to $(\mathcal{G}, f, h)$ is actually a height stamp of $s$ in the associated heap model $H$. From this fact we can derive that

$$\nu_{\mathcal{G}, f, h}(s) = \hat{y}_H(s)$$

and for all $W \subseteq L_m(\mathcal{G})$ we have

$$\omega(\mathcal{G}, f, h, W) = \max_{s \in W} \hat{y}_H(s)$$

Thus, by using the heap model we can compute the execution time of each string and the makespan of a sublanguage. This fact will be used in the next section to compute suprema minimum-time nonblocking supervisors.

We use a simple example to illustrate the aforementioned concepts and results. Suppose we have a time-weighted plant $\mathcal{G} = \{G_1, G_2, G_3\}, f, h$, where

$$\Sigma_1 = \{a, b\}, \Sigma_2 = \{r\}, \Sigma_3 = \{c\}, f(a) = 2, f(b) = 3, f(c) = 1$$

and $h$ is derivable from $G$. Suppose $L_m(G_1) = (ab)^*, L_m(G_2) = c^*$ and $L_m(G_3) = c^*$. Since $h(a, b) = 1$ and $h(a, c) = h(b, c) = 0$, we can easily check that $\Lambda(\mathcal{G}, f, h)$ contains two maximal complete subgraphs $r_1$ and $r_2$ of $\text{Gr}(\mathcal{G}, f, h)$, where the vertex set of $r_1$ is $\{a, b\}$, and the vertex set of $r_2$ is $\{c\}$.

We build the heap model $H$, where

1. $T := \{a, b, c\}$ and $\mathcal{R} := \{r_1, r_2\}$
2. $R(a) = \{r_1\}, R(b) = \{r_1\}, R(c) = \{r_2\}$
3. $u(a, r_1) = f(a) = 2, u(a, r_2) = 0, l(a, r_1) = l(a, r_2) = 0$
   $u(b, r_1) = f(b) = 3, u(b, r_2) = 0, l(b, r_1) = l(b, r_2) = 0$
   $u(c, r_1) = 0, u(c, r_2) = f(c) = 1, l(c, r_1) = l(c, r_2) = 0$

Figure 1 depicts the relevant pieces. The associated morphism $M$ is described as follows:

$$M(a) = \begin{bmatrix} 2 & -\infty \\ -\infty & 0 \end{bmatrix}, M(b) = \begin{bmatrix} 3 & -\infty \\ -\infty & 0 \end{bmatrix}, M(c) = \begin{bmatrix} 0 & -\infty \\ -\infty & 1 \end{bmatrix}$$

From the model of $G$, we know that $s = abc \in L_m(\mathcal{G}) = L_m(G_1)||L_m(G_2)||L_m(G_3)$. The execution time of $s$ is $\hat{y}_H(s)$, which can be computed as follows:

1. Initialization: $C_1 = 1^tM(a) = [2 0], \hat{Q}_a = [2 0], \hat{Q}_b = [-2 -\infty], \hat{Q}_c = [3 0], \hat{Q}_a = [-3 -\infty], \hat{Q}_c = [0 1], \hat{Q}_c = [-\infty -1]$
2. Iterate on $k = 2$
   (a) $\hat{C}_2 = C_1M(b) = [5 0]$
   (b) $C_2 = [5 0] \lor ([5 0] \lor [-3 -\infty]) \lor [3 0]) = [5 2]$
3. $\hat{y}_H(s) = C_2M(c)1_\mathcal{R} = [5 3][0 0]^t = 5$ and $\hat{x}_H(s) = [5 3]$
The heap of $\hat{y}_{\mathcal{H}}(abc)$ is depicted in the left picture of Figure 2. As a comparison, we apply the standard heaps-of-pieces theory to compute $y_{\mathcal{H}}(s)$, which is shown as follows:

$$y_{\mathcal{H}}(abc) = \mathbf{1}^t M(a)M(b)M(c)\mathbf{1}$$

$$= [0 0] \left[ \begin{array}{ccc} 2 & -\infty & 0 \\ -\infty & 0 & -\infty \end{array} \right] \left[ \begin{array}{ccc} 3 & -\infty & 0 \\ -\infty & 0 & -\infty \end{array} \right] \left[ \begin{array}{cc} 0 & -\infty \\ -\infty & 1 \end{array} \right] \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]$$

$$= [5 1] \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] = 5$$

The upper contour is $x_{\mathcal{H}}(abc) = [5 1]$. The heap of $y_{\mathcal{H}}(abc)$ is depicted in the right picture of Figure 2. In this example we can see the difference between $\hat{y}_{\mathcal{H}}(s)$ and $y_{\mathcal{H}}(s)$, where the former one takes into account the fact that, the starting moments of $a$, $b$ and $c$ form a nondecreasing order, but in the latter $c$ starts firing before $b$, which does not reflect the actual firing order.
3.2 Computation of supremal minimum-time controllable sublanguages

We provide the following procedure to compute the supremal minimum-time controllable sublanguage supNS($\mathcal{G}, f, \mathcal{E}$).

Procedure for Supremal Minimum-Time Controllable Sublanguage (SMT):

1. Input:
   (a) a time-weighted plant ($\mathcal{G}, f, h$) $\in \Phi(\{\Sigma_i | i \in I\})$
   (b) a requirement $\mathcal{E} \in \Phi(\{\Delta_j | j \in J\})$

2. Initialization:
   (a) Compute $K = \sup \mathcal{C}(\mathcal{G}, \mathcal{E})$. If $K = \emptyset$ then set $K^* := \emptyset$ and go to step (6).
   (b) Let $G = \kappa(K) = (Z, \Sigma = \cup_{i \in I} \Sigma_i, \delta, z_0, Z_m)$ with $\Sigma_{uc} := \cup_{i \in I} \Sigma_{i,uc}$, $\Sigma_c = \Sigma - \Sigma_{uc}$
   (c) For each $z \in Z_m$, set
      $\mathcal{W}_0(z) = \begin{cases} 0 & \text{if } \mu(z) \subseteq \Sigma_c \\ +\infty & \text{otherwise} \end{cases}$
      and for each $z \in Z - Z_m$, define $Q_0(z) := +\infty$

3. Iterate on $k = 1, 2, \cdots$, as follows:
   (a) For each $z \in Z$ we have
      $Q_k(z) := \begin{cases} \max_{\sigma \in \Sigma_{uc}} (f(\sigma) + \mu_{k-1}(\delta(z, \sigma))) & \text{if } \mu_k(z) \cap \Sigma_{uc} \neq \emptyset \\ \min_{\sigma \in \mu_k(z)} (f(\sigma) + Q_{k-1}(\delta(z, \sigma))) & \text{if } \emptyset \neq \mu_k(z) \subseteq \Sigma_c \\ Q_{k-1}(z) & \text{otherwise} \end{cases}$
   (b) Termination when: $(\exists r \in \mathbb{N})(\forall z \in Z) Q_{r-1}(z) = Q_r(z)$

4. If $Q_r(z_0) = +\infty$, $K^* := \emptyset$ and go to (6). Otherwise, let $K' := \{s \in L_m(G) | v_{\mathcal{G}, f, h}(s) \leq Q_r(z_0)\}$ and $\hat{K} := \sup \mathcal{C}(G, \kappa(K'))$. Since $\hat{K}$ is finite, we construct a tree automaton $S$, which recognizes $L_m(\hat{K})$, i.e. $L_m(S) = L_m(\hat{K})$ and $L(S) = L_m(\hat{S})$. Suppose $S = (Z', \Sigma, \delta', z_0', Z_m')$.

5. We perform the following iteration on $S$:
   (a) Initialization: for each $z \in Z'$, if $z \in Z'_m$ and $\mu_S(z) \subseteq \Sigma_c$, then set $\eta_0(z) := v_{\mathcal{G}, f}(s)$, where $\delta'(z_0', s) = z$; otherwise, set $\eta_0(z) := +\infty$
   (b) Iterate on $k = 1, 2, \cdots, l$, where $l$ is the length of the longest path in $S$,
      $\forall z \in Z' \eta_k(z) := \begin{cases} \max_{\sigma \in \Sigma_{uc}} \eta_{k-1}(\delta'(z, \sigma)) & \text{if } \mu_S(z) \cap \Sigma_{uc} \neq \emptyset \\ \min_{\sigma \in \mu_S(z)} \eta_{k-1}(\delta'(z, \sigma)) & \text{if } \emptyset \neq \mu_S(z) \subseteq \Sigma_c \\ \eta_{k-1}(z) & \text{otherwise} \end{cases}$
   (c) Let $S' = (Z', \Sigma, \delta'', z_0', Z_m')$ with $\delta'' : Z' \times \Sigma \to Z'$, where for all $(z, \sigma) \in Z' \times \Sigma$
      $\delta''(z, \sigma) := \begin{cases} \delta'(z, \sigma) & \text{if } \delta(z, \sigma) \neq \eta(z_0') \text{ and } \eta(z) \leq \eta(z_0') \text{ and } \eta(\delta'(z, \sigma)) \leq \eta(z_0') \\ \text{undefined} & \text{otherwise} \end{cases}$
      Let $K^* := L_m(S')$. 
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We first briefly explain what SMT does. It first computes the supremal controllable sublanguage \(K \in C(G, E)\) in Step (2). If \(K = \emptyset\), then clearly \(NS(G, f, h, E) = \emptyset\). Suppose \(K \neq \emptyset\). Then the computation in Step (3) is used to determine whether \(\min_{K \in NS(G, f, h, E)} \omega(G, f, h, K)\) is finite, whose validity is shown in Lemma 3.3 below, which also indicates that the makespan of the supremal minimum-time controllable sublanguage is no more than the weight of the initial state \(Q_r(z_0)\). Thus, if \(Q_r(z_0) < +\infty\) then the sublanguage \(K'\) in Step (4) must contain the supremal minimum-time controllable sublanguage. Since \(K\) is the supremal controllable sublanguage of \(K'\), it must contain the supremal minimum-time controllable sublanguage. Step (5) is used to find such a supremal language. The idea is that, each marker state of \(S\) is associated with the execution time of the string that leads to the marker state. The string is unique because \(S\) is a tree automaton. Then we apply an algorithm similar to the one in [4], except that we do not count edge weights anymore. By doing this we can guarantee that, the resulting sub-automaton \(S'\) recognizes a controllable sublanguage of \(K\) (the proof of controllability is similar to the one in [4]) such that its makespan is minimum among all controllable sublanguages. This result will be shown shortly in Theorem 3.4. We can easily check that SMT terminates for each pair of \(G\) and \(E\), because, from [4] we know that the iteration at Step (3) always terminates, and clearly \(K\) is finite. The complexity of Step (3) has been shown in [4] to be polynomial. Similarly, in Step (5) the complexity of iteration is polynomial with respect to the number of states and transitions of \(S\). But constructing \(S\) requires enumerating all possible strings, whose execution times are smaller than \(Q_r(z_0)\). It can be shown that searching the supremal minimum-time controllable sublanguage is NP-hard. Owing to the limited space, we will not provide the proof in this paper. It will be presented in another paper, which addresses the computational issues. To show that \(K^*\) is the supremal minimum-time controllable sublanguage, we need the following lemma.

Given a time-weighted plant \((G = \{G_i \in \phi(\Sigma_i) | i \in I\}, f, h)\) and a requirement \(E\), let \((G', f, h')\) be another time-weighted plant, where for every \(\sigma, \sigma' \in \Sigma, h'(\sigma, \sigma') = 1\). In other words, every pair of events in \((G, f, h')\) is mutually exclusive. We can easily check that, the corresponding graph \(G_r(G, f, h')\) is complete, which means in the resulting heap model \(R'\), the resource set \(R'\) is a singleton. For each \(s = \sigma_1 \cdots \sigma_n \in L_m(G)|L_m(E)\), we can derive that, \(y_{R'}(s) = \sum_{i=1}^{n} f(\sigma_i)\), which means the time-weights associated with \((G, f, h')\) become ordinary weights, as described in, e.g. [4]. We call \((G, f, h')\) induced from \((G, f, h)\).

**Lemma 3.3.** Given a time-weighted plant \((G, f, h) \in \Phi(\{\Sigma_i | i \in I\})\), let \((G, f, h')\) be induced from \((G, f, h)\). Let \(E \in \Phi(\{\Delta_i | i \in J\})\) be a requirement. Then (1) \(NS(G, f, h, E) \neq \emptyset\) if \(NS(G, f, h', E) \neq \emptyset\); (2) If \(NS(G, f, h, E) \neq \emptyset\), then

\[
\min_{K \in NS(G, f, h, E)} \omega(G, f, h, K) \leq \min_{K \in NS(G, f, h', E)} \omega(G, f, h', K)
\]

Proof: \(\omega(G, f, h, K) < +\infty\) implies that \(K\) is finite, which means \(\omega(G, f, h', K) < +\infty\). Similarly, \(\omega(G, f, h', K) < +\infty\) implies \(\omega(G, f, h, K) < +\infty\). Thus, we have \(K \in NS(G, f, h, E)\) iff \(K \in NS(G, f, h', E)\), which means \(NS(G, f, h, E) \neq \emptyset\) iff \(NS(G, f, h', E) \neq \emptyset\).

(2) Suppose \(NS(G, f, h, E) \neq \emptyset\). By (1) we have \(NS(G, f, h, E) = NS(G, f, h', E)\). From
the definition of heap model, we can derive that,

\[(\forall K \in \mathcal{NS}(G, f, h, \mathcal{E})) \omega(G, f, h, K) \leq \omega(G, f, h', K)\]

Apply minimization on both sides and we get

\[\min_{K \in \mathcal{NS}(G, f, h, \mathcal{E})} \omega(G, f, h, K) \leq \min_{K \in \mathcal{NS}(G, f, h', \mathcal{E})} \omega(G, f, h', K)\]

Thus, the lemma is true. \[\Box\]

Lemma 3.3 says that, we can decide the emptiness of \(\mathcal{NS}(G, f, h, \mathcal{E})\) by checking the emptiness of \(\mathcal{NS}(G, f, h', \mathcal{E})\). Since the latter is equivalent to decide whether there exists a controllable sublanguage, whose weight in terms of the maximum sum weight of a string in that sublanguage is finite, it can be effectively checked by using the algorithm presented in [4] (see Step (3) in SMT). It is interesting to point it out that, the algorithm presented in [4], which is a type of dynamic programming, can not be directly used to decide whether \(\mathcal{NS}(G, f, \mathcal{E})\) is empty because a time optimal path from a state, say \(x\), to a marker state, need not be time optimal with respect to all paths that traverse \(x\), in other words, optimality of a global solution cannot be found by extending an existent local optimal solution, which is the key requirement of dynamic programming. Lemma 3.3 also says that, the smallest makespan of controllable sublanguages of \((G, f, h)\) under \(\mathcal{E}\) is no more than the smallest makespan of controllable sublanguages of \((G, f, h')\) under \(\mathcal{E}\). Since the latter can be effectively computed, Lemma 3.3 allows us to construct a finite language, that guarantees to contain the supremal minimum-time controllable sublanguage of \((G, f, h)\) under \(\mathcal{E}\). Since the language is finite, we can represent it by a finite-state tree automaton and compute the supremal minimum-time controllable sublanguage by a polynomial algorithm. This is described in Step (4) and Step (5). Next, we present our main result.

**Theorem 3.4.** Given a time-weighted plant \((G, f, h) \in \Phi([\Sigma_i | i \in I])\) and a requirement \(\mathcal{E} \in \Phi(\{\Delta_j | j \in J\})\), suppose \(K^*\) is computed in SMT. Then we have the following results:

1. If \(K^* \neq \emptyset\) then \(K^* = \sup \mathcal{NS}(G, f, h, \mathcal{E})\);
2. if \(K^* = \emptyset\) then \(\sup \mathcal{NS}(G, f, h, \mathcal{E}) = \emptyset\). \[\Box\]

**Proof:** (1) Suppose \(K^* \neq \emptyset\). We first show that \(K^* \in \mathcal{NS}(G, f, h, \mathcal{E})\), namely \(K^*\) is controllable with respect to \(L(G)\), and \(\omega(G, f, h, K^*) < +\infty\). The latter is clearly true. In Step (5) we can check that, at each state \(z\) all uncontrollable events are allowed. Thus, \(K^*\) is controllable with respect to \(\tilde{K} = L_m(S)\). Since \(\tilde{K}\) is controllable with respect to \(L(G)\), which is controllable with respect to \(L(\bar{G})\), we get that \(K^*\) is controllable with respect to \(L(\bar{G})\). Therefore, \(K^* \in \mathcal{NS}(G, f, h, \mathcal{E})\), meaning that \(\sup \mathcal{NS}(G, f, h, k, \mathcal{E})\) exists. Let \(\tilde{K} := \sup \mathcal{NS}(G, f, h, \mathcal{E})\). By Lemma 3.3 we have

\[\omega(G, f, h, \tilde{K}) = \min_{K'' \in \mathcal{NS}(G, f, h, \mathcal{E})} \omega(G, f, h, K'') \leq \min_{K'' \in \mathcal{NS}(G, f, h, \mathcal{E})} \omega(G, f, h', K'')\]

By [4] we have

\[\min_{K'' \in \mathcal{NS}(G, f, h, \mathcal{E})} \omega(G, f, h', K'') = Q_r(z_0)\]

Thus, \(\tilde{K} \subseteq K^*\). Since \(\tilde{K} := \sup \mathcal{C}(G, \kappa(K'))\), we get \(\tilde{K} \subseteq \bar{K} = L_m(S)\). By using a similar argument as in [4] we can derive that,

\[\omega(G, f, h, K^*) = \min_{K' \in \mathcal{C}(G, \{S\})} \omega(G, f, h, K') = \eta(z_0)\]

Thus, \(\omega(G, f, h, \tilde{K}) \geq \omega(G, f, h, K^*)\). Since \(\tilde{K}\) is the supremal minimum-time controllable sublanguage, we have \(\omega(G, f, h, \tilde{K}) = \omega(G, f, h, K^*)\). Since \(S\) is a tree automaton, we can derive that \(K^*\) contains every controllable sublanguage \(K' \in \mathcal{C}(G, \{S\})\) with \(\omega(G, f, h, K') \leq \omega(G, f, h, K^*)\). In particular, \(\bar{K} \subseteq K^*\). But since \(\tilde{K}\) is supremal, we have
$K = K^*$. 

(2) If $Q_r(z_0) < +\infty$, by [4] we know that, there exists a controllable sublanguage of $(G, f, h')$ under $E$, whose weight is finite. Thus, by Lemma 3.3, there must exist a controllable sublanguage of $G$ under $E$, whose makespan is finite and no more than $Q_r(z_0)$. Thus, $\bar{K} \neq \varnothing$, which means $K^* \neq \varnothing$. Therefore, when $K^* = \varnothing$, we only need to consider two cases. Case 1: $K = \sup C(G, E) = \varnothing$. By the convention rule, we have $\omega(G, f, h, \varnothing) = +\infty$. Thus, $\mathcal{NS}(G, f, h, E) = \varnothing$. Case 2: $Q_r(z_0) = +\infty$. This means $\mathcal{NS}(G, f, h', E) = \varnothing$, where $(G, f, h')$ is induced from $(G, f, h)$. Then, by Lemma 3.3, we have $\mathcal{NS}(G, f, h, E) = \varnothing$. 

As an illustration, we apply the aforementioned technique to a simplified cluster tool example depicted in Figure 3, which consists of one load/exit lock (LEL) for feeding unprocessed wafers into the system and pulling processed wafers out of the system, two processing chambers (PC1 and PC2) for processing wafers, two robots (R1 and R2) for transporting wafers inside the system, and one buffer (B) for swapping wafers between two robots. We assume that B has one slot. Figure 4 depicts the time-weighted plant model, where the time weight of each event is 1, except for Process1 and Process2, whose weights are 12 (because processing usually takes more time). All events are controllable, except for Process1 and Process2. The requirements are depicted in Figure 5, where
requirements $E_1$-$E_5$ specify that, each wafer needs to go through the following routine sequence: LEL $\rightarrow$ PC1 $\rightarrow$ B $\rightarrow$ PC2 $\rightarrow$ B $\rightarrow$ LEL. The requirement $E_6$ specifies that there are only two wafers per each batch, which is for the purpose of illustration. We can certainly add more wafers in each batch, as shown in Table 1. We assume that the mutual exclusion function $h$ is derivable from $G$, which is asynchronous. The rationality of such an assumption can be explained as follows. Clearly, both robot models are asynchronous because each robot can only perform one action at each time instant. The LEL model contains only R1’s events. Thus, it is also asynchronous. Although PC$i$ ($i=1, 2$) and B contain events from both R1 and R2, their legal behaviors (i.e. the nonblocking part) are strictly asynchronous. For example, in B only after R1 drops, R2 can pick; and after R2 drops, R1 can pick – in other words, pick and drop actions cannot be executed at the same time instant. Thus, all component models are asynchronous. From the requirement models we can see that, each requirement contains events from only one component automaton, thus, it does not introduce any new mutual exclusion pairs.

We apply SMT on the system to compute the supremal minimum-time controllable sublanguage of $(G, f, h)$. By standard supervisor synthesis we can check that, $K = \text{supc}(G, E) \neq \emptyset$. Step (3) terminates with $Q_r(z_0) = 68$. We then create a tree automaton $S$ according to SMT. Finally, the result of Step (5) is obtained, whose makespan is 54. This number matches our expectation based on manual calculation. A recognizer of $K^*$ is depicted in Figure 6. Since $h$ is control compatible and $G$ is asynchronous, by Theorem 2.4 we know that, a timed supervisory control map $g$ exists that can achieve $K^*$ and respects the mutual exclusion imposed by $h$. From Figure 6 we can see that, the key to the minimum-time supervision is to process the second wafer in PC1 along with the first wafer being handled by R2, namely R1 and R2 handle two wafers in parallel. To test the effectiveness of SMT, we increase the batch size to different values and the results are summarized in Table 1. As we have expected, the unfolding part of SMT (i.e. the construction of the tree automaton $S$) is computationally intense. A possible solution to avoid constructing $S$ is to use a greedy algorithm to compute a suboptimal timed supervisory control map. Owing to limited space we leave such a greedy algorithm to another paper that addresses the computational aspect of time optimal supervisory control. From the data in Table 1 we can derive the following formula $T: \mathbb{N} \rightarrow \mathbb{R}^+$.
which maps the batch size $n \in \mathbb{N}$ to the corresponding minimum makespan $T(n) \in \mathbb{R}^+$,

$$T(n) = 54 + 20(n - 2), \quad n \geq 2$$

Owing to limited space, a formal analysis of the correctness of this formula for an arbitrary value $n \geq 2$ is skipped here. An informal explanation is that, the system can hold at most 2 wafers at each time instant. Thus, when the batch size is equal to or more than 2, the system has reached its steady state. Thus, the inter arrival time of wafers becomes a constant, which is 20. As a byproduct, from this formula we can derive the steady-state throughput, which is

$$\lim_{n \to +\infty} \frac{n}{T(n)} = \lim_{n \to +\infty} \frac{n}{54 + 20(n - 2)} = 0.05$$

### 4 Conclusions

In this paper we first present a minimum-time supervisory control problem, where the plant is described by a time-weighted system and the requirement is un-weighted. After that, we provide a terminable algorithm SMT to compute the supremal minimum-time controllable sublanguage, whose overall computational complexity is determined by the
complexity of creating a tree automaton because the rest of steps are polynomial. We have also shown that, the computed supremal minimum-time controllable sublanguage is guaranteed to be implementable by a timed supervisory control map if the mutual exclusion function is control compatible and the system model is asynchronous. In an ideal situation, where the computation of the control law takes no time and each eligible event fires immediately without any delay, the timed supervisory control map can achieve the minimum-time supervision. It is an open question whether a similar treatment can be applied to the case, where partial observation may be present. The supervisory control problem in this paper is formulated in a centralized manner, namely we have one product plant and one product requirement. In reality, we may encounter high computational complexity during synthesis. Thus, it is of our primary interest to investigate whether there is a similar minimum-time supervisory control framework applicable to a hierarchical and distributed setting, which will be addressed in our future papers.
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