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Abstract

These notes present some elementary considerations on Geodesics and Connexions on Matrix Lie Groups. As motivating examples two sections with special attention to the mechanics of solid bodies are included.

This text is originally intended as and grew out of an Appendix to my Lecture Notes on 'Tensor Calculus and Differential Geometry' [dG]. The only prerequisites are some skill in 'Calculus in IR\(^n\)' and 'Elementary Linear Algebra'. The text mainly concerns 'Advanced Matrix Theory'. It could be useful for numerical calculations.

In this new (2015)-edition the proofs in Ch. 5-7 have been somewhat extended. Also some alternative viewpoints have been added there.

Notation

THREE DIFFERENT FONTS ARE USED FOR \(n \times n\)-MATRICES:

- Capitals of type \(P, Q, X, Y, \ldots\) for matrices belonging to the Lie group \(G_M \subset IR^{n \times n}\) under consideration.
- Capitals of type \(X, Y, A, F, G, \ldots\) for matrices belonging to the Lie algebra \(g_M \subset IR^{n \times n}\) under consideration.
- Ordinary capitals like \(A, B, J, K, L, \ldots\) for non-specified matrices belonging to \(IR^{n \times n}\).

FURTHER

- Script capitals like \(\mathcal{J}, \mathcal{X}, \mathcal{A}, \mathcal{R}, \ldots\) are used for linear mappings \(IR^{n \times n} \rightarrow IR^{n \times n}\), \(IR^{n \times n} \rightarrow g_M\), or \(g_M \rightarrow g_M\).
- Gothic capitals like \(\mathfrak{A}, \mathfrak{B}, \mathfrak{G}, \mathfrak{H}, \ldots\) are used for tangent vector fields (= 'tangent matrix fields') to \(G_M \subset IR^{n \times n}\).
1. Rigid Body Motion

First the full algebraic correspondence between $\mathbb{R}^3$ and the (Lie algebra of) skew symmetric matrices in $\mathbb{R}^{3\times3}$ is established. Next, starting from Newton’s 2nd Law, the equations of motion for a freely rotating rigid body are derived. Concepts like objective and relative angular velocity are clarified by using both vector and matrix descriptions. Finally on the orthogonal group $\text{SO}(3)$, equations for the ‘shortest path’ (geodesics) with respect to a left invariant inner product are derived. They turn out to be the same as the equations of motion for the rigid body if the inner product is suitably related to the Inertia Tensor.

2. A special class of Matrix Lie Groups

The subject of study is the Matrix Lie Group $G(n, \mathbb{R}, \Delta) = \{ P \in \mathbb{R}^{n\times n} \mid P^\top \Delta P = \Delta \}$, for $\Delta \in \mathbb{R}^{n\times n}$ with $\det \Delta \neq 0$, and the corresponding Matrix Lie-Algebra $g(n, \mathbb{R}, \Delta) = \{ A \in \mathbb{R}^{n\times n} \mid A^\top \Delta + \Delta A = O \}$.

The treatment is elementary and straightforward. Some attention is given to special invariant inner products.

3. Traces and Bilinear Forms on Spaces of Matrices

The sole purpose of this section is to show that inner products, which are both left and right invariant, are available.

4. General Matrix Lie Groups

The Lie Algebra $g_M \subset \mathbb{R}^{n\times n}$ (and its properties) of a general Lie Group $G_M \subset \mathbb{R}^{n\times n}$ are obtained by means of the limit $\lim_{n\to\infty}\{X(t_n)\}^n = e^{tX(0)}$ for any curve $t \mapsto X(t) \in G_M$, with $X(0) = 1$.

5. Left and Right Geodesics on Matrix Lie Groups

Starting from the standard inner product Trace$[X^\top Y]$ on $\mathbb{R}^{n\times n}$, the orthogonal projection $\mathcal{P}_g : \mathbb{R}^{n\times n} \rightarrow g_M$ and a symmetric linear map $\mathcal{J} : g_M \rightarrow g_M$, two versions of geodesic equations are derived from a variational principle. Only left (or right) invariant inner products on the tangent spaces of $G_M$ are considered. The abstract version uses concepts like $\text{ad}$ and $\text{Ad}$. The more down to earth version only involves the mappings $\mathcal{J}$ and $\mathcal{P}_g$. For 6 distinct types of Matrix Lie Groups the geodesic equations are written out in full.
6. Functions and Vectorfields on Matrix Lie Groups

For tangent vectorfields on $G_M$ the left (or right) description is introduced. The action of a vectorfield on a function is defined by differentiation along an exponential curve. The Lie bracket and its properties now follow from very elementary considerations.

7. Parallel Transport. Connexions

All possible left invariant Koszul Connexions $\nabla$ on $G_M$ are characterised by means of differentiation along an exponential curve $t \mapsto P e^{tA}$ in combination with a fixed $g_M$-valued 2-tensor $B(\cdot, \cdot)$ on $g_M$. Properties of $\nabla$ like 'torsionfree', 'inner product preserving', Riemannian, are explained in terms of the 'Christoffel tensor' $B$. The results are related to section 5 on geodesics.

A. Appendix. Note on the Symmetric Top
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1 Rigid Body Motion

To a vector \( a \in \mathbb{R}^3 \) we relate an anti-symmetric matrix \( \mathcal{M}(a) \in \mathbb{R}^{3\times3} \) in the usual way. Note the following correspondences and identities

\[
\begin{align*}
\mathbf{a} &= \text{column}[a_1, a_2, a_3] \quad \leftrightarrow \quad \mathcal{M}(a) = 
\begin{bmatrix}
0 & -a_3 & a_2 \\
-a_3 & 0 & -a_1 \\
a_2 & a_1 & 0
\end{bmatrix} \\
\mathbf{a} \times \mathbf{a} &= \mathcal{M}(\mathbf{a}) \mathbf{a} \\
\mathbf{a} \times \mathbf{b} \quad \leftrightarrow \quad \mathcal{M}(\mathbf{a} \times \mathbf{b}) = \mathcal{M}(\mathbf{a}) \mathcal{M}(\mathbf{b}) - \mathcal{M}(\mathbf{b}) \mathcal{M}(\mathbf{a}) = \\
&= \{ba^\top - b^\top \mathbf{a} I\} - \{ab^\top - a^\top \mathbf{b} I\} = ba^\top - ab^\top \\
\mathbf{a} \times (\mathbf{b} \times \mathbf{c}) &= (a \cdot c)b - (a \cdot b)c = b [a^\top c - c a^\top] \\
(a \cdot b) &= \frac{1}{2} \text{Trace}[\mathcal{M}(a)^\top \mathcal{M}(b)] = -\frac{1}{2} \text{Trace}[\mathcal{M}(a) \mathcal{M}(b)] \\
K\mathbf{a} \times K\mathbf{b} &= \det[K]K^{-\top}(a \times b), \quad K \in \mathbb{R}^{3\times3} \text{ invertible} \\
K\mathbf{a} \quad \leftrightarrow \quad \mathcal{M}(K\mathbf{a}) = \det[K]K^{-\top} \mathcal{M}(\mathbf{a}) K^{-1}
\end{align*}
\]

Note that the latter correspondence follows from \( \mathcal{M}(K\mathbf{a}) \mathbf{x} = K\mathbf{a} \times \mathbf{x} = K\mathbf{a} \times K(K^{-1}\mathbf{x}) = \det[K]K^{-\top}(a \times K^{-1}\mathbf{x}) = \det[K]K^{-\top} \mathcal{M}(\mathbf{a}) K^{-1}\mathbf{x} \).

In \( \mathbb{R}^3 \) we now consider \( N \) points situated at \( \xi_1, \ldots, \xi_N \) and carrying mass \( m_i \), respectively. Those mass points are connected by massless rigid rods so as to make them, as a whole, into a rigid system. We allow rigid rotations around \( \mathbf{0} \in \mathbb{R}^3 \). The general motion of \( \xi_i \) as a function of time \( t \) is then given by \( t \mapsto \xi_i(t) = R(t)\xi_i \), with \( t \mapsto R(t) \in \text{SO}(3) \), which is the manifold of all \( 3 \times 3 \)-matrices \( P \), with \( P^\top = P^{-1} \) and \( \det P = +1 \). Keep in mind that the set \( \text{SO}(3) \) establishes a smooth 3-dimensional surface in \( \mathbb{R}^{3\times3} \).

Note that from \( R^\top(t)\dot{R}(t) = I \) it follows that \( R^\top(t)\ddot{R}(t) = -\dot{R}^\top(t)R(t) \). As a consequence

\[
\Omega(t) = \dot{R}(t) R(t)^{-1} = \dot{R}(t) R(t)^{-1} \tag{1.2}
\]

and

\[
\mathcal{A}(t) = R^\top(t)\dot{R}(t) = R^{-1}\dot{R}(t) = R^\top(t)\Omega(t) R(t) = R^{-1}(t)\Omega(t) R(t) \tag{1.3}
\]

are anti-symmetric. From this we introduce two angular velocities and the correspondence between them.

The **objective angular velocity** \( \omega \quad \leftrightarrow \quad \Omega = \mathcal{M}(\omega) \),

The **relative angular velocity** \( \alpha \quad \leftrightarrow \quad \mathcal{A} = \mathcal{M}(\alpha) \),

\[
\alpha = R^{-1} \dot{\omega} \quad \leftrightarrow \quad \dot{\mathcal{A}} = R^{-1} \dot{\Omega} R \tag{1.4}
\]

The latter follows by differentiating (1.3) again and the observation \( \Omega \omega = \omega \times \omega = 0 \).
We now derive an expression for the kinetic energy. The velocity of the $i$-th particle can be written \( \dot{x}_i(t) = R(t)\dot{\xi}_i = \Omega(t)R(t)\xi_i = \omega(t) \times R(t)\xi_i \). We calculate the angular momentum

\[
L = \sum_{j=1}^{N} m_j x_j \times \dot{\xi}_j = \sum_{j=1}^{N} m_j R\xi_j \times \dot{\xi}_j = \sum_{j=1}^{N} m_j R\xi_j \times (\omega \times R\xi_j) = R\{ \sum_{j=1}^{N} (m_j (\xi_j^T \xi_j)I - (\xi_j \xi_j^T)) \} R^T \omega = RJR^T \omega,
\]

with \( J = \{ \cdot \} \), the inertia tensor in the co-moving frame. Summarizing notations,

\[
\ddot{L}(t) = R(t)JR^T(t)\omega(t) = R(t)J\alpha(t) = J_R(t)\omega(t). \tag{1.5}
\]

For the time derivative \( \ddot{L} \) we find

\[
\ddot{L} = \sum_{j=1}^{N} m_j \ddot{x}_j \times \dot{\xi}_j + \sum_{j=1}^{N} m_j x_j \times \ddot{\xi}_j = \sum_{j=1}^{N} x_j \times (m_j \ddot{x}_j) = \sum_{j=1}^{N} x_j \times K_j,
\]

where \( K_j \) is the (total) external force acting on the \( j \)-th particle. The external torque exerted on the rigid body is defined to be \( \tau = \sum_{j=1}^{N} x_j \times K_j \). The total internal torque is supposed to be zero. This always happens if \( \xi_i \) and \( \xi_j \) exert equal, but opposite, forces on each other in the direction \( \xi_i - \xi_j \).

Rephrasing Newton’s 2nd Law, the equation of motion becomes

\[
\ddot{L}(t) = \tau.
\]

Differentiate the first identity in (1.5),

\[
\dot{\ddot{L}}(t) = \dot{\dot{R}}(t)JR^T(t)\omega(t) + R(t)J\dot{R}^T(t)\omega(t) + R(t)JR^T(t)\dot{\omega}(t) =
\]

\[
= (\dot{\dot{R}}(t)R^{-1}(t))J_R(t)\omega(t) - J_R(t)\Omega(t)\dot{\omega}(t) + J_R(t)\ddot{\omega}(t) =
\]

\[
= \dot{\omega} \times J_R \dot{\omega} + J_R \dddot{\omega} = 
\]

\[
R[\dot{\alpha}(t) \times J_R \dot{\alpha}(t) + J_R \dddot{\alpha}(t)] =
\]

\[
\tau. \tag{1.6}
\]

If it happens that the torque \( \tau = 0 \) we find the famous Euler Equations

\[
\dot{\alpha}(t) \times J_R \dot{\alpha}(t) + J_R \dddot{\alpha}(t) = 0. \tag{1.7}
\]

Remind that \( \alpha \) is the 'angular velocity in the co-moving frame'. Once, for given initial \( \alpha(0) \), the solution \( t \mapsto \alpha(t) \) has been found and given the initial position \( R(0) \), the actual position \( t \mapsto R(t) \) can be solved from

\[
\dot{R}(t) = R(t)M(\alpha(t)) = R(t)A(t). \tag{1.8}
\]
Note that, if $\tau = 0$ or co-moving, which means that $R^{-1}\tau$ does not depend on $R$, the differential equations for $\alpha$ and for $R$ are decoupled and both of 1st order. The equation (1.6) for $\omega$ is never decoupled from $R$!

For later reference we rewrite (1.6) in matrix language, cf. (1.1),

\[
\dot{\Omega} + [J_R, \Omega J_R^{-1} \Omega] = \dot{\Omega} + J_R \Omega J_R^{-1} \Omega - \Omega J_R^{-1} \Omega J_R = \frac{1}{\det J} J_R \mathcal{M}(\tau) J_R, \\
\dot{\mathcal{A}} + [J, \mathcal{A} J^{-1} \mathcal{A}] = \dot{\mathcal{A}} + J \mathcal{A} J^{-1} \mathcal{A} - \mathcal{A} J^{-1} J \mathcal{A} = \frac{1}{\det J} J R^{-1} \mathcal{M}(\tau) R J.
\]

(1.9)

The kinetic energy of the moving body is defined by

\[
T = \sum_{j=1}^{N} m_j |\dot{\mathbf{x}}_j|^2 = \sum_{j=1}^{N} m_j (\omega \times R \xi_j)^\top (\omega \times R \xi_j),
\]

which can be written (use the identity $|a \times b|^2 = (a^\top a)(b^\top b) - (a^\top b)^2$)

\[
T = \frac{1}{2} \omega^\top J_R \omega = \frac{1}{2} \alpha^\top J_\alpha = \frac{\det J}{4} \text{Trace}[\mathcal{A}^\top J^{-1} \mathcal{A} J^{-1}] = \frac{\det J}{4} \text{Trace}[(R^{-1} \dot{R})^\top J^{-1} (R^{-1} \dot{R}) J^{-1}].
\]

(1.10)

Inner multiplication of (1.7) by $\alpha$ shows that 'the kinetic energy $T$ is conserved'. If we introduce an inner product of two skew symmetric matrices $\mathcal{A}$ and $\mathcal{B}$ by

\[
\langle \mathcal{A}, \mathcal{B} \rangle = \frac{\det J}{4} \text{Trace}[(J^{-1} \mathcal{A} J^{-1})^\top \mathcal{B}],
\]

(1.11)

it will be clear that the tangent vector (= 'tangent matrix') $\dot{R}(t)$ to the trajectory $t \mapsto R(t) \in \text{SO}(3)$ has constant length with respect to this inner product if we take $\mathcal{A}(t) = \mathcal{B}(t) = R^{-1}(t) \dot{R}(t)$.

'Left invariance' of the inner product means that its value does not change if the trajectory $t \mapsto R(t)$ is replaced by $t \mapsto QR(t)$, with $Q$ any fixed matrix in $\text{SO}(3)$. Note there is additional right invariance only if $J = I$, the identity matrix. See section 2 for more details.

The trajectory $t \mapsto R(t)$ turns out to be a geodesic.

**Theorem 1.1** Any solution $t \mapsto R(t)$ of (1.8), where $\mathcal{A}$ satisfies (1.9), with $\tau = 0$ describes a geodesic curve in $\text{SO}(3)$ provided with the left invariant inner product produced by (1.11). Thus, for the squared length of the tangent vector $\dot{R}(t)$ we write

\[
\langle \dot{R}(t) \cdot \dot{R}(t) \rangle_{R(t)} = \frac{1}{2} \det J \text{Trace}[(J^{-1} R^{-1}(t) \dot{R}(t) J^{-1})^\top (R^{-1}(t) \dot{R}(t))]) = \alpha^\top(t) J \alpha(t).
\]

(1.12)

Here $\alpha$ is such that $\mathcal{M}(\alpha) = R^{-1}(t) \dot{R}(t)$.
Proof Consider an arclength parametrized curve \( s \mapsto R(s) \) of length \( L \) which connects two points in \( \text{SO}(3) \). We suppose arclength parametrization. That means

\[
\forall s : \frac{1}{2} \det[J] \text{Trace}[(R^{-1} \dot{R})^\top J^{-1}(R^{-1} \dot{R})J^{-1}] = 1. \tag{1.13}
\]

Calculate the length of the perturbed curve \( R_{\varepsilon; \mathcal{H}} : s \mapsto e^{\varepsilon \mathcal{H}(s)} R(s) \), with any fixed \( s \mapsto \mathcal{H}(s) = -\mathcal{H}^\top(s) \), \( \mathcal{H}(0) = \mathcal{H}(L) = 0 \):

\[
L(\varepsilon; \mathcal{H}) = \int_0^L \sqrt{\frac{1}{2} \det[J] \text{Trace}[(R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}})^\top J^{-1}(R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}})J^{-1}]} \, ds. \tag{1.14}
\]

We first want to find the Frechet derivative \( \frac{\partial}{\partial \varepsilon} L(\varepsilon; \mathcal{H}) \big|_{\varepsilon=0} \).

For that purpose we use the expansions

\[
\begin{align*}
R_{\varepsilon; \mathcal{H}} &= e^{\varepsilon \mathcal{H}} R = R + \varepsilon \mathcal{H} R + \mathcal{O}(\varepsilon^2), \\
R_{\varepsilon; \mathcal{H}}^{-1} &= R^{-1} e^{-\varepsilon \mathcal{H}} = R^{-1} - \varepsilon R^{-1} \mathcal{H} + \mathcal{O}(\varepsilon^2), \\
\dot{R}_{\varepsilon; \mathcal{H}} &= \dot{R} + \varepsilon \{ \mathcal{H} \dot{R} + \dot{\mathcal{H}} R \} + \mathcal{O}(\varepsilon^2), \\
R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}} &= R^{-1} \dot{R} + \varepsilon \{ R^{-1} \dot{\mathcal{H}} R \} + \mathcal{O}(\varepsilon^2), \\
\frac{\partial}{\partial \varepsilon} (R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}}) &= R^{-1} \dot{\mathcal{H}} R + \mathcal{O}(\varepsilon),
\end{align*}
\tag{1.15}
\]

It becomes clear now that

\[
\frac{\partial}{\partial \varepsilon} \text{Trace} \left[ (R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}})^\top J^{-1} (R_{\varepsilon; \mathcal{H}}^{-1} \dot{R}_{\varepsilon; \mathcal{H}})J^{-1} \right] \big|_{\varepsilon=0} = 2 \text{Trace} \left[ (R^{-1} \dot{R})^\top J^{-1} (R^{-1} \dot{\mathcal{H}} R)J^{-1} \right]
\]

\[
= 2 \text{Trace} \left[ \{ R J^{-1} (R^{-1} \dot{R})^\top J^{-1} R^{-1} \} \mathcal{H} \right]
\]

From this, (1.13)-(1.15) and partial integration, we find for all \( \mathcal{H} \)

\[
\frac{\partial}{\partial \varepsilon} L(\varepsilon; \mathcal{H}) \big|_{\varepsilon=0} = -\det[J] \cdot \int_0^L \text{Trace} \left[ \frac{d}{ds} \{ R J^{-1} (R^{-1} \dot{R})^\top J^{-1} R^{-1} \} \mathcal{H} \right] \, ds \tag{1.16}
\]

If the length of our curve is required to be stationary with respect to small perturbations (=geodesic curve), we have to impose

\[
\frac{\partial}{\partial \varepsilon} L(\varepsilon; \mathcal{H}) \big|_{\varepsilon=0} = 0, \quad \text{for all functions } \mathcal{H}. \tag{1.17}
\]

Because of (1.16) this means \( \frac{d}{ds} \{ R J^{-1} (R^{-1} \dot{R})^\top J^{-1} R^{-1} \} = 0 \), or, after some arrangements

\[
\frac{d}{ds} (R^{-1} \dot{R}) - J(R^{-1} \dot{R})^\top J^{-1} (R^{-1} \dot{R}) + (R^{-1} \dot{R})J^{-1} (R^{-1} \dot{R})^\top J = 0, \tag{1.18}
\]

which corresponds to (1.9), taking into account \( (R^{-1} \dot{R})^\top = -(R^{-1} \dot{R}) \).
Remarks
• If the square root $\sqrt{}$ in (1.14) is replaced by any smooth strictly monotone increasing function $\Theta : (0, \infty) \rightarrow (0, \infty)$, one still arrives at (1.18).
• The interpretation of 'conservation of kinetic energy ' typically belongs to the left invariant inner product. The right invariant inner product does not admit such interpretation!
• In the Appendix we deal with the motion of a rigid body acted on by an external torque. Such as a spinning top or the globe!

2 A special class of Matrix Lie Groups

For $\Delta \in \mathbb{R}^{n \times n}$ with $\det \Delta \neq 0$, consider the Matrix Lie-Group
\[
G(n, \mathbb{R}, \Delta) = \{ P \in \mathbb{R}^{n \times n} \mid P^\top \Delta P = \Delta \},
\] (2.1)
and the corresponding Matrix Lie-Algebra
\[
g(n, \mathbb{R}, \Delta) = \{ A \in \mathbb{R}^{n \times n} \mid A^\top \Delta + \Delta A = O \},
\] (2.2)

Notation:
• Matrices belonging to $G(n, \mathbb{R}, \Delta)$ are denoted by capitals of type $P, F, X, Y, ...$
• Matrices belonging to $g(n, \mathbb{R}, \Delta)$ are rendered by capitals of type $A, B, X, Y, Z, ...$
• Non specified matrices are rendered by ordinary capitals $P, A, R, J, , ....$

Note 1: If $A \in g(n, \mathbb{R}, \Delta)$ it follows that for all $t \mapsto e^{tA}$ is a curve in $G(n, \mathbb{R}, \Delta)$. To see this show that $\frac{d}{dt} [e^{tA^\top} \Delta e^{tA} - \Delta] = 0$.

Note 2: Let $\mathfrak{d} = \dim g(n, \mathbb{R}, \Delta)$ and let $\{ A_1, \ldots, A_\mathfrak{d} \}$ be a basis of $g(n, \mathbb{R}, \Delta)$.
A straightforward application of the Implicit Function Theorem leads to the fact that $G(n, \mathbb{R}, \Delta)$ is, near $P = I$, a smooth surface of dimension $\mathfrak{d}$. Indeed, the derivative of $Q \mapsto Q^\top \Delta Q - \Delta$ is, at $Q = I$, given by the linear mapping $H \mapsto H^\top \Delta + \Delta H$. The latter mapping has rank $n^2 - \mathfrak{d}$.
Local charts, near $I$, for $G(n, \mathbb{R}, \Delta)$ are given by
\[
\{ t_1, \ldots, t_\mathfrak{d} \} \mapsto e^{t_1A_1} \ldots e^{t_\mathfrak{d}A_\mathfrak{d}}, \quad \text{and also} \quad \{ t_1, \ldots, t_\mathfrak{d} \} \mapsto e^{t_1A_1+\cdots+t_\mathfrak{d}A_\mathfrak{d}},
\] (2.3)
at least for $\{ t_1, \ldots, t_\mathfrak{d} \}$ near $\{ 0, \ldots, 0 \} \in \mathbb{R}^\mathfrak{d}$.
By means of the group multiplication local charts near any $P \in G(n, \mathbb{R}, \Delta)$ are produced by
\[
\{ t_1, \ldots, t_\mathfrak{d} \} \mapsto Pe^{t_1A_1} \ldots e^{t_\mathfrak{d}A_\mathfrak{d}}, \quad \{ t_1, \ldots, t_\mathfrak{d} \} \mapsto e^{t_1A_1+\cdots+t_\mathfrak{d}A_\mathfrak{d}}P, \quad \text{etc.} \quad (2.4)
\]
Thus an atlas can be provided for the whole of $G(n, \mathbb{R}, \Delta)$.

**Note 3:** From taking the determinant of $P^T \Delta P = \Delta$ it follows that $|\det P| = 1$, for all $P \in G(n, \mathbb{R}, \Delta)$.

From taking the trace on both sides of $\Delta^{-1}A^T \Delta = -A$, it follows that $\text{Trace} A = 0$, for all $A \in g(n, \mathbb{R}, \Delta)$.

**Note 4:** Suppose $\Delta^2 = \gamma I$, $\gamma \in \mathbb{R}$. Multiply $A^T \Delta + \Delta A = O$ on both sides by $\Delta$, then it follows: $A \in g(n, \mathbb{R}, \Delta) \Rightarrow A^T \in g(n, \mathbb{R}, \Delta)$, and a fortiori: $P \in G(n, \mathbb{R}, \Delta) \Rightarrow P^T \in G(n, \mathbb{R}, \Delta)$.

**Note 5:** If $\Delta = I$ one denotes $G(n, \mathbb{R}, I) = O(n)$. Its subgroup with $\det P = 1$ is denoted by SO(n).

If $\Delta = \text{diag}[1, \ldots, 1, -1, \ldots, -1]$, one denotes $G(n, \mathbb{R}, \Delta) = O(r, s)$.

Its subgroup with $\det P = 1$ is denoted by SO(r, s).

**Note 6:** If $\Delta \in \mathbb{R}^{2n \times 2n}$ and $\Delta = \begin{bmatrix} O & I \\ -I & O \end{bmatrix}$, one gets the symplectic group $Sp(2n)$.

**Note 7:** If we multiply $A^T \Delta + \Delta A = O$ from the left with $P^T$ and from the right with $P$, we get the identity $(P^T A^T P^{-T}) P^T \Delta P + P^T \Delta P (P^{-1} A P) = O$. This can be written

$$(P^{-1} A P)^T \Delta + \Delta (P^{-1} A P) = O. \quad (2.5)$$

It follows that for all $Q \in G(n, \mathbb{R}, \Delta)$, the mapping $A \mapsto \text{Ad}_Q A = Q A Q^{-1}$, (2.6) is a linear mapping and a Lie-Algebra homomorphism in $g(n, \mathbb{R}, \Delta)$.

Let $t \mapsto F(t) \in G(n, \mathbb{R}, \Delta)$, with $t \in \mathbb{R}$ taken from some open interval which contains $t = 0$. From differentiation of $F^T \Delta F = \Delta$, we learn $F^T \Delta F + F^T \Delta F = O$ and hence both $(F F^{-1})^T \Delta + \Delta (F F^{-1}) = O$ and $(F^{-1} F)^T \Delta + \Delta (F^{-1} F) = O$.

Therefore both $t \mapsto F(t) F^{-1}(t)$ and $t \mapsto F^{-1}(t) F(t)$ are curves in $g(n, \mathbb{R}, \Delta)$.

For the moment we describe smooth local curves through $P \in G(n, \mathbb{R}, \Delta)$ by $t \mapsto F_P(t)$, with $F_P(0) = P$. If $P = I$, we omit $P$ and write $t \mapsto X(t) = X(t)$. With $X, Y, \cdots$ instead of $P, Q, \cdots$.

**Examples:** $t \mapsto F_P(t) = P e^{tA}$, with $A \in g(n, \mathbb{R}, \Delta)$, and $t \mapsto g_P(t) = e^{tA} P$.  
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Next, two bilinear forms on the tangent spaces of $G(n, IR, \Delta)$ will be introduced.

1. **A right invariant inner product**

Let $J \in IR^{n \times n}$, with det $J \neq 0$. Define the inner product of the tangent vectors $\dot{F}_P$, $\dot{G}_P$ at $P$ by

$$\langle \dot{F}_P \cdot \dot{G}_P \rangle_P = \text{Trace}[\Delta^{-1}\dot{F}_P^T(0)J \dot{G}_P(0)]. \quad (2.7)$$

This inner product is right invariant: If we replace $t \mapsto F_P(t)$ by $t \mapsto F_{PQ}(t) = F_P(t)Q$, and $t \mapsto G_P(t)$ by $t \mapsto G_{PQ}(t) = G_P(t)Q$, we find

$$\langle \dot{F}_{PQ} \cdot \dot{G}_{PQ} \rangle_{PQ} = \text{Trace}[\Delta^{-1}(\dot{F}_P(0)Q)^TJ \dot{G}_P(0)Q] = \text{Trace}[Q\Delta^{-1}Q^T\dot{F}_P^T(0)J \dot{G}_P(0)] = \langle \dot{F}_P \cdot \dot{G}_P \rangle_P.$$

If we take in particular $Q = P^{-1}$, then $\dot{F}P^{-1}$ and $\dot{G}P^{-1}$ are elements from $g(n, IR, \Delta)$ and

$$\langle \dot{F}_P \cdot \dot{G}_P \rangle_P = (\dot{F}_P P^{-1} \cdot \dot{G}_P P^{-1}). \quad (2.8)$$

If we use (2.8) as a definition we get right invariant inner products starting from any inner product $\langle \cdot, \cdot \rangle_1$ on $g(n, IR, \Delta)$.

The inner product (2.7) is symmetric if $J$ and $\Delta$ are both symmetric or both anti symmetric. The inner product (2.7) is anti symmetric if $J$ is symmetric and $\Delta$ is anti symmetric or vice versa. In the important special case $\Delta = I$ and $J = J^T > 0$, the orthogonal group, the inner product is non-degenerate and positive.

2. **A left invariant inner product**

Let again $J \in IR^{n \times n}$, with det $J \neq 0$. Define the inner product of the tangent vectors $\dot{F}_P(0)$, $\dot{G}_P(0)$ at $P$ by

$$\langle \dot{F}_P \cdot \dot{G}_P \rangle_P = \text{Trace}[\Delta \dot{F}_P(0)J \dot{G}_P^T(0)]. \quad (2.9)$$

This inner product is left invariant. If we replace $t \mapsto F_P(t)$ by $t \mapsto F_{QP}(t) = QF_P(t)$, and $t \mapsto G_P(t)$ by $t \mapsto G_{QP}(t) = QG_P(t)$, we find

$$\langle \dot{F}_{QP} \cdot \dot{G}_{QP} \rangle_{QP} = \text{Trace}[\Delta Q \dot{F}_P(0)J (Q \dot{G}_P(0))^T] = \text{Trace}[Q^T \Delta Q \dot{F}_P(0)J \dot{G}_P^T(0)] = \langle \dot{F}_P \cdot \dot{G}_P \rangle_P.$$

If we take in particular $Q = P^{-1}$, then $\dot{F}P^{-1}$ and $\dot{G}P^{-1}$ are elements from $g(n, IR, \Delta)$ and

$$\langle \dot{F}_P \cdot \dot{G}_P \rangle_P = \langle P^{-1}\dot{F}_P \cdot P^{-1}\dot{G}_P \rangle_P. \quad (2.10)$$

If we use (2.10) as a definition we get left invariant inner products starting from any inner product $\langle \cdot, \cdot \rangle$, on $g(n, IR, \Delta)$.

The inner product (2.9) can be written

$$\langle \dot{F}_P \cdot \dot{G}_P \rangle_P = \text{Trace}[\Delta(\dot{F}_P(0)P^{-1})J_P (\dot{G}_P(0)P^{-1})^T(0)], \quad \text{with} \quad J_P = PJP^T. \quad (2.11)$$
3. Left/right invariant inner products

First we compare the inner products (2.7) and (2.9) at \( I \). Because of \( A^\top = -\Delta A \Delta^{-1} \),

\[
(A \cdot B)_I = \text{Trace}[\Delta^{-1} A^\top JB] = -\text{Trace}[\Delta^{-1} A \Delta^{-1} JB] = -\text{Trace}[A \Delta^{-1} JB],
\]

and

\[
\langle A \cdot B \rangle_I = \text{Trace}[\Delta A J B^\top] = -\text{Trace}[\Delta A J \Delta B \Delta^{-1}] = -\text{Trace}[A J \Delta B].
\]

Both inner products are the same at \( I \) iff \( J \) satisfies \( J \Delta = \Delta^{-1} J \).

Next, we observe that the right invariant inner product (2.7) is also left invariant if

\[
\forall Q \in G(n, \mathbb{R}, \Delta) : \text{Trace}[\Delta^{-1} \hat{F}_p^T(0) J Q \hat{G}_p(0)] = \text{Trace}[\Delta^{-1} \hat{F}_p^T(0) J \hat{G}_p(0)].
\]

This happens to be the case if \( J = \Delta \) is taken.

Finally, the left invariant inner product (2.9) is also right invariant if

\[
\forall Q \in G(n, \mathbb{R}, \Delta) : \text{Trace}[\Delta \hat{F}_p(0) Q^T J Q \hat{G}_p(0)] = \text{Trace}[\Delta \hat{F}_p(0) J \hat{G}_p(0)].
\]

This happens to be the case if \( J = \Delta^{-1} \) is taken. Similarly, the right invariant invariant inner product (2.7) is also left invariant if \( J = \Delta \) is taken.

We conclude that, if \( J = \Delta = \Delta^{-1} \) both inner products (2.7) and (2.9) are the same and left/right invariant.

If we start from an inner product \( \langle \cdot, \cdot \rangle_I \) on the Lie Algebra \( g(n, \mathbb{R}, \Delta) \), with the property

\[
\forall A, B \in g(n, \mathbb{R}, \Delta) \forall Q \in G(n, \mathbb{R}, \Delta) : \langle A, B \rangle_I = \langle \text{Ad}_Q A, \text{Ad}_Q B \rangle_I = \langle Q A Q^{-1}, Q B Q^{-1} \rangle_I,
\]

then the definitions (2.8) and (2.10) lead to the same left/right invariant inner product.

As will be shown in the next section, examples of such inner products (bilinear forms) are

\[
\langle A, B \rangle_I = \lambda \text{Trace}[AB] + \mu \text{Trace}[A] \text{Trace}[B], \quad \text{with} \quad \lambda, \mu \in \mathbb{R}.
\]

They have the property (2.12) for all matrix groups.
3 Traces and Bilinear Forms on Spaces of Matrices

For a fixed $A = [a_{ij}] \in \mathbb{C}^{n \times n}$ we consider the linear map

$$\text{ad}_A : \mathbb{C}^{n \times n} \to \mathbb{C}^{n \times n} : X \mapsto \text{ad}_A X = AX -XA.$$  \hspace{1cm} (3.1)

We want to express $\text{Trace}[\text{ad}_B \text{ad}_A]$ in the traces of $A, B, BA$.

For this purpose we identify $\mathbb{C}^{n \times n}$ and $\mathbb{C}^{n^2}$ by constructing one long column from the successive columns of $X$:

$$X = [x_{ij}] \iff \text{column}[x_{11}, x_{21}, \ldots, x_{n1}, \ldots, x_{1n}, x_{2n}, \ldots, x_{nn}]. \hspace{1cm} (3.2)$$

This column will again be denoted by $X$.

The linear mapping $X \mapsto AX$ is represented by the $n^2 \times n^2$-matrix

$$\mathcal{A}_L = \begin{bmatrix} A & O & \cdots & O \\ O & A & \cdots & O \\ \vdots & \vdots & \ddots & \vdots \\ O & O & \cdots & A \end{bmatrix}, \hspace{1cm} (3.3)$$

with the $n \times n$ diagonal matrix $A$ repeated on its 'diagonal' and $O$ the zero matrix.

Further, the linear mapping $X \mapsto XA$ is represented by the $n^2 \times n^2$-matrix

$$\mathcal{A}_R = \begin{bmatrix} a_{11}I & a_{21}I & \cdots & a_{n1}I \\ a_{12}I & a_{22}I & \cdots & a_{n2}I \\ \vdots & \vdots & \ddots & \vdots \\ a_{1n}I & a_{2n}I & \cdots & a_{nn}I \end{bmatrix}. \hspace{1cm} (3.4)$$

Note that $\mathcal{A}_R$ appears to be subdivided in $n \times n$-matrices which are all multiples of the identity matrix $I$. Note also that the 'multipliers' appear in the order of the transposed $A^\top$ of $A$.

We have $[\text{ad}_B \text{ad}_A]X = BAX -BXA -AXB + XAB$. From this we find for the $n^2 \times n^2$-matrix representation of $[\text{ad}_B \text{ad}_A]$

$$\mathcal{B}_L \mathcal{A}_L - \mathcal{B}_L \mathcal{A}_R - \mathcal{A}_L \mathcal{B}_R + \mathcal{B}_R \mathcal{A}_R. \hspace{1cm} (3.5)$$

The respective 'block diagonals', built from $n \times n$-matrices, are

$$\begin{align*}
\mathcal{B}_L \mathcal{A}_L & \supset \text{diag}[BA, BA, \ldots, BA] \\
\mathcal{B}_L \mathcal{A}_R & \supset \text{diag}[a_{11}B, a_{22}B, \ldots, a_{nn}B] \\
\mathcal{A}_L \mathcal{B}_R & \supset \text{diag}[b_{11}A, b_{22}A, \ldots, b_{nn}A] \\
\mathcal{B}_R \mathcal{A}_R & \supset \text{diag}[[B^\top A^\top]_{11}I, [B^\top A^\top]_{22}I, \ldots, [B^\top A^\top]_{nn}I] \hspace{1cm} (3.6)\end{align*}$$
This enables us to calculate the traces of the matrices in (3.5). This leads to

\[ \text{Trace}[\text{ad}_A \text{ad}_B] = 2n \text{Trace}[AB] - 2 \text{Trace}[A] \text{Trace}[B]. \]  

(3.7)

**Note 1.** If \( A, B \in g(n, \mathbb{IR}, \Delta) \), cf (2.1), then \( \text{Trace}[A] = \text{Trace}[B] = 0 \), since from \( A^\top + \Delta A \Delta^{-1} = O \), it follows that \( 2 \text{Trace}[A] = 0 \).

**Note 2.** If \( A, B \in g(n, \mathbb{IR}, \Delta) \), with \( \Delta \) symmetric, then because of \( A = -\Delta^{-1} A^\top \Delta \), we have

\[ \text{Trace}[\text{ad}_A \text{ad}_B] = 2n \text{Trace}[AB] = -2n \text{Trace}[\Delta A \Delta^{-1} B^\top] = -2n \text{Trace}[\Delta^{-1} A^\top \Delta B]. \]  

(3.8)

**Note 3.** The inner product \( \text{Trace}[AB] \) on any matrix Lie Algebra leads to both a left and right invariant inner product on the corresponding matrix Lie group.

### 4 General Matrix Lie-Groups

Let \( \text{GL}(\mathbb{IR}, n) \) denote the Group of all invertible matrices in \( \mathbb{IR}^{n \times n} \).

A subgroup \( \text{G}_M \subset \text{GL}(\mathbb{IR}, n) \) is defined to be a **Matrix Lie Group** if the intersection of \( \text{G}_M \) with a sufficiently small neighbourhood of the identity \( I \in \mathbb{IR}^{n \times n} \) is a \( d \)-dimensional smooth surface for some \( d \leq n^2 \). Starting from a chart of the neighbourhood of \( I \) it is then straightforward to construct an atlas for \( \text{G}_M \) as a whole.

**Notation:**
- Denote the tangent space of the chosen \( \text{G}_M \) at \( I \) by \( g_M \).
- Matrices belonging to the Lie group \( \text{G}_M \) under consideration are denoted by capitals of type \( P, F, X, \ldots \).
- Matrices belonging to the corresponding 'Lie Algebra' \( g_M \) are rendered by capitals of type \( A, X, B, \ldots \).
- Non specified matrices are rendered by ordinary capitals \( P, A, R, \ldots \).
- If we want to emphasize that a smooth curve \( t \mapsto F(t) \) passes through \( P \) at \( t = 0 \), we write \( t \mapsto F(P; t) \) instead.

Not all Matrix Lie Groups are of type (2.1)!

**Examples:**
- Full \( \text{GL}(\mathbb{IR}, n) \).
- The set all Upper Triangular Matrices.
- Affine groups: Any set of matrices of type

\[
\begin{bmatrix}
G & x \\
0^\top & 1
\end{bmatrix} \in \mathbb{IR}^{(n+1) \times (n+1)}, \quad x \in \mathbb{IR}^n, \quad G \in \text{G}_M.
\]

For the latter \( \text{G}_M \) one can take any fixed matrix Lie Group situated in \( \text{GL}(\mathbb{IR}, n) \subset \mathbb{IR}^{n \times n} \).
Observe that $P^{-1} \hat{G}(P; 0)$ and $\hat{G}(P; 0)P^{-1}$ both belong to the linear space $\mathfrak{g}_M$

since $t \mapsto P^{-1} \hat{G}(P; t)$ and $t \mapsto \hat{G}(P; t)P^{-1}$ are curves in $G_M$ passing through $I$ at $t = 0$.

Let $t \mapsto X(t)$ and $t \mapsto Y(t)$ be 'local curves' in $G_M$, with $X(0) = Y(0) = I$. Denote their respective tangent matrices at $I$ by $X(0)$ and $Y(0)$.

**Theorem 4.1** Let $t \mapsto X(t)$, $-T < t < T$ be a differentiable curve in $G_M$, with $X(0) = I$. Then on some interval $[-T_1, T_1]$ with $T_1 > 0$ we have

$$\lim_{n \to \infty} \{X(\frac{t}{n})\}^n = e^{tX(0)}; \quad (4.1)$$

uniformly on $[-T_1, T_1]$. Therefore $t \mapsto e^{tX(0)}$ is a 1-parameter subgroup in $G_M$.

**Proof** Put $X'(0) = A$ and write $X(t) = I + tA + E(t)$, with $\frac{E(t)}{t} \to 0$ as $t \to 0$. We employ the 'operator norm' on $IR^{n \times n}$ with property $\|AB\| \leq \|A\| \|B\|$. Denote $\varepsilon_{t,n} = \frac{n}{t} \|E(\frac{t}{n})\|$. Beware of non-commuting matrices and write

$$\{X(\frac{t}{n})\}^n - \{1 + \frac{t}{n}A\}^n = \{1 + \frac{t}{n}A + E(\frac{t}{n})\}^n - \{1 + \frac{t}{n}A\}^n =$$

$$= 1 + n\{\frac{t}{n}A + E(\frac{t}{n})\} - \{1 + n\frac{t}{n}A\} + \sum_{k=2}^{n} \binom{n}{k}(\frac{t}{n})^k\left\{ (A + \frac{n}{t}E(\frac{t}{n}))^k - A^k \right\}. \quad (4.2)$$

The norm of the first 3 terms is smaller than $t\varepsilon_{t,n}$. Choose $N \in N$ such that for $n > tN$ one has $\varepsilon_{t,n} \leq 1$. Then

$$\|(A + \frac{n}{t}E(\frac{t}{n}))^k - A^k\| \leq \frac{n}{t}E(\frac{t}{n})\| \sum_{k=1}^{\ell} \binom{k}{\ell} \|A\|^{k-\ell}\frac{n}{t}E(\frac{t}{n})^{\ell-1} \leq \varepsilon_{t,n}(\|A\| + 1)^k$$

The norm of the last term in (4.2) is smaller than

$$\varepsilon_{t,n} \sum_{k=2}^{n} \binom{n}{k}(\frac{t}{n})^k(\|A\| + 1)^k \leq \varepsilon_{t,n}\left(\frac{t(\|A\| + 1) + 1}{n}\right)^n.$$ 

For $n \to \infty$ we have $\varepsilon_{t,n} \to 0$ and $\left(\frac{t(\|A\| + 1) + 1}{n}\right)^n \to e^{t(\|A\| + 1)}$. □

**Theorem 4.2** The tangent space $\mathfrak{g}_M$ is a Lie Algebra with respect to the Lie product

$[\mathcal{X}, \mathcal{Y}] = \mathcal{X}\mathcal{Y} - \mathcal{Y}\mathcal{X}$. We have the linear mappings $\text{ad}$ and $\text{Ad}$:

- $\forall \mathcal{X}, \mathcal{Y} \in \mathfrak{g}_M : \mathcal{Y} \mapsto \text{ad}_\mathcal{X}\mathcal{Y} = \mathcal{X}\mathcal{Y} - \mathcal{Y}\mathcal{X} \in \mathfrak{g}_M$.
- $\forall P \in G_M \forall \mathcal{X} \in \mathfrak{g}_M : \mathcal{X} \mapsto \text{Ad}_P\mathcal{X} = P\mathcal{X}P^{-1} \in \mathfrak{g}_M$.  
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Proof

- Differentiation of \( t \mapsto X(t)X^{-1}(t) = 1 \) leads to \( (X^{-1})'(t) = -X^{-1}(t)\dot{X}(t)X^{-1}(t) \). Evaluation at \( t = 0 \) gives us \( (X^{-1})'(0) = -\dot{X}(0) \).

- Let \( P \in G_M \) be fixed. The tangent vector at \( t = 0 \) to the curve \( t \mapsto PX(t)P^{-1} \), with \( X(0) = I \) is given by \( PX(0)P^{-1} \). So for any \( P \in G_M \) mapping \( A \mapsto Ad_P A = PA P^{-1} \) is a linear mapping in \( \mathfrak{g}_M \).

- It now follows that for \( A \in \mathfrak{g}_M \) the curve of matrices \( t \mapsto X(t)AX^{-1}(t) \) is a curve in \( \mathfrak{g}_M \). The tangent to this curve \( t \mapsto X(t)AX^{-1}(t) + X(t)A(X^{-1})'(t) \) is, for each \( t \), a vector in \( \mathfrak{g}_M \). For \( t = 0 \) we find \( X(0)A - A\dot{X}(0) \in \mathfrak{g}_M \). Take \( X(t) = e^{tB} \).

The conclusion is that for any \( B, A \in \mathfrak{g}_M \) the matrix \( \text{ad}_B A = BA - BA \in \mathfrak{g}_M \). ■

Note: Let \( d = \dim \mathfrak{g}_M \) and let \( \{A_1, \ldots, A_d\} \) be a basis of \( \mathfrak{g}_M \).

Local charts (parametrizations), near \( I \), for \( G_M \) are given by

\[
\{t_1, \ldots, t_d\} \mapsto e^{t_1 A_1} \cdots e^{t_d A_d}, \quad \text{and also} \quad \{t_1, \ldots, t_d\} \mapsto e^{t_1 A_1 + \cdots + t_d A_d}, \quad (4.3)
\]

at least for \( \{t_1, \ldots, t_d\} \) near \( \{0, \ldots, 0\} \in \mathbb{R}^d \).

Local charts (parametrizations), near \( P \in G_M \) are given by

\[
\{t_1, \ldots, t_d\} \mapsto Pe^{t_1 A_1} \cdots e^{t_d A_d}, \quad \text{and also} \quad \{t_1, \ldots, t_d\} \mapsto e^{t_1 A_1 + \cdots + t_d A_d} P, \quad (4.4)
\]

The tangent plane (or tangent space) at \( P \in G_M \) is spanned by the matrices \( \{PA_1, \ldots, PA_d\} \) and also by \( \{A_1 P, \ldots, A_d P\} \). The tangent space at \( P \in G_M \) will be denoted by \( P\mathfrak{g}_M \).
5 Left and Right Geodesics on Matrix Lie Groups

We consider a general matrix Lie-Group \( G_M \subset \text{GL}(\mathbb{R}, n) \). The tangent space (= the Lie-Algebra) of \( G_M \subset \text{GL}(\mathbb{R}, n) \) at the identity matrix \( I \) is denoted by \( g_M \). On \( g_M \) we choose a symmetric, non-degenerate inner product \( \langle \cdot, \cdot \rangle_1 \).

As before we introduce the left invariant inner product

\[
\langle \hat{F}_p \cdot \hat{G}_p \rangle_p = \left\langle P^{-1} \hat{F}_p \cdot P^{-1} \hat{G}_p \right\rangle_1,
\]

and the right invariant inner product

\[
(\hat{F}_p \cdot \hat{G}_p)_p = \left\langle \hat{F}_p P^{-1} \cdot \hat{G}_p P^{-1} \right\rangle_1.
\]

We will also need the mappings \( \text{Ad}_Q, \text{ad}_A, Q \in G_M, A \in g_M \), we mentioned before,

\[
\text{Ad}_Q : g_M \to g_M : X \mapsto \text{Ad}_Q X = QXQ^{-1}, \quad \text{ad}_A : g_M \to g_M : X \mapsto \text{ad}_A X = AX - XA.
\]

Their adjoints \( \text{Ad}_Q^*, \text{ad}_A^* : g_M \to g_M \) depend on the inner product on \( g_M \) and are such that

\[
\forall X, Y \in g_M : \left\langle \text{Ad}_Q^* X \cdot Y \right\rangle_1 = \left\langle X \cdot \text{Ad}_Q Y \right\rangle_1, \quad \text{and} \quad \left\langle \text{ad}_A^* X \cdot Y \right\rangle_1 = \left\langle X \cdot \text{ad}_A Y \right\rangle_1.
\]

**Lemma 5.1**

For differentiable \( t \mapsto Y(t) \in g_M \) and \( t \mapsto Q(t) \in G_M \), we have

\[
\frac{d}{dt} \text{Ad}_Q^*(t) Y(t) = \text{Ad}_Q^*(t) \dot{Y}(t) + \text{ad}_Q^*(t) \dot{Q}(t) \text{Ad}_Q^*(t) Y(t) = \text{Ad}_Q^*(t) \dot{Y}(t) + \text{Ad}_Q^*(t) \text{ad}_Q^*(t) Y(t).
\]

**Proof** For all fixed \( A \in g_M \)

\[
\frac{d}{dt} \left\langle \text{Ad}_Q^*(t) Y(t) \cdot A \right\rangle_1 = \frac{d}{dt} \left\langle Y(t) \cdot Q(t) AQ^{-1}(t) \right\rangle_1 =
\]

\[
= \left\langle \dot{Y}(t) \cdot Q(t) AQ^{-1}(t) \right\rangle_1 + \left\langle Y(t) \cdot Q(t) AQ^{-1}(t) \dot{Q}(t) Q^{-1}(t) \right\rangle_1 =
\]

\[
= \left\langle \dot{Y}(t) \cdot Q(t) AQ^{-1}(t) \right\rangle_1 + \left\langle Y(t) \cdot Q(t) \left( Q^{-1}(t) \dot{Q}(t) A - A Q^{-1}(t) \dot{Q}(t) \right) Q^{-1}(t) \right\rangle_1 =
\]

\[
= \left\langle \dot{Y}(t) \cdot Q(t) AQ^{-1}(t) \right\rangle_1 + \left\langle Y(t) \cdot \left( \dot{Q}(t) Q^{-1}(t) (Q(t) AQ^{-1}(t)) - (Q(t) AQ^{-1}(t)) \dot{Q}(t) Q^{-1}(t) \right) \right\rangle_1.
\]

Moving the operators to the left factor of the inner products in the latter two lines leads to the wanted result. \( \blacksquare \)
Theorem 5.2  Geodesic Equations 1st version

Assume the inner product to be strictly positive.

• A necessary condition for a curve $t \mapsto F(t) \in G_M$, with arc length parametrization, to be a geodesic with respect to a left invariant inner product is

$$
\frac{d}{ds} \left[ \text{Ad}^*_F^{-1}(s)(F^{-1}(s) \dot{F}(s)) \right] = 0. \tag{5.1}
$$

Or, equivalently,

$$
\frac{d}{ds}(F^{-1}(s) \dot{F}(s)) - \text{ad}^*_{F^{-1}(s)}F(s)(F^{-1}(s) \dot{F}(s)) = 0. \tag{5.2}
$$

• A necessary condition for a curve $t \mapsto G(t) \in G_M$, with arc length parametrization, to be a geodesic with respect to a right invariant inner product is

$$
\frac{d}{ds} \left[ \text{Ad}^*_G(s)(\dot{G}(s)G^{-1}(s)) \right] = 0. \tag{5.3}
$$

Or, equivalently,

$$
\frac{d}{ds}(\dot{G}(s)G^{-1}(s)) + \text{ad}^*_{G(s)G^{-1}(s)}(\dot{G}(s)G^{-1}(s)) = 0. \tag{5.4}
$$

• A curve $t \mapsto F(t) \in G_M$ is a left invariant geodesic if and only if the curve $t \mapsto F^{-1}(t) \in G_M$ is a right invariant geodesic.

Proof In the previous section we considered a special left invariant case. So let us only do the right invariant case here.

Consider an arclength parametrized curve $s \mapsto G(s)$ of length $L$ which connects two points in $G_M$. We suppose arclength parametrization. That means

$$
\forall s : \left\langle \dot{G}(s)G^{-1}(s) \cdot \dot{G}(s)G^{-1}(s) \right\rangle_1 = 1. \tag{5.5}
$$

Calculate the length of the perturbed curve $G_{\varepsilon;\mathcal{H}} : s \mapsto G(s)e^{\varepsilon \mathcal{H}(s)}$, with any fixed $s \mapsto \mathcal{H}(s) \in g_M$, $\mathcal{H}(0) = \mathcal{H}(L) = 0$:

$$
L(\varepsilon;\mathcal{H}) = \int_0^L \left\langle \dot{G}_{\varepsilon;\mathcal{H}}(s)G_{\varepsilon;\mathcal{H}}^{-1}(s) \cdot \dot{G}_{\varepsilon;\mathcal{H}}(s)G_{\varepsilon;\mathcal{H}}^{-1}(s) \right\rangle_1 ds. \tag{5.6}
$$

We first want to find the Frechet derivative $\frac{\partial}{\partial \varepsilon} L(\varepsilon;\mathcal{H}) \big|_{\varepsilon=0}$.

For that purpose we use the expansions

$$
G_{\varepsilon;\mathcal{H}} = G + \varepsilon G\mathcal{H} + O(\varepsilon^2),
$$

$$
G_{\varepsilon;\mathcal{H}}^{-1} = e^{-\varepsilon \mathcal{H}}G^{-1} = G^{-1} - \varepsilon \mathcal{H}G^{-1} + O(\varepsilon^2),
$$

$$
\dot{G}_{\varepsilon;\mathcal{H}} = \dot{G} + \varepsilon \{\dot{G}\mathcal{H} + G\dot{\mathcal{H}}\} + O(\varepsilon^2),
$$

$$
\dot{G}_{\varepsilon;\mathcal{H}}G_{\varepsilon;\mathcal{H}}^{-1} = \dot{G}G^{-1} + \varepsilon \{\dot{G}\mathcal{H}G^{-1} \} + O(\varepsilon^2),
$$

$$
\frac{\partial}{\partial \varepsilon} (\dot{G}_{\varepsilon;\mathcal{H}}G_{\varepsilon;\mathcal{H}}^{-1}) = \dot{G}\mathcal{H}G^{-1} + O(\varepsilon), \tag{5.7}
$$
It becomes clear now that
\[
\frac{\partial}{\partial \varepsilon} \left\langle \dot{\mathbf{g}}_{\varepsilon;\mathcal{H}}(s) \dot{\mathbf{g}}^{-1}_{\varepsilon;\mathcal{H}}(s) \cdot \dot{\mathbf{g}}_{\varepsilon;\mathcal{H}}(s) \mathbf{g}_{\varepsilon;\mathcal{H}}^{-1}(s) \right\rangle \bigg|_{\varepsilon=0} = 2 \left\langle \dot{\mathbf{g}}(s) \mathbf{g}^{-1}(s) \cdot \mathbf{g}(s) \mathbf{H}(s) \mathbf{g}^{-1}(s) \right\rangle_1 = 2 \left\langle \dot{\mathbf{g}}(s) \mathbf{g}^{-1}(s) \cdot \text{Ad}_{\mathbf{g}(s)} \dot{\mathbf{g}}(s) \mathbf{g}^{-1}(s) \right\rangle_1. \tag{5.8}
\]
From this, (5.2), (5.3) and partial integration, we find for all \( \mathcal{H} \)
\[
\frac{\partial}{\partial \varepsilon} L(\varepsilon; \mathcal{H}) \bigg|_{\varepsilon=0} = \int_0^L \left\langle \frac{d}{ds} \left\lbrace \text{Ad}_{\mathbf{g}(s)} \dot{\mathbf{g}}(s) \mathbf{g}^{-1}(s) \right\rbrace \cdot \mathbf{H}(s) \right\rangle_1 ds \tag{5.9}
\]
If the length of our curve is required to be stationary with respect to small perturbations (=geodesic curve), we have to impose
\[
\frac{\partial}{\partial \varepsilon} L(\varepsilon; \mathcal{H}) \bigg|_{\varepsilon=0} = 0, \quad \text{for all functions } \mathcal{H}. \tag{5.10}
\]
Because of (5.9) this implies
\[
\frac{d}{ds} \left[ \text{Ad}_{\mathbf{g}(s)} \dot{\mathbf{g}}(s) \mathbf{g}^{-1}(s) \right] = 0.
\]
Note that we could have taken \( e^{\varepsilon \mathcal{H}} \mathbf{g} \) for the perturbed curve. It would, of course, have led to the same result, be it at the cost of some more involved bookkeeping. \( \blacksquare \)

**Remark**
- If the square root \( \sqrt{\ } \) in (5.6) is replaced by any smooth strictly monotone increasing function \( \Theta : (0, \infty) \rightarrow (0, \infty) \), one still arrives at (5.1)-(5.4).

In order to rewrite the differential equations (5.1), (5.2) in a less abstract way we will employ the standard inner product on \( \mathbb{R}^{n \times n} \), given by
\[
\text{Trace} \left[ \mathbf{Y}^T \mathbf{X} \right], \quad \text{for } \mathbf{Y}, \mathbf{X} \in \mathbb{R}^{n \times n}.
\]
Since this inner product remains positive and non-degenerate when restricted to any linear subspace of \( \mathbb{R}^{n \times n} \), it is possible to represent the inner product of our choice \( \left\langle \cdot, \cdot \right\rangle_I \) on \( \mathfrak{g}_M \), by a uniquely defined bijective linear map \( \mathscr{J} : \mathfrak{g}_M \rightarrow \mathfrak{g}_M \), in such a way that
\[
\left\langle \mathbf{Y}, \mathbf{X} \right\rangle_I = \text{Trace} \left[ (\mathscr{J} \mathbf{Y})^T \mathbf{X} \right], \quad \text{for } \mathbf{Y}, \mathbf{X} \in \mathfrak{g}_M. \tag{5.11}
\]
We will also need the projection
\[
\mathcal{P}_0 : \mathbb{R}^{n \times n} \rightarrow \mathfrak{g}_M : \mathbf{Y} \mapsto \mathcal{P}_0 \mathbf{Y} \in \mathfrak{g}_M, \tag{5.12}
\]
which is chosen to be orthogonal with respect to the standard inner product on \( \mathbb{R}^{n \times n} \).
Lemma 5.3
Fix a bijective linear map \( \mathcal{I} : g_M \to g_M \).
On \( g_M \) consider the bilinear form \( \langle Y \cdot \mathcal{X} \rangle_1 = \text{Trace}[(\mathcal{I} Y)^\top \mathcal{X}] \).

(If the latter equals \( \text{Trace}[Y^\top (\mathcal{I} \mathcal{X})] \), it represents a symmetric inner product.)
We have

- \( \text{Ad}_Q Y = \mathcal{I}^{-1} P_g (Q^\top (\mathcal{I} Y) Q^{-\top}) \).
- \( \text{ad}^*_A Y = \mathcal{I}^{-1} P_g (A^\top (\mathcal{I} Y) - (\mathcal{I} Y) A^\top) \).
- If \( g_M \) has the special property \( A \in g_M \Rightarrow A^\top \in g_M \), the projection \( P_g \) in the expressions for \( \text{Ad}^*_A \) and \( \text{ad}^*_A \) can be omitted. This happens to be if we take \( G_M = G(n, \mathbb{R}, \Delta) \), with \( \Delta^2 = \alpha I \), \( \alpha \in \mathbb{R} \).

Proof
For \( \mathcal{X}, \mathcal{Y} \in g_M \) and \( Q \in G_M \), compare

\[
\langle \mathcal{Y}, \text{Ad}_Q \mathcal{X} \rangle_1 = \langle \mathcal{Y}, Q \mathcal{X} Q^{-1} \rangle_1 = \text{Trace}[(\mathcal{I} Y)^\top Q \mathcal{X} Q^{-\top}] = \text{Trace}[Q^{-1} (\mathcal{I} Y)^\top Q \mathcal{X}] = \text{Trace}[(Q^\top (\mathcal{I} Y) Q^{-\top})^\top \mathcal{X}] = \text{Trace}[(P_g (Q^\top (\mathcal{I} Y) Q^{-\top}))^\top \mathcal{X}],
\]

and

\[
\langle \text{Ad}_Q \mathcal{Y}, \mathcal{X} \rangle_1 = \text{Trace}[(\mathcal{I} \text{Ad}_Q \mathcal{Y})^\top \mathcal{X}].
\]

It follows that

\[
\text{Ad}_Q \mathcal{Y} = \mathcal{I}^{-1} P_g (Q^\top (\mathcal{I} Y) Q^{-\top}).
\]

- For \( \mathcal{X}, \mathcal{Y} \in g_M \)

\[
\langle \text{ad}^*_A \mathcal{Y}, \mathcal{X} \rangle = \langle \mathcal{Y}, \text{ad} \mathcal{X} \rangle = \text{Trace}[(\mathcal{I} Y)^\top (A \mathcal{X} - \mathcal{X} A)] = \text{Trace}[(\mathcal{I} Y)^\top A - A (\mathcal{I} Y)^\top \mathcal{X}] = \text{Trace}[(\mathcal{I} \mathcal{J}^{-1} P_g (A^\top (\mathcal{I} Y) - (\mathcal{I} Y) A^\top))^\top \mathcal{X}].
\]

- We use Note 4 of section 2, which gives a condition for: \( A \in g_M \Rightarrow A^\top \in g_M \).
First, \( (Q^\top (\mathcal{I} Y) Q^{-\top})^\top = Q^{-1} (\mathcal{I} Y)^\top Q \) belongs to \( g_M \), because \( (\mathcal{I} Y)^\top \) does.
Second, \( A^\top (\mathcal{I} Y) - (\mathcal{I} Y) A^\top \in g_M \), because \( \mathcal{I} Y \) and \( A^\top \) do.

The following Lemma will be convenient.

Lemma 5.4
Let \( V \) be a finite dimensional vectorspace over \( \mathbb{R} \) or \( \mathbb{C} \) endowed with an inner product \( (\cdot, \cdot) \). Let \( U \subset V \) be a linear subspace. By \( P_U \) the orthogonal projection on \( U \) is denoted.
Let \( \mathcal{K} \) be a linear map with the property \( \mathcal{K}(U) \subset U \). Then the adjoint \( \mathcal{K}^* \) has the properties

\[
P_U \mathcal{K}^* P_U^\perp = 0, \quad P_U \mathcal{K}^* = P_U \mathcal{K}^* P_U, \quad P_U \mathcal{K}^* P_U \mathcal{K}^* = P_U. \quad (5.13)
\]
Proof  For all $u, v \in V$ we have
\[(\mathcal{P}_U \mathcal{K}^\ast \mathcal{P}_U u, v) = (\mathcal{K}^\ast \mathcal{P}_U u, \mathcal{P}_U v) = (\mathcal{P}_U u, \mathcal{K} \mathcal{P}_U v) = 0\]
The second statement follows from $\mathcal{P}_U \mathcal{K}^\ast = \mathcal{P}_U \mathcal{K}^\ast (\mathcal{P}_U + \mathcal{P}_U^\perp)$.

Note that this Lemma has some obvious generalisations to infinite dimensional Hilbert spaces.

**Theorem 5.5  Geodesic Equations 2nd version**
Assume the inner product to be strictly positive.

- A necessary condition for a curve $t \mapsto F(t) \in G_M$, with arc length parametrization, to be a geodesic with respect to a left invariant inner product, is
  \[
  \frac{d}{ds} \mathcal{P}_g \{ F^{-\top}(s) \mathcal{J} \left( F^{-1}(s) \right) F^\top(s) \} = 0,
  \]
  or, with $\frac{d}{ds} F(s) = F(s) \mathcal{A}(s)$ and $\frac{d}{ds} F^{-1}(s) = -\mathcal{A}(s) F^{-1}(s)$,
  \[
  \mathcal{J} (\dot{A}) - \mathcal{P}_g \left[ \mathcal{A}^\top \mathcal{J} (\mathcal{A}) - \mathcal{J} (\mathcal{A}) \mathcal{A}^\top \right] = 0.
  \] (5.14)

- A necessary condition for a curve $t \mapsto G(t) \in G_M$, with arc length parametrization, to be a geodesic with respect to a right invariant inner product, is
  \[
  \frac{d}{ds} \mathcal{P}_g \{ G^\top(s) \mathcal{J} \left( \dot{G} G^{-1}(s) \right) G^{-\top}(s) \} = 0,
  \]
  or, with $\frac{d}{ds} G(s) = \Omega(s) G(s)$ and $\frac{d}{ds} G^{-1}(s) = -G^{-1}(s) \Omega(s)$,
  \[
  \mathcal{J} (\dot{\Omega}) + \mathcal{P}_g \left[ \Omega^\top \mathcal{J} (\Omega) - \mathcal{J} (\Omega) \Omega^\top \right] = 0.
  \] (5.15)

**Proof 1** Apply Lemma 5.3 to (5.1)-(5.3).

**Proof 2** Without Lemma 5.3. Consider the right invariant case. Starting from (5.8) we derive
\[
\left\langle \dot{G}(s) G^{-1}(s) \cdot G(s) \mathcal{H}(s) G^{-1}(s) \right\rangle_I = \text{Trace} \left[ \mathcal{J} \left( \dot{G}(s) G^{-1}(s) \right) G(s) \mathcal{H}(s) G^{-1}(s) \right] =
\]
\[
= \text{Trace} \left[ \left( G^\top \mathcal{J} \left( \dot{G}(s) G^{-1}(s) \right) G^{-\top} \right)^\top \mathcal{H}(s) \right].
\]

Take the integral $\int_0^L \cdots ds$ of this expression and integrate partially. The integrand becomes
\[
-\text{Trace} \left[ \left( \mathcal{P}_g \frac{d}{ds} G^\top \mathcal{J} \left( \dot{G}(s) G^{-1}(s) \right) G^{-\top} \right)^\top \mathcal{H}(s) \right],
\]
which should be 0 for all $\mathcal{H}(\cdot)$. This gives the 1st formula in (5.15). Writing out the derivatives leads to
\[
\mathcal{P}_g \left[ G^\top \left( \mathcal{J} (\dot{\Omega}) + \Omega^\top \mathcal{J} (\Omega) - \mathcal{J} (\Omega) \Omega^\top \right) \right] G^{-\top} = 0.
\]
Then also
\[ P_g \left[ G^{-\top} \left\{ P_g \left[ G^{\top} \left( J(\dot{\Omega}) + \Omega^{\top} J(\Omega) - J(\Omega)\Omega^{\top} \right) G^{-\top} \right] \right\} G^{\top} \right] = 0. \]

Finally, with the 3rd formula in (5.13) of Lemma 5.4 we arrive at
\[ P_g \left( J(\dot{\Omega}) + \Omega^{\top} J(\Omega) - J(\Omega)\Omega^{\top} \right) = 0, \]
the 3rd formula in (5.15), since \( P_g J(\dot{\Omega}) = J(\dot{\Omega}) \in \mathfrak{g}_M \).

\[ \blacksquare \]

Note again that, if it happens that for every \( F \in \mathfrak{g}_M \) also \( F^{\top} \in \mathfrak{g}_M \), the projection \( P_g \) in (5.14) and (5.15) acts as the identity map and we are left with a generalization sort of Euler’s Equations in section 1.

The inner products that we want to consider in the sequel of this section are of type
\[ \left\langle \mathcal{Y}, \mathcal{X} \right\rangle_I = \text{Trace}[K\mathcal{Y}^{\top}L\mathcal{X}], \quad (5.16) \]
with \( K, L \in \mathbb{R}^{n \times n} \), both symmetric and invertible.

This inner product is symmetric:
\[ \left\langle \mathcal{Y}, \mathcal{X} \right\rangle_I = \text{Trace}[K\mathcal{Y}^{\top}L\mathcal{X}] = \text{Trace}[L\mathcal{X}K\mathcal{Y}^{\top}] = \text{Trace}[\mathcal{Y}K\mathcal{X}^{\top}L] = \text{Trace}[K\mathcal{X}^{\top}L\mathcal{Y}] = \left\langle \mathcal{X}, \mathcal{Y} \right\rangle_I. \]

Note that for the type of inner product (5.16) \( J \) can be expressed with \( P_g \)
\[ \text{Trace}[K\mathcal{Y}^{\top}L\mathcal{X}] = \text{Trace}[(P_g (L\mathcal{Y}K)^{\top}) \mathcal{X}], \quad \mathcal{X}, \mathcal{Y} \in \mathfrak{g}_M, \]

hence
\[ J \mathcal{Y} = P_g (L\mathcal{Y}K), \quad \mathcal{Y} \in \mathfrak{g}_M. \]

(5.17)

If \( K \) and \( L \) happen to be diagonal matrices, \( D \) and \( \Lambda \), say, we have
\[ \text{Trace}[D\mathcal{Y}^{\top}\Lambda\mathcal{X}] = \sum_i \sum_j D_{ij} \Lambda_{ii} \mathcal{Y}_{ij} \mathcal{X}_{ij}. \]

This inner product is non-degenerate iff all \( D_{ii} \neq 0 \) and all \( \Lambda_{jj} \neq 0 \). The inner product is positive iff all \( D_{ii} > 0 \) and all \( \Lambda_{jj} > 0 \). In general we have, for suitable orthogonal \( U, V \) that \( K = UDUST \) and \( L = VAV^{\top} \) and
\[ \left\langle \mathcal{Y}, \mathcal{X} \right\rangle_I = \text{Trace}[K\mathcal{Y}^{\top}L\mathcal{X}] = \text{Trace}[UDUST\mathcal{Y}^{\top}VAV^{\top}\mathcal{X}] = \text{Trace}[D(V^{\top}\mathcal{Y}U)^{\top}\mathcal{Y}^{\top}\Lambda(V^{\top}\mathcal{X}U)]. \]

On \( \mathbb{R}^{n \times n} \) as a whole we conclude non-degeneracy iff, \( K, L \) are invertible and positivity iff \( K, L > 0 \). In the non-positive case we have to be careful about the non-degeneracy if we
restrict this inner product to a Lie algebra subspace $\mathfrak{g}_M$.

We want to write down the geodesic equations for a series of special cases. In each case the mapping $\mathcal{J}$ and the projection $\mathcal{P}_{\mathfrak{g}}$ have to be made explicit.

**Case 1.** $\mathfrak{g}_M = \mathfrak{so}(n)$

First we find conditions on $K, L$ such that the inner product (5.16) is non-degenerate on $\mathfrak{so}(n)$, the space of skew-symmetric matrices. It is required that for $\mathcal{Y} \in \mathfrak{so}(n)$ and $\text{Trace}[K\mathcal{Y}^\mathsf{T}L\mathcal{X}] = 0$, for all $\mathcal{X} \in \mathfrak{so}(n)$, it should follow that $\mathcal{Y} = 0$. From the latter property it follows that $K\mathcal{Y}^\mathsf{T}L$ is symmetric: $K\mathcal{Y}^\mathsf{T}L = L\mathcal{Y}^\mathsf{T}K$.

Hence $\mathcal{Y}$ satisfies $K\mathcal{Y}L + L\mathcal{Y}K = 0$, or $(L^{-1}K)\mathcal{Y} + \mathcal{Y}(KL^{-1}) = 0$. Gantmacher tells us, [G] Ch VIII.3, that the latter equation has $\mathcal{Y} = 0$ as its only solution iff the matrices $L^{-1}K$ and $-KL^{-1}$ have no characteristic values in common. Since $(L^{-1}K)^\mathsf{T} = KL^{-1}$, it is forbidden for $(L^{-1}K)$ to have a set of characteristic values which contains a number together with its opposite.

The orthogonal projection $\mathcal{P}_{\mathfrak{g}} : \mathbb{R}^{n \times n} \to \mathfrak{so}(n)$, with respect to the standard inner product on $\mathbb{R}^{n \times n}$, is obviously given by

$$\mathcal{P}_{\mathfrak{g}} Z = \frac{1}{2} \{ Z - Z^\mathsf{T} \}, \quad Z \in \mathbb{R}^{n \times n}$$

The mapping $\mathcal{J} : \mathfrak{so}(n) \to \mathfrak{so}(n)$ is given by

$$\mathcal{J} \mathcal{Y} = \mathcal{P}_{\mathfrak{g}} (L\mathcal{Y}K) = \frac{1}{2} \{ L\mathcal{Y}K - K\mathcal{Y}^\mathsf{T}L \}, \quad \mathcal{Y} \in \mathfrak{so}(n).$$

- In our special Case 1. the geodesic equation (5.14) thus becomes

$$\frac{1}{2} \frac{d}{ds} \mathcal{P}_{\mathfrak{g}} \{ F[L(F^{-1}\dot{F})K + K(F^{-1}\dot{F})L]F^{-1} \} = \frac{1}{2} \frac{d}{ds} \{ F[L(F^{-1}\dot{F})K + K(F^{-1}\dot{F})L]F^{-1} \} = 0.$$  

With $\mathcal{A} = F^{-1}\dot{F}$ this can be written

$$L\dot{\mathcal{A}}K + K\dot{\mathcal{A}}L = LAKA - AKAL + KALA - ALAK,$$  

which corresponds to (1.18) if $n = 3$ and $K = L = J^{-1}$ is taken.

Once $\mathcal{A}$ has been found, $F$ can be solved from $\dot{F} = F\mathcal{A}$.

Note that, because of the condition we imposed on the pair $K, L$, the derivative $\dot{\mathcal{A}}$ is solvable from (5.18).

Suppose that there exists invertible $S \in \mathbb{R}^{n \times n}$ such that $KL^{-1} = SDS^{-1}$, with $D = \text{diag}[D_{11}, \ldots, D_{nn}]$, then $\dot{\mathcal{A}}$ can be 'explicitly' solved from (5.17) via

$$[S^\mathsf{T}\dot{\mathcal{A}}S]_{ij} = \frac{[S^\mathsf{T}L^{-1}\{ LAKA - AKAL + KALA - ALAK \}L^{-1}S]_{ij}}{D_{ii} + D_{jj}}.$$  
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Note that the diagonalizability assumption applies if, e.g., \( K > 0 \) or \( L > 0 \).

**Case 2.** \( g_M = \mathfrak{so}(r, s) \)

First we find conditions on \( K, L \) such that the inner product (5.16) is non-degenerate on \( \mathfrak{so}(r, s) \), that is the space of matrices \( X \in \mathbb{R}^{n \times n} \), such that \( \Delta X + X^T \Delta = 0 \). Hence \( \Delta X \) is a skew-symmetric matrix. Remind that the matrix \( \Delta \) has the properties \( \Delta = \Delta^T = \Delta^{-1} \). For non-degeneracy of the inner product it is required that for \( Y \in \mathfrak{so}(r, s) \) and \( \text{Trace}[K Y^T L X] = 0 \), for all \( X \in \mathfrak{so}(r, s) \), it should follow that \( Y = 0 \). From the latter property it follows that \( K (Y^T \Delta) \Delta L \Delta = \Delta L \Delta (\Delta Y) K \), or \( \Delta L \Delta (\Delta Y) K + K (\Delta Y) \Delta L \Delta = 0 \). As in the preceding case we conclude that it is forbidden that both \( \lambda \) and \( -\lambda \) belong to the set of characteristic values of \( (\Delta L^{-1} \Delta) K \).

Let \( Z \in \mathbb{R}^{n \times n} \). Write \( Z = \frac{1}{2} \{ Z - \Delta Z^T \Delta \} + \frac{1}{2} \{ Z + \Delta Z^T \Delta \} \). The first term belongs to \( \mathfrak{so}(r, s) \) since it satisfies (1.2). The second term is orthogonal to \( \mathfrak{so}(r, s) \) with respect to the standard inner product on \( \mathbb{R}^{n \times n} \). Indeed \( \text{Trace}[\{ Z + \Delta Z^T \Delta \}^T X] = \text{Trace}[\{ \Delta Z + Z^T \Delta \}^T \Delta X] \), which contains a product of a symmetric and an antisymmetric matrix.

Therefore the orthogonal projection \( P_g : \mathbb{R}^{n \times n} \to \mathfrak{so}(r, s) \), with respect to the standard inner product on \( \mathbb{R}^{n \times n} \), is given by

\[
P_g Z = \frac{1}{2} \{ Z - \Delta Z^T \Delta \}, \quad Z \in \mathbb{R}^{n \times n}
\]

The mapping \( J : \mathfrak{so}(n) \to \mathfrak{so}(r, s) \) is given by

\[
J Y = P_g (LYK) = \frac{1}{2} \{ L Y K - \Delta K Y^T L \Delta \} = \frac{1}{2} \{ L Y K + (\Delta K \Delta) Y (\Delta L \Delta) \}, \quad Y \in \mathfrak{so}(r, s).
\]

As in the previous case the Lie group \( \mathfrak{so}(r, s) \) contains the transposed of each of its elements. To see this, take the inverse of both sides of the identity \( P^{-T} \Delta P^{-1} = \Delta \). This implies that in the equations (5.14) and (5.15) the projection \( P_g \) acts as the identity map.

- In the underlying Case 2. the geodesic equation (5.14) reads
  \[
  L \dot{A} K + (\Delta K \Delta) \dot{A} (\Delta L \Delta) = [A^T LAK - LAKA^T] + \Delta [AKA^T L - KA^T L A] \Delta. \quad (5.20)
  \]
- In the very special case where \( K = \Delta L \Delta \) is taken, the geodesic equation can be written as an 'explicit' differential equation:
  \[
  \dot{A} = L^{-1} A^T L A - \Delta A^T L A L^{-1} \Delta, \quad (5.21)
  \]

**Case 3.** \( g_M = \mathfrak{gl}(n) = \mathbb{R}^{n \times n} \)

The projection \( P_g \) in (5.17) is the identity map in this special case. As a consequence
\[ \mathcal{J} Y = \mathcal{P}_g (LYK) = L Y K. \]

- In our special Case 3. the geodesic equation (5.14) therefore becomes

\[ \dot{A} = L^{-1} A^\top L A - A K A^\top K^{-1}, \quad (5.22) \]

**Case 4.** \( \mathfrak{g}_M = \mathfrak{sl}(n) \).

First we find conditions on \( K, L \) such that the inner product (5.16) is non-degenerate on \( \mathfrak{sl}(n) \), the space of matrices having trace equal 0. It is required that for \( Y \in \mathfrak{sl}(n) \) and \( \mathcal{Y} \in \mathfrak{sl}(n) \), it should follow that \( \mathcal{Y} = 0 \). From the latter property it follows that \( KY^\top L \) is a multiple of the identity matrix: \( KY^\top L = \beta I \). Hence \( \mathcal{Y} = \beta L^{-1} K^{-1} \). Since \( \text{Trace}[Y] = 0 \), we have \( \beta = 0 \) precisely if \( \text{Trace}[L^{-1}K^{-1}] \neq 0 \). It is the latter condition that we have to impose on \( K, L \).

Let \( Z \in \mathbb{R}^{n \times n} \). Write \( Z = \{ Z - \frac{1}{n} \text{Trace}[Z]I \} + \frac{1}{n} \text{Trace}[Z]I \). The first term belongs to \( \mathfrak{sl}(n) \), it has trace equal 0. The second term, being a multiple of the identity matrix, is orthogonal to \( \mathfrak{sl}(n) \) with respect to the standard inner product on \( \mathbb{R}^{n \times n} \).

Therefore the orthogonal projection \( \mathcal{P}_g : \mathbb{R}^{n \times n} \rightarrow \mathfrak{sl}(n) \), with respect to the standard inner product on \( \mathbb{R}^{n \times n} \), is given by

\[ \mathcal{P}_g Z = Z - \frac{1}{n} \text{Trace}[Z]I \]

The mapping \( \mathcal{J} : \mathfrak{sl}(n) \rightarrow \mathfrak{sl}(n) \) is given by

\[ \mathcal{J} Y = \mathcal{P}_g (LYK) = L Y K - \frac{1}{n} \text{Trace}[LYK]I. \]

We will need the solution of the equation \( \mathcal{J} Y = W \), with \( \text{Trace}[Y] = \text{Trace}[W] = 0 \). Multiplication from the left by \( L^{-1} \) and from the right by \( K^{-1} \) and taking the trace leads to an expression for \( \text{Trace}[LYK] \). The solution \( \mathcal{Y} \) turns out to be

\[ \mathcal{Y} = L^{-1} W K^{-1} - \frac{\text{Trace}[L^{-1}WK^{-1}]}{\text{Trace}[L^{-1}K^{-1}]} L^{-1} K^{-1}. \quad (5.23) \]

As in the previous cases the Lie group \( \mathfrak{sl}(n) \) contains the transposed of each of its elements. The equation (5.14) for the left geodesic becomes in this case

\[ L \dot{A} K - \frac{1}{n} \text{Trace}[L \dot{A} K]I = A^\top L A K - L A K A^\top. \]

Via (5.21) \( \dot{A} \) can be solved from this identity. Which leads to the 'explicit' differential equation for the left geodesics of our special case 4.
\[
\dot{A} = L^{-1}A^\top LA - AKATK^{-1} - \frac{\text{Trace}[L^{-1}A^\top LA] - \text{Trace}[AKATK^{-1}]}{\text{Trace}[L^{-1}K^{-1}]}L^{-1}K^{-1}. \quad (5.24)
\]

**Case 5.** \( g_M = \text{heis}(2) \).

We denote the elements of the matrix Lie-group \textbf{Heis}(2) and the corresponding Lie Algebra \textbf{heis}(2) by

\[
F = \begin{bmatrix} 1 & f_1 & f_3 \\ 0 & 1 & f_2 \\ 0 & 0 & 1 \end{bmatrix}, \quad G = \begin{bmatrix} 1 & g_1 & g_3 \\ 0 & 1 & g_2 \\ 0 & 0 & 1 \end{bmatrix}, \quad \text{resp} \quad A = \begin{bmatrix} 0 & \alpha_1 & \alpha_3 \\ 0 & 0 & \alpha_2 \\ 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & \beta_1 & \beta_3 \\ 0 & 0 & \beta_2 \\ 0 & 0 & 0 \end{bmatrix}
\]

Calculate

\[
FG = \begin{bmatrix} 1 & f_1 + g_1 & f_3 + g_3 + f_1g_2 \\ 0 & 1 & f_2 + g_2 \\ 0 & 0 & 1 \end{bmatrix},
\]

\[
F^{-1} = \begin{bmatrix} 1 - f_1 & f_1f_2 - f_3 \\ 0 & 1 & -f_2 \\ 0 & 0 & 1 \end{bmatrix}, \quad F^\top = \begin{bmatrix} 1 & 0 & 0 \\ f_1 & 1 & 0 \\ f_3 & f_2 & 1 \end{bmatrix}, \quad F^{-\top} = \begin{bmatrix} 1 & 0 & 0 \\ -f_1 & 1 & 0 \\ f_1f_2 - f_3 - f_2 & 1 \end{bmatrix},
\]

\[
F^{-\top}BF^\top = \begin{bmatrix} \ast \beta_1 + \beta_3f_2 \beta_3 \\ \ast \ast -f_1\beta_3 + \beta_2 \\ \ast \ast \ast \end{bmatrix}
\]

\[
\mathcal{A} = F^{-\top}\dot{F} = \begin{bmatrix} 0 & \dot{f}_1 & \dot{f}_3 - f_1\dot{f}_2 \\ 0 & 0 & \dot{f}_2 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
\mathcal{B}A^\top - A^\top\mathcal{B} = \begin{bmatrix} \beta_1\alpha_1 + \beta_3\alpha_3 & \beta_3\alpha_2 & 0 \\ \beta_2\alpha_3 & \beta_2\alpha_2 - \beta_1\alpha_1 & -\beta_3\alpha_1 \\ 0 & -\beta_1\alpha_3 & -\beta_3\alpha_3 - \beta_2\alpha_2 \end{bmatrix}
\]

\[
F^{-\top}[\mathcal{B}A^\top - A^\top\mathcal{B}]F^\top = \begin{bmatrix} \ast \beta_3\alpha_2 & 0 \\ \ast \ast -\beta_3\alpha_1 \\ \ast \ast \ast \end{bmatrix}
\]

Note that because of the projection \( \mathcal{P}_g \), in this case the entries \( \ast \) need not be calculated.

Next we write \( \mathcal{B} = \mathcal{J}A \) or \( A = \mathcal{J}^{-1}\mathcal{B} \). The equations for left geodesics become

\[
\dot{\beta}_1 + \dot{\beta}_3f_2 + \beta_3\alpha_2 = 0, \quad \dot{\beta}_2 - \dot{\beta}_3f_1 - \beta_3\alpha_1 = 0, \quad \dot{\beta}_3 = 0.
\]

We find \( \beta_3 = C \), a constant equal to its initial value, and we are left with the geodesic equations expressed in the entries of \( \mathcal{B} \).

\[
\begin{cases}
\dot{\beta}_1 + \beta_3\alpha_2 = 0 \\
\dot{\beta}_2 - \beta_3\alpha_1 = 0
\end{cases} \quad (5.25)
\]
By means of $\mathcal{J}$ the values of $\alpha_j$ can be linearly expressed in $\beta_j$ and the equations (5.21) have global explicit solutions $s \mapsto \beta_j(s)$. The solution curve lies in a plane, which is, a fortiori, also true for $s \mapsto \alpha_j(s)$. Finally the left geodesics $s \mapsto f_k(s)$ can be found from

$$
\begin{align*}
\dot{f}_1 &= \alpha_1 \\
\dot{f}_2 &= \alpha_2 \\
\dot{f}_3 &= \alpha_3 + f_1 \alpha_2
\end{align*}
$$

(5.26)

So all geodesics with respect to any inner product can be found explicitly.

**Case 6.** $\mathfrak{g}_M = \mathfrak{se}(n)$.

We denote the elements of the matrix Lie-group $\text{SE}(n)$ and the corresponding Lie Algebra $\mathfrak{se}(n)$ by

$$
\begin{align*}
F &= \begin{bmatrix} \Phi & f \\ 0^T & 1 \end{bmatrix}, \quad G = \begin{bmatrix} \Psi & g \\ 0^T & 1 \end{bmatrix}, \quad \mathcal{A} = \begin{bmatrix} A & a \\ 0^T & 0 \end{bmatrix}, \quad B = \begin{bmatrix} B & b \\ 0^T & 0 \end{bmatrix},
\end{align*}
$$

with $F, G, \mathcal{A}, B, \in \mathbb{R}^{(n+1)\times(n+1)}$, $\Phi, \Psi, A, B \in \mathbb{R}^{n \times n}$, $f, g, a, b \in \mathbb{R}^n$ and $\Phi^T = \Phi^{-1}$, $\Psi^T = \Psi^{-1}$, $A = -A^T$, $B = -B^T$.

Calculate

$$
F^{-1} = \begin{bmatrix} \Phi^{-1} & -\Phi^{-1} f \\ 0^T & 1 \end{bmatrix}, \quad F = \begin{bmatrix} \Phi^{-1} & 0 \\ f^T & 1 \end{bmatrix}, \quad F^{-T} = \begin{bmatrix} \Phi & 0 \\ -f^T \Phi & 1 \end{bmatrix},
$$

$$
F^{-T} \dot{B} F = \begin{bmatrix} \Phi \dot{B} \Phi^{-1} + \Phi \dot{f} \Phi^{-1} \\ -f^T \Phi \dot{B} \Phi^{-1} - f^T \Phi \dot{f} \Phi^{-1} \end{bmatrix},
$$

$$
\mathcal{A} = F^{-1} \dot{F} = \begin{bmatrix} \Phi^{-1} \dot{\Phi} & \Phi^{-1} \dot{f} \\ 0 & 0 \end{bmatrix},
$$

$$
BA^T = \begin{bmatrix} BA^T + ba^T \\ 0^T \end{bmatrix}, \quad A^T B = \begin{bmatrix} A^T B & A^T b \\ a^T B & a^T b \end{bmatrix},
$$

$$
F^{-T} [B A^T - A^T B] F^T = \begin{bmatrix} \Phi (BA^T - A^T B) \Phi^{-1} - \Phi A^T b f^T + \Phi b a^T \Phi^{-1} - \Phi A^T b \\ \star \star \end{bmatrix}.
$$

Note that because of the projection $\mathcal{P}_\delta$, in this case the entries $\star$ need not be calculated.

Represent the vector space $\mathfrak{se}(n)$ as a direct sum $\mathfrak{so}(n) \oplus \mathbb{R}^n$. Correspondingly we split the linear (inner product) map $\mathcal{J} : \mathfrak{se}(n) \to \mathfrak{se}(n)$ as

$$
\begin{align*}
\mathcal{J}_1 : \mathfrak{so}(n) \oplus \mathbb{R}^n \to \mathfrak{so}(n), \quad A \oplus a &\mapsto \mathcal{J}_1(A \oplus a) \\
\mathcal{J}_2 : \mathfrak{so}(n) \oplus \mathbb{R}^n \to \mathbb{R}^n, \quad A \oplus a &\mapsto \mathcal{J}_2(A \oplus a)
\end{align*}
$$

(5.27)
such that
\[ \mathcal{J} A = B = \begin{bmatrix} B & b \\ 0^T & 0 \end{bmatrix} = \begin{bmatrix} \mathcal{J}_1(A \oplus a) & \mathcal{J}_2(A \oplus a) \\ 0^T & 0 \end{bmatrix}. \]

The projection \( \mathcal{P}_g : \mathbb{R}^{(n+1)\times(n+1)} \to \mathfrak{se}(n) \) does
\[ \mathcal{P}_g \begin{bmatrix} C & c \\ d^T & \gamma \end{bmatrix} = \begin{bmatrix} \frac{1}{2}(C - C^T) & c \\ 0^T & 0 \end{bmatrix}. \]

We gather
\[ \mathcal{P}_g \left( F - \{ \dot{B} + BA^T - A^T B \}F^T = \right. \]
\[ = \left. \begin{bmatrix} \Phi \left\{ \dot{B} + BA^T - A^T B + \frac{1}{2}(\dot{b}f^T \Phi - \Phi^{-1} f \dot{b}^T) - \frac{1}{2}(A^T b f^T \Phi - \Phi^{-1} f b^T A) \right\} \Phi^{-1} \Phi \left\{ \dot{b} - A^T b \right\} \right) \right]. \]

For the geodesics the entries of this matrix have to be put equal to 0. Because of the upper right entry equal to zero, the left upper entry reduces considerably. For the left geodesic equations we find
\[ \begin{align*}
\{ & \mathcal{J}_1(\dot{A} \oplus \dot{a}) + \mathcal{J}_1(A \oplus a)A^T - A^T \mathcal{J}_1(A \oplus a) = 0 \\
& \mathcal{J}_2(\dot{A} \oplus \dot{a}) - A^T \mathcal{J}_2(A \oplus a) = 0 \} \end{align*} \]
\[ (5.28) \]

Note that the two equations are decoupled if the chosen inner product is 'decoupled', that means \( \mathcal{J}_1(A \oplus a) = \mathcal{J}_1(A) \) and \( \mathcal{J}_2(A \oplus a) = \mathcal{J}_2(a) \).
6 Functions and Vectorfields on Matrix Lie Groups

For smooth $\mathbb{R}$-valued functions $M \mapsto \phi(M)$, with $M = [M_{ij}]$ in an open set of the Euclidean space $\mathbb{R}^{n \times n}$, we employ the standard freshman’s concepts of 1st and 2nd order derivatives.

**Notation**

- The 1st order derivative of $\phi$ at $M \in \mathbb{R}^{n \times n}$ is written as a matrix $d\phi(M) = [d\phi_{ij}(M)]$ with $d\phi_{ij}(M) = \frac{\partial \phi}{\partial X_{ij}}(M)$. For the directional derivative of $\phi$ at $M$ in the direction $V$ we denote
  \[
  \left\langle d\phi(M) : V \right\rangle = \sum_{i,j=1}^{n} \frac{\partial \phi}{\partial X_{ij}}(M)V_{ij} = \text{Trace}[d\phi(M)^T V].
  \]

- The 2nd order derivative of $\phi$ at $M \in \mathbb{R}^{n \times n}$ is denoted by $d^2\phi(M)$, which can be looked upon as a $n^2 \times n^2$-matrix $[\frac{\partial^2 \phi}{\partial X_{ij} \partial X_{kl}}(M)]$. For matrices $V, W \in \mathbb{R}^{n \times n}$ we denote
  \[
  \left\langle V : d^2\phi(M) : W \right\rangle = \left\langle W : d^2\phi(M) : V \right\rangle = \sum_{i,j,k,l=1}^{n} \frac{\partial^2 \phi}{\partial X_{ij} \partial X_{kl}}(M)V_{ij}W_{kl}.
  \]

For the function $\phi$ we will usually take a local extension $f_e$ of a function $f$ defined on $G_M$. The specific choice of this extension will not matter.

**Notation**

- Let $f : G_M \rightarrow \mathbb{R}$ be a smooth function. By $f_e$ we denote a smooth extension of $f$ to an open neighborhood of $P \in G_M$ in $\mathbb{R}^{n \times n}$. There are many such extensions available. As an example: First choose any basis $\{A_1, \ldots, A_n\} \subset \mathfrak{g}_M$ and extend it to a basis $\{A_1, \ldots, A_n, A_{n+1}, \ldots, A_{n^2}\}$ of $\mathbb{R}^{n \times n}$. Then, define
  \[
  f_e(P \exp(t_1A_1 + \cdots + t_nA_n + t_{n+1}A_{n+1} + \cdots + t_{n^2}A_{n^2})) = f(P \exp(t_1A_1 + \cdots + t_nA_n)).
  \]

We come to the concept of *vector field* $\mathfrak{F}$ whereby at each point $X$ of (a subset of) $G_M$ a tangent vector (= 'tangent matrix') $\mathfrak{F}(X)$ is attached. Note that $X^{-1}\mathfrak{F}(X)$ and $\mathfrak{F}(X)X^{-1}$ belong to $\mathfrak{g}_M$, for all $X \in G_M$. Also note that for all $P \in G_M$ the matrix $\mathfrak{F}(P)$ is tangent to both curves $t \mapsto P e^{t\mathfrak{F}(P)}$ and $t \mapsto e^{t\mathfrak{F}(P)} P^{-1}$ at $t = 0$.

**Definition 6.1**

- By the left description of $\mathfrak{F}$ we mean the mapping $G_M \ni X \mapsto \mathfrak{F}(X) \in \mathfrak{g}_M$, such that $\mathfrak{F}(X) = X \mathfrak{F}(X)$, for all $X$. In the important special case that $\mathfrak{F}(X)$ is constant, i.e. the same matrix for all $X$, we name $\mathfrak{F}$ a left invariant vectorfield.

- By the right description of $\mathfrak{F}$ we mean the mapping $G_M \ni X \mapsto \mathfrak{F}_r(X) \in \mathfrak{g}_M$, such that $\mathfrak{F}_r(X) = \mathfrak{F}_r(X)X$, for all $X$. Note that $\mathfrak{F}_r(X) = X \mathfrak{F}(X)X^{-1}$.
In the important special case that \( F_r(X) \) is the same matrix for all \( X \) we name \( \mathfrak{g} \) a right invariant vectorfield.

• By an integral curve of \( \mathfrak{g} \) through \( P \) we mean the (local) solution \( t \mapsto X(P;t) \) of the ordinary differential equation

\[
\dot{X} = \mathfrak{g}(X) = XF(X), \quad \text{with} \quad X(0) = X(P;0) = P. \tag{6.1}
\]

If we want to emphasize the dependence on \( \mathfrak{g} \), we write \( X_{\mathfrak{g}}(P,t) \) instead of \( X(P,t) \).

Note that if \( F_r(X) = A = \text{constant} \), the solution is \( t \mapsto Pe^{tA} \).

We now want to talk about vector fields acting as operators on functions and on (other) vector fields on \( G_M \). Locally this means something like differentiating the object under consideration along an integral curve of the vector field that is supposed to 'operate'.

**Definition 6.2**

Let \( \mathfrak{g} \) be a vector field on \( G_M \). We use the left description \( X \mapsto X_F(X) \).

Let \( f : G_M \to \mathbb{R} \) be a smooth function.

The function \( \mathfrak{g}f : G_M \to \mathbb{R} \) is defined by

\[
P \mapsto \mathfrak{g}f(P) = \frac{d}{dt} f(X_{\mathfrak{g}}(P;t)) \Bigr|_{t=0} = \frac{d}{dt} f(Pe^{tF}(P)) \Bigr|_{t=0}. \tag{6.2}
\]

Straightforward calculations lead to

**Theorem 6.3** Consider the vector fields \( \mathfrak{g} \), \( \mathfrak{g} \) and \( \mathfrak{h} \) with respective left descriptions \( X \mapsto X_F(X) \), \( X \mapsto X_G(X) \) and \( X \mapsto X_H(X) \).

Let \( f : G_M \to \mathbb{R} \) be a smooth function. Let \( f_e \) denote a smooth extension of \( f \) to an open neighborhood of \( P \in G_M \) in \( \mathbb{R}^{n \times n} \). We have

1. \( \mathfrak{g}f(P) = \langle df(P) : P^F(P) \rangle = \langle df_e(P) : P^F(P) \rangle \)

2. \( \mathfrak{g}^2f(P) = \frac{\partial^2}{\partial t \partial s} f(X_{\mathfrak{g}}(X_{\mathfrak{g}}(P;t);s)) \Bigr|_{(s,t)=(0,0)} = 
\quad \frac{\partial^2}{\partial t \partial s} f(P \exp(sG(P)) \exp(tF(P \exp(sG(P)))))) \Bigr|_{(s,t)=(0,0)} = 
\quad \langle df_e(P) : P^F(P)G(P) \rangle + \langle df_e(P) : (P^D G(P) : P^F(P)) \rangle + \langle P^F(P) : d^2 f_e(P) : P^G(P) \rangle. \tag{6.3}
\]

In the second term of the latter expression we can write

\[
D G(P) : P^F(P) = \frac{d}{ds} G(P e^{sF(P)}) \Bigr|_{s=0} \in \mathfrak{g}_M. \tag{6.4}
\]
3. \([\mathfrak{F}, \mathfrak{G}] = \mathfrak{F}\mathfrak{G} - \mathfrak{G}\mathfrak{F}\) acts on functions as a vectorfield. It has left description
\[
[\mathfrak{F}, \mathfrak{G}](P) = P\left[\mathcal{F}(P)\mathfrak{G}(P) - \mathfrak{G}(P)\mathcal{F}(P) + D\mathfrak{G}(P) : \mathcal{F}(P) - D\mathcal{F}(P) : \mathfrak{G}(P)\right] = \\
= P\left[\mathcal{F}(P)\mathfrak{G}(P) - \mathfrak{G}(P)\mathcal{F}(P) + \frac{d}{ds}\mathfrak{G}(Pe^{s\mathcal{F}(P)})\bigg|_{s=0} - \frac{d}{ds}\mathcal{F}(Pe^{s\mathfrak{G}(P)})\bigg|_{s=0}\right] = \\
= P\frac{d}{ds}\left[\mathfrak{G}(Pe^{s\mathcal{F}(P)}) - \mathcal{F}(Pe^{s\mathfrak{G}(P)})\right]\bigg|_{s=0} =
\] (6.5)
\[
= \frac{d}{ds}\left[\mathfrak{G}(Pe^{s\mathcal{F}(P)}) - \mathfrak{F}(Pe^{s\mathfrak{G}(P)})\right]\bigg|_{s=0}. \quad \text{(dangerous notation!)}
\]

4. \([\mathfrak{F}, [\mathfrak{G}, \mathfrak{H}]] + [\mathfrak{G}, [\mathfrak{H}, \mathfrak{F}]] + [\mathfrak{H}, [\mathfrak{F}, \mathfrak{G}]] = 0 \quad \text{(Jacobi Identity)}
\]

5. The left invariant vector fields are a sub Lie algebra of the Lie algebra of vector fields on \(G_M\). For left invariant vector fields there is the pointwise correspondence
\[
[\mathfrak{F}, \mathfrak{G}](P) = P\left[\mathcal{F}(P)\mathfrak{G}(P) - \mathfrak{G}(P)\mathcal{F}(P)\right],
\]
where \(\mathcal{F}(P) = \mathcal{F} = \text{constant}, \; \mathfrak{G}(P) = \mathfrak{G} = \text{constant}.

Proof

Straightforward calculations lead to all results.

ad 2. Since \(\mathfrak{G}f(Q) = \frac{d}{ds}f(Qe^{s\mathfrak{G}(Q)})\bigg|_{s=0}\), we find, with \(Q = Pe^{t\mathcal{F}(P)}\).
\[
\mathfrak{G}f(Pe^{t\mathcal{F}(P)}) = \frac{d}{ds}\left(f(Pe^{t\mathcal{F}(P)}e^{s\mathfrak{G}(Pe^{t\mathcal{F}(P)})})\right)\bigg|_{s=0} = \left\langle df(Pe^{t\mathcal{F}(P)}): Pe^{t\mathcal{F}(P)}\mathfrak{G}(Pe^{t\mathcal{F}(P)})\right\rangle
\]
Taking \(\frac{d}{dt}\bigg|_{t=0}\) of the latter gives (6.3).

ad 4. This is a very general property of vector fields on manifolds. In our special case it easily follows from the associativity of successive actions of vector fields on functions. Indeed,
\[
(\mathfrak{Y}\mathfrak{Y})(\mathfrak{Y}f)(P) = \frac{\partial^2}{\partial t \partial s} (\mathfrak{Y}f)(G(F(P, t); s))\bigg|_{(s, t) = (0, 0)} = \frac{\partial^3}{\partial t \partial s \partial r} f(H(G(F(P, t); s); r))\bigg|_{(r, s, t) = (0, 0, 0)},
\]
since
\[
(\mathfrak{Y}\mathfrak{Y})f(Q) = \frac{\partial^2}{\partial s \partial r} f(H(G(Q, s); r))\bigg|_{(r, s) = (0, 0)},
\]
it also follows
\[
\mathfrak{X}(\mathfrak{Y}\mathfrak{Y}f)(P) = \frac{\partial}{\partial t} \frac{\partial^2}{\partial s \partial r} f(H(G(F(P, t); s); r))\bigg|_{(r, s, t) = (0, 0, 0)}.
\]
If the Jacobi identity is written out all terms cancel because of this associativity property.
7 Parallel Transport. Connexions

Given a left invariant inner product and with an eye on Theorems 5.2-5.5 the concept of \((\text{left})\) covariant derivative along a curve is introduced in the following way.

**Definition 7.1** Consider a smooth parametrised curve \( t \mapsto K(t) \in G_M \), with \( t \in (a,b) \), an open real interval. Suppose that at each point \( K(t) \) of the curve a 'tangent to \( G_M \)' vector ('tangent matrix') \( Y(t) \) is attached in a smooth way.

We introduce the curve \( t \mapsto \mathcal{Y}(t) = K(t)^{-1}Y(t) \in g_M \), the 'left-description' of the tangent vectorfield along the curve \( t \mapsto K(t) \in G_M \).

Based on the mapping \( J : g_M \to g_M \) introduce a left invariant inner product as before. The **left-covariant derivative** of \( t \to Y(t) \) along the curve \( t \to K(t) \) is defined by

\[
\nabla_{K(t)} \frac{d}{dt} Y(t) = K(t) \left\{ \frac{dY(t)}{dt} + J^{-1} \mathcal{P} \left[ J \left( K^{-1}(t)K(t) \right) Y^\top(t) - Y^\top(t) J \left( K^{-1}(t)K(t) \right) \right] \right\} =
K(t) \left\{ \frac{dY(t)}{dt} - \text{ad}_{\mathcal{Y}(t)}(K^{-1}(t)K(t)) \right\}.
\]

(7.1)

**Theorem 7.2** The left-covariant derivative is left invariant. That means

\[
\nabla_{QK(t)} \frac{d}{dt} Y(t) = Q \nabla_{K(t)} \frac{d}{dt} Y(t),
\]

(7.2)

for any fixed \( Q \in G_M \).

**Proof** Straightforward substitution.

\( \square \)

**Definition 7.3**

- A vectorfield \( t \to \mathcal{Y}(t) \) along a curve \( t \to K(t) \in G_M \) is said to be **left-parallel transported** if

\[
\nabla_{K(t)} \frac{d}{dt} \mathcal{Y}(t) = 0, \quad \text{for all } t.
\]

(7.3)

- A curve \( t \to K(t) \in G_M \) is said to be left geodesic if its own tangent vector \( t \to \frac{dK(t)}{dt} \) is left-parallel transported. That means, corresponding to (5.14),

\[
\nabla_{K(t)} \frac{d}{dt} K(t) = 0, \quad \text{for all } t.
\]

(7.4)

**Theorem 7.4**

Suppose a left invariant inner product

\[
\left\langle P \mathcal{X} \cdot P \mathcal{Y} \right\rangle_p = \left\langle \mathcal{X} \cdot \mathcal{Y} \right\rangle_1 = \text{Trace}[(J \mathcal{X})^\top \mathcal{Y}], \quad \text{with symmetric } J : g_M \to g_M \quad (7.5)
\]

Let \( t \to K(t) \in G_M \) be a parametrized curve in \( G_M \).
If \( t \mapsto Y(t) \) and \( t \mapsto Z(t) \) are parallel transported tangent vectors along \( t \mapsto K(t) \), then
\[
\langle Y(t) \cdot Z(t) \rangle_{K(t)} = \text{constant.}
\] (7.6)

In particular, the 'squared length' of a parallel transported vector is conserved
\[
\langle Y(t) \cdot Y(t) \rangle_{K(t)} = \text{constant.}
\] (7.7)

In particular, if \( t \mapsto K(t) \) happens to be a left geodesic it necessarily has arc-length parametrization (up to a constant).

**Proof** Because of the symmetry of \( J \),
\[
\frac{d}{dt} \text{Trace}\left( (JY(t))^\top Z(t) \right) = \text{Trace}\left( (JY(t))^\top Z(t) \right) + \text{Trace}\left( (Y(t))^\top JZ(t) \right).
\]
Omitting the argument \( t \) this becomes, with (7.1) put equal to zero,
\[
-\text{Trace}\left( (J(K^{-1}\dot{K})Y^\top - Y^\top J(K^{-1}\dot{K}))^\top Z \right) - \text{Trace}\left[ Y^\top (J(K^{-1}\dot{K})Z^\top - Z^\top J(K^{-1}\dot{K}) \right].
\]
This expression equals 0 because of the properties \( \text{Trace}[AB] = \text{Trace}[BA] \), \( \text{Trace}[C] = \text{Trace}[C^\top] \) and \( \text{Trace}\left[ [Y, J] Z + J[Y, Z] \right] = 0 \). 

Next we intend to consider and to construct a class of 'directional derivatives' of a vector-field \( \mathcal{G} \) in the direction of a vectorfield \( \mathcal{F} \). Cf. Hicks [H], p.57.

**Definition 7.5**
Let \( \mathcal{F}, \mathcal{G}, \mathcal{H} \) be smooth vector fields on \( G_M \). Let \( f : G_M \to \mathbb{R} \) be a smooth function.

- A recipe \( \nabla \) that builds a new vectorfield \( \nabla_{\mathcal{F}} \mathcal{G} \) on \( G_M \) from any pair \( \mathcal{F}, \mathcal{G} \) is named a **Koszul connexion on** \( G_M \) if the following properties hold

\[
\begin{align*}
\nabla_{\mathcal{F}} (\mathcal{G} + \mathcal{H}) &= \nabla_{\mathcal{F}} \mathcal{G} + \nabla_{\mathcal{F}} \mathcal{H} \\
\nabla_{(\mathcal{F} + \mathcal{G})} \mathcal{H} &= \nabla_{\mathcal{F}} \mathcal{H} + \nabla_{\mathcal{G}} \mathcal{H} \\
\nabla_{f \mathcal{F}} \mathcal{G} &= f\nabla_{\mathcal{F}} \mathcal{G} \\
\nabla_{\mathcal{F}} (f \mathcal{G}) &= (\mathcal{F} f) \mathcal{G} + f\nabla_{\mathcal{F}} \mathcal{G}
\end{align*}
\] (7.8)

Here, as before, the directional derivative \( \mathcal{F} f(P) \) of a function \( f \) at \( P \), is given by
\[
\mathcal{F} f(P) = df(P) \cdot \mathcal{F} f(P) = \left. \frac{d}{dt} f(P e^{t \mathcal{F}(P)}) \right|_{t=0} \in \mathbb{R}.
\]

- A connexion \( \nabla \) is named **torsion free** if for all \( \mathcal{F}, \mathcal{G} \),
\[
\nabla_{\mathcal{F}} \mathcal{G} - \nabla_{\mathcal{G}} \mathcal{F} = [\mathcal{F}, \mathcal{G}],
\] (7.9)
the Lie product of $\mathfrak{F}$ and $\mathfrak{G}$.

- A connexion $\nabla$ is said to preserve the inner product $P \mapsto \left\langle \cdot, \cdot \right\rangle_P$ on the tangent vectors at $P \in \mathcal{G}_M$, if

$$\nabla \left\langle \mathfrak{F} \cdot \mathfrak{G} \right\rangle_P = \left\langle \nabla_{\mathfrak{F}} \mathfrak{G}(P) \cdot \nabla_{\mathfrak{G}} \mathfrak{F}(P) \right\rangle_P + \left\langle \mathfrak{G}(P) \cdot \nabla_{\mathfrak{F}} \mathfrak{G}(P) \right\rangle_P \quad (7.10)$$

for any triple of vectorfields $\mathfrak{F}, \mathfrak{G}, \mathfrak{H}$ at all $P \in \mathcal{G}_M$.

- If the properties (7.8), (7.9), (7.10) all hold true, the connexion $\nabla$ is named a Riemannian Connexion.

- The vectorfield $\mathfrak{T}_\nabla$ associated with a given connexion $\nabla$ and any pair $\mathfrak{F}, \mathfrak{G}$, defined by

$$\mathfrak{T}_\nabla(\mathfrak{F}, \mathfrak{G}) = \nabla_{\mathfrak{F}} \mathfrak{G} - \nabla_{\mathfrak{G}} \mathfrak{F} - [\mathfrak{F}, \mathfrak{G}] \quad (7.11)$$

is named Torsion tensor. Remind that $\mathfrak{T}_\nabla$ being a tensor field means that for all functions $f, g$ on $\mathcal{G}_M$ and all vectorfields $\mathfrak{F}, \mathfrak{G}$ one has $\mathfrak{T}_\nabla(f \mathfrak{F}, g \mathfrak{G}) = fg \mathfrak{T}_\nabla(\mathfrak{F}, \mathfrak{G})$.

\textbf{Theorem 7.6}

Let $\mathfrak{F}, \mathfrak{G}$ be vectorfields with respective left-description $X \mapsto X\mathcal{F}(X)$ and $X \mapsto X\mathcal{G}(X)$. Let $\mathcal{B}(\cdot, \cdot) : \mathcal{G}_M \times \mathcal{G}_M \to \mathcal{G}_M$ be any fixed bilinear map.

Define the vector field $\nabla_{\mathfrak{F}} \mathfrak{G}$ on $\mathcal{G}_M$ by

$$\nabla_{\mathfrak{F}} \mathfrak{G}(X) = X\left( \frac{d}{dt} \mathcal{G}(Xe^{t \mathcal{F}(X)}) \bigg|_{t=0} + \mathcal{B}(\mathcal{F}(X), \mathcal{G}(X)) \right) \quad (7.12)$$

\begin{enumerate}
  \item Expression (7.12) defines a connexion on $\mathcal{G}_M$.
  \item The connexion (7.12) is left translation invariant.
  That means, with $(L_Q \mathfrak{F})(X) = X\mathcal{F}(Q^{-1}X)$,

$$\nabla_{(L_Q \mathfrak{F})}(L_Q \mathfrak{G})(X) = L_Q \left( \nabla_{\mathfrak{F}} \mathfrak{G} \right)(X) = X(\nabla_{\mathfrak{G}} \mathfrak{F})(Q^{-1}X),$$

for all $X \in \mathcal{G}_M$.
  \item All left invariant connexions on $\mathcal{G}_M$ are of the form (7.12).
  \item If one takes $\mathcal{B}(\mathcal{F}(X), \mathcal{G}(X)) = \mathcal{R}_\mathcal{G}(\mathcal{F}(X), \mathcal{G}(X))$, with any $\mathcal{R}_\mathcal{G} : \mathbb{R}^{n \times n} \to \mathcal{G}_M$ such that $\mathcal{R}_\mathcal{G} \mathcal{X} = \mathcal{X}$, for all $\mathcal{X} \in \mathcal{G}_M$, the obtained connexion can be written

$$\nabla_{\mathfrak{F}} \mathfrak{G}(X) = X\mathcal{R}_\mathcal{G} X^{-1} \frac{d}{dt} \mathcal{G}(Xe^{t \mathcal{F}(X)}) \bigg|_{t=0} = X\mathcal{R}_\mathcal{G} X^{-1} \frac{d}{dt} \mathcal{G}(Xe^{t \mathcal{F}(X)}) \bigg|_{t=0} \quad (7.13)$$
\end{enumerate}

\textbf{Proof}

\begin{enumerate}
  \item \textbf{a.} Use, as before $\frac{d}{dt} \mathcal{G}(Xe^{t \mathcal{F}(X)}) \bigg|_{t=0} = D \mathcal{G}(X)X\mathcal{F}(X)$, which is the derivative of

$\mathcal{G} : \mathcal{G}_M \to \mathcal{G}_M$ at $X \in \mathcal{G}_M$ applied to the tangent vector $X\mathcal{F}(X)$ at $X \in \mathcal{G}_M$, cf. (6.4).
All properties (7.8) follow by straightforward calculation.

ad b. Compare

\[ \left( \nabla_{(L_Q^1)}(L_Q^1) \right) (X) = X \left( D_{\mathcal{G}}(Q^{-1}X) \cdot Q^{-1}X \cdot \mathcal{F}(Q^{-1}X) + \mathcal{B}(Q^{-1}X, \mathcal{G}(Q^{-1}X)) \right), \]

and

\[ L_Q \left( \nabla_{\mathcal{G}} \right) (Q^{-1}X) = \left( \nabla_{\mathcal{G}} \right) (Q^{-1}X) = X \left( D_{\mathcal{G}}(Q^{-1}X) \cdot Q^{-1}X \cdot \mathcal{F}(Q^{-1}X) + \mathcal{B}(Q^{-1}X, \mathcal{G}(Q^{-1}X)) \right). \]

Note: If \( L_Q \) is applied to the vector field \( X \mapsto \mathcal{B}(\mathcal{F}(X), \mathcal{G}(X)) = \mathcal{B}(X^{-1} \mathcal{G}(X), X^{-1} \mathcal{G}(X)) \), one finds

\[ X \mapsto \mathcal{B}(X^{-1}L_Q^1 \mathcal{G}(X), X^{-1}L_Q \mathcal{G}(X)) = \mathcal{B}(\mathcal{F}(Q^{-1}X), \mathcal{G}(Q^{-1}X)). \]

ad c. Let \( \nabla' \) be any other left invariant connexion and consider the difference \( \nabla - \nabla' \). Because of the properties (7.8) we have for all vectorfields \( \mathcal{G}, \mathcal{G} \) and all smooth functions \( f, g \),

\[ \nabla_{(f \mathcal{G})}(g \mathcal{G}) - \nabla'_{(f \mathcal{G})}(g \mathcal{G}) = fg(\nabla_{\mathcal{G}} - \nabla'_{\mathcal{G}}). \]

This means that, together with the other properties (7.8) of \( \nabla \), the function \( \mathcal{F}, \mathcal{G} \mapsto \mathcal{R}(\mathcal{F}, \mathcal{G}) = (\nabla_{\mathcal{G}} - \nabla'_{\mathcal{G}}) \) is a vector valued left invariant 2-tensorfield.

It can be written \( \mathcal{R}(\mathcal{F}, \mathcal{G})(X) = X \mathcal{R}(X; \mathcal{F}(X), \mathcal{G}(X)) \) where \( \mathcal{R} : \mathfrak{g}_M \times \mathfrak{g}_M \times \mathfrak{g}_M \to \mathfrak{g}_M \) which is bi-linear in the 2nd and 3rd arguments. From the supposed left-translation invariance of both \( \nabla \) and \( \nabla' \), it follows that \( (L_Q \mathcal{R}(\mathcal{F}, \mathcal{G}))(X) = X \mathcal{R}(Q^{-1}X; \mathcal{F}(Q^{-1}X), \mathcal{G}(Q^{-1}X)) \) should equal \( \mathcal{R}(L_Q \mathcal{F}, L_Q \mathcal{G})(X) = X \mathcal{R}(X; \mathcal{F}(Q^{-1}X), \mathcal{G}(Q^{-1}X)) \).

This can only happen if \( \mathcal{R} \) is constant in its 1st argument. Therefore \( \nabla \) and \( \nabla' \) can differ only because of a distinct choice of \( \mathcal{B}(\cdot, \cdot) \).

Remark The expression (7.13) looks very much like the historical connexions on surfaces in \( \mathbb{R}^n \) defined via projections on tangent planes to those surfaces. Especially if one takes \( \mathcal{B}_g = \mathcal{B}_g \) or, more general, any ‘skew’ projection on \( \mathfrak{g}_M \), the linear mapping \( X \mathcal{B}_g X^{-1} \) is a projection which maps a possibly protruding vector into a tangent vector. It ‘chops off’ the protruding part of \( \partial \mathcal{G}(X e^t \mathcal{F}(X)) \), so to say.

**Definition 7.7** Consider the connexion \( \nabla \) from (7.12).

1. The **(with \( \nabla \)) associated covariant derivative** of \( \mathcal{G} \) along a curve \( t \mapsto \mathcal{K}(t) \) is defined by

\[ t \mapsto \nabla_{\mathcal{K}(t)}(\mathcal{G}(\mathcal{K}(t))) = \mathcal{K}(t) \left\{ \frac{d}{dt} \mathcal{G}(\mathcal{K}(t)) + \mathcal{B}(\mathcal{K}^{-1}(t) \dot{\mathcal{K}}(t), \mathcal{G}(\mathcal{K}(t))) \right\}. \]  

\[ t \mapsto \mathcal{K}(t) \mathcal{B}_g \mathcal{K}^{-1}(t) \frac{d}{dt} \{ \mathcal{K}(t) \mathcal{G}(\mathcal{K}(t)) \}. \]  

i’. If \( \mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{B}_g (\mathcal{X} \mathcal{Y}) \), for \( \mathcal{X}, \mathcal{Y} \in \mathfrak{g}_M \), the latter can be written

\[ t \mapsto \mathcal{K}(t) \mathcal{B}_g \mathcal{K}^{-1}(t) \frac{d}{dt} \{ \mathcal{K}(t) \mathcal{G}(\mathcal{K}(t)) \}. \]
ii. The (with \( \nabla \)) associated geodesics are the curves \( t \mapsto K(t) \) which satisfy
\[
t \mapsto \frac{\nabla K(t)}{dt} = K(t)\left\{ \frac{d}{dt} K^{-1}(t) \dot{K}(t) + B\left( K^{-1}(t) \dot{K}(t), K^{-1}(t) \dot{K}(t) \right) \right\} = 0. \tag{7.16}
\]

**Remark i.** If we take, in particular, \( K(t) = X_{\bar{\mathcal{F}}}(P, t) \), a curve which fits \( \bar{\mathcal{F}} \), cf. (6.1), we find
\[
\nabla_{\bar{\mathcal{F}}} \mathcal{G}(X_{\bar{\mathcal{F}}}(P, t)) = \frac{\nabla X_{\bar{\mathcal{F}}}(P, t)}{dt} \mathcal{G}(X_{\bar{\mathcal{F}}}(P, t)) = X_{\bar{\mathcal{F}}}(P, t) \left\{ \frac{d \mathcal{G}(X_{\bar{\mathcal{F}}}(P, t))}{dt} + B(\mathcal{F}(X_{\bar{\mathcal{F}}}(P, t)), \mathcal{G}(X_{\bar{\mathcal{F}}}(P, t))) \right\}. \tag{7.17}
\]

**Remark ii.** A special case of (7.16) is given by (7.1). Note that only the 'symmetric part' of \( B \) plays a role in the geodesic equation.

**Remark iii.** The exponential curves \( t \mapsto P e^{tA} \) or \( t \mapsto e^{tB} Q \) are (the only) geodesics iff \( B \) is anti-symmetric (or vanishes).

We now gather conditions on \( B \) such that the connexion \( \nabla \) has special properties as mentioned in Definition 7.5.

**Theorem 7.8** Let \( \mathcal{J}, \mathcal{K}, \mathcal{L} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \) be linear mappings. Require \( \mathcal{J}^* = \mathcal{J} \), with respect to the standard inner product on \( \mathbb{R}^{n \times n} \). Suppose \( \mathcal{J} \) bijective and, moreover, \( \mathcal{J}(\mathfrak{g}_M) = \mathfrak{g}_M \), where \( \mathfrak{g}_M \) is the Lie Algebra of a Matrix Lie Group \( G_M \subset \mathbb{R}^{n \times n} \). Let \( \mathcal{P}_\theta : \mathbb{R}^{n \times n} \rightarrow \mathfrak{g}_M \) be the orthogonal projection.

Let the (symmetric) inner product \( \langle \cdot, \cdot \rangle_1 \) on \( \mathfrak{g}_M \) be given by \( \langle X \cdot Y \rangle_1 = \text{Trace}[(\mathcal{J} X)^	op Y] \), and let it be extended to a left invariant inner product on the tangent spaces of \( G_M \).

Consider the connexion \( \nabla \) as given by (7.12).

1. \( \nabla \) is torsionfree if, for all \( \mathcal{X}, \mathcal{Y} \in \mathfrak{g}_M \)
\[
\mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{P}_\theta (\mathcal{X} \mathcal{Y}) + \mathcal{S}(\mathcal{X}, \mathcal{Y}), \tag{7.18}
\]
with \( \mathcal{S}(\mathcal{X}, \mathcal{Y}) = \mathcal{S}(\mathcal{Y}, \mathcal{X}) \).

2. \( \nabla \) preserves the inner product \( \langle \cdot, \cdot \rangle_1 \) if for all \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \in \mathfrak{g}_M \)
\[
\left\langle \mathcal{B}(\mathcal{X}, \mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 + \left\langle \mathcal{Y} \cdot \mathcal{B}(\mathcal{X}, \mathcal{Z}) \right\rangle_1 = 0, \tag{7.19}
\]
This happens to be if, for any choice \( \mathcal{H}, \mathcal{L} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \),
\[
\mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{J}^{-1} \mathcal{P}_\theta \mathcal{H}^* [\mathcal{L} \mathcal{X}, (\mathcal{H} \mathcal{Y})^\top], \tag{7.20}
\]
or, with any \( \mathcal{A} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \) (= skew-symmetric matrices),
\[
\mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{J}^{-1} \mathcal{P}_\theta \mathcal{H}^* ((\mathcal{A} \mathcal{X})(\mathcal{H} \mathcal{Y})). \tag{7.21}
\]
Also linear combination of such expressions will do.
3. \( \nabla \) is a Riemannian Connexion if \( \mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{P}_g(\mathcal{X}\mathcal{Y}) + \mathcal{S}(\mathcal{X}, \mathcal{Y}) \), where for all \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \in \mathfrak{g}_M \), \( \mathcal{S} \) satisfies
\[
\left\langle \mathcal{S}(\mathcal{X}, \mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 = -\frac{1}{2} \left\{ \left\langle \mathcal{P}_g(\mathcal{X}\mathcal{Y} + \mathcal{Y}\mathcal{X}) \cdot \mathcal{Z} \right\rangle_1 + \left\langle (\mathcal{X}\mathcal{Z} - \mathcal{Z}\mathcal{X}) \cdot \mathcal{Y} \right\rangle_1 + \left\langle (\mathcal{Y}\mathcal{Z} - \mathcal{Z}\mathcal{Y}) \cdot \mathcal{X} \right\rangle_1 \right\}.
\]
This amounts to
\[
\mathcal{B}(\mathcal{X}, \mathcal{Y}) = \mathcal{P}_g(\mathcal{X}\mathcal{Y}) - \frac{1}{2} \mathcal{J}^{-1} \mathcal{P}_g(\mathcal{X}\mathcal{Y} + \mathcal{Y}\mathcal{X}) - \frac{1}{2} \text{ad}_\mathcal{X}^* \mathcal{Y} - \frac{1}{2} \text{ad}_\mathcal{Y}^* \mathcal{X}
= \mathcal{P}_g(\mathcal{X}\mathcal{Y}) - \frac{1}{2} \mathcal{J}^{-1} \mathcal{P}_g \{ (\mathcal{X}\mathcal{Y} + \mathcal{Y}\mathcal{X}) + [\mathcal{X}^\top \mathcal{Y}^\top, \mathcal{J}\mathcal{Y}] + [\mathcal{Y}^\top, \mathcal{J}\mathcal{X}] \}.
\]

**Proof**

**ad 1.** Calculate \( \nabla_{\mathcal{S}} \mathcal{G} - \nabla_{\mathcal{G}} \mathcal{S} \) as defined by (7.12) and compare with the 2nd line of (6.5). Note that \( \mathcal{P}_g(\mathcal{X}\mathcal{Y}) - \mathcal{P}_g(\mathcal{Y}\mathcal{X}) = \mathcal{X}\mathcal{Y} - \mathcal{Y}\mathcal{X} \). The contributions of \( \mathcal{S} \) cancel out because of its symmetry.

**ad 2.** Compare
\[
\mathfrak{F} \left\langle \mathcal{S} \cdot \mathcal{J} \right\rangle_\mathcal{P} = \frac{d}{dt} \left\langle \mathcal{G}(\mathcal{P}e^{t\mathcal{F}(\mathcal{P})}) \cdot \mathcal{H}(\mathcal{P}e^{t\mathcal{F}(\mathcal{P})}) \right\rangle \bigg|_{t=0} = \left( \mathcal{G}(\mathcal{P}) \cdot \frac{d}{dt} \mathcal{H}(\mathcal{P}) \right) \bigg|_{t=0} + \left( \mathcal{G}(\mathcal{P}) \cdot \frac{d}{dt} \mathcal{H}(\mathcal{P}) \right) \bigg|_{t=0},
\]
with \( \left\langle \nabla_{\mathcal{S}} \mathcal{G}(\mathcal{P}) \cdot \mathcal{J}(\mathcal{P}) \right\rangle_\mathcal{P} + \left\langle \mathcal{G}(\mathcal{P}) \cdot \nabla_{\mathcal{S}} \mathcal{J}(\mathcal{P}) \right\rangle_\mathcal{P} \). It is clear that equality occurs iff
\[
\left\langle \mathcal{B}(\mathcal{F}(\mathcal{P}), \mathcal{G}(\mathcal{P})) \cdot \mathcal{H}(\mathcal{P}) \right\rangle_1 + \left\langle \mathcal{G}(\mathcal{P}) \cdot \mathcal{B}(\mathcal{F}(\mathcal{P}), \mathcal{H}(\mathcal{P})) \right\rangle_1 = 0.
\]
In order to check (7.20), calculate with \( \mathcal{J}\mathcal{P}_g \mathcal{J}^{-1} \mathcal{P}_g = \mathcal{P}_g \),
\[
\left\langle \mathcal{B}(\mathcal{X}, \mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 = \text{Trace} \left[ (\mathcal{J}\mathcal{B}(\mathcal{X}, \mathcal{Y}))^\top \mathcal{Z} \right] = \text{Trace} \left[ (\mathcal{P}_g \mathcal{X}^* [\mathcal{L}\mathcal{X}, (\mathcal{X}\mathcal{Y})^\top])^\top \mathcal{Z} \right] = \text{Trace} \left[ (\mathcal{X}\mathcal{Y})(\mathcal{L}\mathcal{X})^\top (\mathcal{X}\mathcal{Z}) - (\mathcal{L}\mathcal{X})^\top (\mathcal{X}\mathcal{Y})(\mathcal{X}\mathcal{Z}) \right].
\]
We find \( \left\langle \mathcal{Y} \cdot \mathcal{B}(\mathcal{X}, \mathcal{Z}) \right\rangle_1 \) by exchanging \( \mathcal{Y}, \mathcal{Z} \) in the previous. Add the two expressions and apply the rule \( \text{Trace}[AB] = \text{Trace}[BA] \) to arrive at the result.

**ad 3.** We have to find symmetric \( \mathcal{S} \) such that (7.18) satisfies (7.19). That means we have to solve the tensor \( \mathcal{S} \) from
\[
\left\langle \mathcal{S}(\mathcal{X}, \mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 + \left\langle \mathcal{Y} \cdot \mathcal{S}(\mathcal{X}, \mathcal{Z}) \right\rangle_1 = -\left\langle \mathcal{P}_g(\mathcal{X}\mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 - \left\langle \mathcal{Y} \cdot \mathcal{P}_g(\mathcal{X}\mathcal{Z}) \right\rangle_1.
\]
Considering the even permutations of \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \) together with the symmetry of \( \mathcal{S} \) and the symmetry of the inner product, we find
\[
2\left\langle \mathcal{S}(\mathcal{X}, \mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 = -\left\langle \mathcal{P}_g(\mathcal{X}\mathcal{Y}) \cdot \mathcal{Z} \right\rangle_1 - \left\langle \mathcal{P}_g(\mathcal{Y}\mathcal{X}) \cdot \mathcal{Z} \right\rangle_1 +
\]
+ \left\langle P_\theta (Z \mathbf{X}) \cdot \mathbf{Y} \right\rangle \bigg|_1 - \left\langle P_\theta (XZ) \cdot \mathbf{X} \right\rangle \bigg|_1 = - \left\langle P_\theta (XY + \mathbf{Y}X) \cdot Z \right\rangle \bigg|_1 - \left\langle \text{ad}_X Z \cdot \mathbf{Y} \right\rangle \bigg|_1 - \left\langle \text{ad}_Y Z \cdot \mathbf{X} \right\rangle \bigg|_1.

With Lemma 5.3, which says \( \text{ad}^*_A \mathcal{B} = \mathcal{J}^{-1} [\mathcal{A}^\top, \mathcal{J} \mathcal{B}] \), the result follows. 

\[ \Box \]

\textbf{Example 7.9}

- If \( X \mapsto A(X) = XA, X \mapsto B(X) = XB \) are left invariant vector fields then

\[ \nabla A B(X) = XB(A,B), \]

which is another left invariant vector field.

- Let \( \{ A_k \}_{k=1}^d \subset g_M \) be a basis. Let \( X \mapsto A_k(X) = XA_k, 1 \leq k \leq d \) be the corresponding left invariant vector fields. Expand \( \mathfrak{g} = f^k A_k \) and \( \mathfrak{g} = g^\ell A_\ell \). Then

\[ \nabla A \mathfrak{g}(X) = f^k(X)(A_k g^\ell)(X) A_\ell(X) + f^k(X) g^\ell(X) W(A_k, A_\ell). \]  

(7.24)

Here \( (A_k g^\ell)(X) = \frac{d}{dt} g^\ell(X e^t A_k) \bigg|_{t=0} \), as before.
A Appendix. Note on the symmetric top

The co-moving coordinate system of the mass constellation in section 1 can be chosen such that the center of mass lies at \( h_{\mathbb{R}^3} = \text{column}[0, 0, h] \) and \( J = \text{diag}[J_1, J_2, J_3] \).

The torque, because of gravity, is
\[
\tau = -mgh \{R(t)\mathbb{R}_3 \times \mathbb{R}_3\} \quad (A.1)
\]

The Euler angles

Rotations around the z-axis and x-axis are denoted, respectively, by
\[
Z(\varphi) = \begin{bmatrix} \cos \varphi & -\sin \varphi & 0 \\ \sin \varphi & \cos \varphi & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad X(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{bmatrix}.
\]

The representation of a dense open set of orthogonal matrices in terms of Euler angles is now given by
\[
R(\varphi, \theta, \psi) = Z(\varphi)X(\theta)Z(\psi) =
\begin{bmatrix}
\cos \varphi \cos \psi - \sin \varphi \cos \theta \sin \psi & -\cos \varphi \sin \psi - \sin \varphi \cos \theta \cos \psi & \sin \varphi \sin \theta \\
\sin \varphi \cos \psi + \cos \varphi \cos \theta \sin \psi & -\sin \varphi \sin \psi + \cos \varphi \cos \theta \cos \psi & -\cos \varphi \sin \theta \\
\sin \theta \sin \psi & \sin \theta \cos \psi & \cos \theta
\end{bmatrix} \quad (A.2)
\]

with \( 0 < \theta < \pi, \quad 0 < \varphi < 2\pi, \quad 0 < \psi < 2\pi \). For any given rotation matrix the values of \( \theta, \varphi, \psi \) can be easily obtained, successively. If it happens that \( 0 < \theta < \pi \), then \( \varphi \) and \( \psi \) can be uniquely read off from the 3rd row and 3rd column of the given orthogonal matrix. Note that the Euler angles do NOT provide a local coordinate system of \( \text{SO}(3) \) near the unit element \( I \).

A straightforward calculation shows that, in case the angles depend on a real variable \( t \),
\[
A(t) = R^{-1}(\varphi(t), \theta(t), \psi(t)) \frac{d}{dt} R(\varphi(t), \theta(t), \psi(t)) =
\begin{bmatrix}
0 & -\cos \theta & \sin \theta \cos \psi \\
\cos \theta & 0 & -\sin \theta \sin \psi \\
-\sin \theta \cos \psi & \sin \theta \sin \psi & 0
\end{bmatrix} \frac{d\varphi}{dt} +
\begin{bmatrix}
0 & 0 & -\sin \psi \\
0 & 0 & -\cos \psi \\
\sin \psi & \cos \psi & 0
\end{bmatrix} \frac{d\theta}{dt} +
\begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \frac{d\psi}{dt}. \quad (A.3)
\]

This corresponds, cf. (1.4), to the relative angular velocity
\[
\alpha = \begin{bmatrix}
\sin \theta \sin \psi & \sin \theta \cos \psi \\
\cos \theta & \cos \theta \\
\sin \theta & \sin \theta
\end{bmatrix} \frac{d\varphi}{dt} +
\begin{bmatrix}
\cos \psi & -\sin \psi \\
0 & 0 \\
0 & 1
\end{bmatrix} \frac{d\theta}{dt} +
\begin{bmatrix}
0 & 0 \\
0 & 0 \\
1
\end{bmatrix} \frac{d\psi}{dt}. \quad (A.4)
\]
For possible later reference we mention
\[
\frac{d\alpha}{dt} = \begin{bmatrix} 
\sin \theta \sin \psi \\
\sin \theta \cos \psi \\
\cos \theta 
\end{bmatrix} d^2\psi + \begin{bmatrix} 
\cos \psi \\
-\sin \psi \\
0 
\end{bmatrix} \frac{d^2\theta}{dt^2} + \begin{bmatrix} 
0 \\
0 \\
1 
\end{bmatrix} \frac{d^2\phi}{dt^2} + \\
+ \begin{bmatrix} 
\cos \theta \sin \psi \\
\cos \theta \cos \psi \\
-\sin \theta 
\end{bmatrix} \frac{d\psi}{dt} \frac{d\phi}{dt} + \begin{bmatrix} 
\sin \theta \cos \psi \\
-\sin \theta \sin \psi \\
0 
\end{bmatrix} \frac{d\psi}{dt} \frac{d\theta}{dt} + \begin{bmatrix} 
-\sin \psi \\
-\cos \psi \\
0 
\end{bmatrix} \frac{d\psi}{dt} \frac{d\theta}{dt}.
\] (A.5)

With the torque (A.1), $\kappa = mgh$, and $F = R$ equation (1.6) reads
\[
\alpha(t) \times J\alpha(t) + J\dot{\alpha}(t) = -\kappa\{\varepsilon_3 \times R^{-1}(t)\varepsilon_3\}.
\] (A.6)

Inner multiplication with, respectively, $R^{-1}\varepsilon_3$, $\alpha$ and $\varepsilon_3$, leads to
\[
\begin{align*}
\frac{d}{dt}[(R\alpha \cdot \varepsilon_3)] &= 0, \\
\frac{d}{dt}\left[\frac{1}{2}(J\alpha \cdot \alpha) + \kappa \cos \theta \right] &= 0, \\
\frac{d}{dt}[(J\alpha \cdot \varepsilon_3)] + (\alpha \times J\alpha \cdot \varepsilon_3) &= 0.
\end{align*}
\] (A.7)

Indeed, with (1.1)-(1.3),
\[
\cdot \frac{d}{dt}(R\alpha \cdot \varepsilon_3) = (\dot{R}J\alpha \cdot \varepsilon_3) + (RJ\dot{\alpha} \cdot \varepsilon_3) = (R(R^{-1}\dot{R})J\alpha \cdot \varepsilon_3) + (RJ\dot{\alpha} \cdot \varepsilon_3) = \\
= ((\varepsilon_3 \times R^{-1}\varepsilon_3) \alpha) = (\alpha \times \varepsilon_3, R^{-1}\varepsilon_3) = (R^{-1}\dot{\varepsilon}_3, R^{-1}\varepsilon_3) = (\dot{\varepsilon}_3, \varepsilon_3) = \frac{d}{dt} (\varepsilon_3, \varepsilon_3) = \frac{d}{dt} \cos \theta.
\]

The 3rd equation in (A.7) becomes a conservation law only if $(\alpha \times J\alpha \cdot \varepsilon_3) = 0$ for all $\alpha$. This happens precisely if $J_1 = J_2$. Then the 3rd component of the "internal angular momentum" is conserved. We assume $J_1 = J_2$. From (A.7) and $\alpha$ expressed in Euler angles, (A.4), we find
\[
\begin{align*}
(\alpha \varepsilon_3, R) &= \left( J_1 \sin^2 \theta + J_3 \cos^2 \theta \right) \varphi + \left( J_3 \cos \theta \right) \psi = M_z = \text{constant}, \\
\frac{1}{2} \left( J_\alpha \cdot \alpha \right) + \kappa \cos \theta &= \frac{1}{2} J_1 (\dot{\varphi}^2 \sin^2 \theta + \dot{\theta}^2) + \frac{1}{2} J_3 (\dot{\varphi} \cos \theta + \dot{\psi})^2 + \kappa \cos \theta = E = \text{constant}, \\
(\alpha \varepsilon_3, R) &= \left( J_3 \cos \theta \right) \varphi + J_3 \dot{\psi} = M_3 = \text{constant}.
\end{align*}
\] (A.8)

Here $M_z$ is the 3rd component of the objective angular momentum, $M_3$ is the 3rd component of the relative angular momentum, $E$ is the sum of the kinetic energy and the potential energy of the top. Those constants can be calculated from the initial conditions.
From the 1st and the 3rd identity in (A.8) we solve
\[
\begin{bmatrix}
\dot{\phi} \\
\dot{\psi}
\end{bmatrix} = \frac{1}{J_1 J_3 \sin^2 \theta} \begin{bmatrix}
J_3 & -J_3 \cos \theta \\
-J_3 \cos \theta & J_1 \sin^2 \theta + J_3 \cos^2 \theta
\end{bmatrix} \begin{bmatrix}
M_z \\
M_3
\end{bmatrix} .
\] (A.9)

It follows
\[
\dot{\phi} = \frac{M_z - M_3 \cos \theta}{J_1 \sin^2 \theta} , \quad \dot{\psi} = \frac{M_3}{J_3} - \dot{\phi} \cos \theta .
\] (A.10)

After substitution of this result in the 2nd identity of (A.8), we are left with a 1st-order ordinary differential equation for \( t \mapsto \theta(t) \) which resembles the mathematical description of ‘a particle in a 1-dimensional potential well’,
\[
\frac{d\theta}{dt} = \pm \sqrt{2 \left[ E - \frac{M_z^2}{2 J_3} - \left\{ \frac{(M_z - M_3 \cos \theta)^2}{2 J_1 \sin^2 \theta} + \kappa \cos \theta \right\} \right]} .
\] (A.11)

After separation this leads to an elliptic integral. The nutation angle \( t \mapsto \theta(t) \) is a periodic function. Next, by means of (A.10) the functions \( t \mapsto \varphi(t) \) and \( t \mapsto \psi(t) \) can be found by integration. For further qualitative considerations and lots of beautiful worked out examples I refer to [LL] Chapter VI. Note however that the ‘theoretical’ considerations in that chapter VI are, as in many physics books, more ritual than logical and therefore difficult to follow by mathematicians.

That chapter in that famous book is the raison d’être for section 1 and this Appendix.
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