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Abstract
Random graphs have the property that they are very predictable. Even by exploring a small part reliable observations are possible regarding their structure and size. An unfortunate observation is that standard models for random graphs, such as the Erdős-Rényi model, do not reflect the structure of the graphs that we find in behavioural modelling. In this paper we propose an alternative model, which we show to be a better reflection of ‘real’ state spaces. We show how we can use this structure to predict the size of state spaces, and we show that in this model software bugs are much easier to find than in the more standard random graph models. Not only gives this theoretical evidence that testing might be more effective than thought by some, but it also gives means to quantify the amount of residual errors based on a limited number of test runs.

1 Introduction
Modelling the behaviour of systems is gaining popularity. An unpleasant side effect is that the transition systems of models of realistic systems easily become forbiddingly large. We ran into such an example while modelling an UART (universal asynchronous receiver/transmitter) for a company called NXP. Using highway search [4], a parallel simulation technique far more efficient than random simulation in finding problematic situations, we did not find a suspected error. The question that we needed to answer was how large the probability was that the error really did not occur. A typical derived question that immediately jumps to mind is to estimate the size of the state space.

In order to answer such questions, one can resort to random graphs [2]. The Erdős-Rényi model is a commonly used model. It has a set $S$ of $N$ states (nodes, vertices) and a set of transitions $\rightarrow$. There are two highly similar variants, one where each conceivable edge is present with some probability $p$, and one where $M$ transitions are chosen out of the $N^2$ possibilities. It is easy to see that the expected number of
transitions is $pN^2/2$ in the former case where it is exactly $M$ in the latter. Thus $M = pN^2/2$ should yield similar results.

Erdős-Rényi random graphs are a little counterintuitive if it comes to modelling behavioural transition systems. Behavioural transition systems have an initial state and this initial state has outgoing transitions to states that in general also have outgoing transitions. In the Erdős-Rényi random graph the initial state may not have outgoing transitions (actually with a fairly high probability $e^{-\lambda}$ where $\lambda$ is the fan-out, i.e., the expected number of transitions leaving a state). Therefore, we choose a slightly different model, where each state has a fixed number $\lambda$ of outgoing transitions each of which goes to randomly selected states of the transition system. All choices are made independently of each other.

Given this model of a random transition system we estimate the size of a transition system by a random walk through the graph. By random simulation we provide evidence that these estimates are very good. However, by applying this technique to realistic models (e.g., Firewire P1394 protocol [7]) it becomes obvious that the structure of these random graphs is not really a reflection of a ‘real state space’.

As an alternative model for the structure of realistic systems, we propose to use the Cartesian product of $P$ parallel random transition systems, reflecting that a realistic system often consists of $P$ more or less independent components. One could not only think of the components as independent parallel processes, but one can also consider the behaviour of subtasks or even variables as potential parallel components.

We develop techniques to estimate the sizes and fanout of the different components. Again, using random simulation we verify that these estimation techniques are correct and precise. More importantly, we estimate the sizes of ‘realistic state spaces’ and find that these are far better than those we obtain using the ‘single threaded’ random model. There are also some disadvantages. In particular, the predictions are less stable and the calculational effort for the estimation is higher.

Our experiments provide evidence that $P$-parallel random transition systems are a good representation of ‘realistic’ state spaces. Of course, more experiments are required to corroborate this, and these experiments may lead to further refinements of the model. But having such a ‘realistic’ random model is really a great asset, because it enables the use of the power of random analysis to substantially increase our insight in the behaviour of real systems.

As an illustration of the potential power of the $P$-parallel model we apply it to the question how effective testing is. In our experience it is remarkably easy to detect a known error by running a random test. According to the single threaded random model this is not possible. The probability of hitting an erroneous state by a random walk is far too small. However, if the error occurs in one of the states of one of the $P$ parallel components, it is far easier to find it. Even stronger, if we know the sizes of the different components, we can come up with fairly small numbers of required test runs to guarantee with a given confidence that realistic systems are error free.

We still have not answered the question of the effectiveness of highway search. But we believe that the insight that $P$-parallel systems reflect real systems quite well, together with the non-trivial mathematics required to employ this insight deserves to be known by a wider audience.
**Related Work.**

As far as we know, there is not much work on the random structure of transition systems representing behaviour. The following is what we are aware of. Estimating the size of a Petri Net’s state space has been investigated in [9]. That work makes explicit use of the structure of a Petri Net and is only applicable when the Petri Net is constructed from a set of supported building blocks.

A more general approach was presented in [12] where, as in our work, a state space is seen as a directed graph. However, the authors do not compute an estimate, but instead only classify state spaces into one of three classes: small models, large models, and models that are too large and hence out of reach. To do this, they propose two techniques: The first is based on a capture-recapture sampling similar to what is presented in this paper in Section 3. However, the analysis does not take the process of sampling into account and simply assumes that two independent samples can be obtained. From these two samples, a computation similar to the Lincoln Index [11], which was originally developed to estimate animal populations, is performed and based on this value a class is assigned to the model. The second technique uses a number of different observations made during a breadth-first exploration of the state space as input to existing classification methods such as classification trees and neural networks.

Inspired by this work, the authors of [3] present a method to compute the estimated state space size. There, the observed measure is the size of the breadth-first frontier that is still to be explored in relation to the number of states that have already been explored. By visual inspection, the authors determine that this curve should be approximated with a quadratic function and use least-squares fitting to compute the parameters and thereby an estimate for the state-space size.

**2 Random State Spaces**

In this section we define the basic notions that we employ. We use directed graphs or transitions systems without labels, as we do no need the labels in our exposition.

A *state space* is seen as a graph $G = (S, \rightarrow)$, with $S$ being an arbitrary set of *states* (nodes, vertices) and $\rightarrow \subseteq S \times S$ being a multi-set of *transitions* (edges). If $(s, s') \in \rightarrow$ holds, we generally denote this by $s \rightarrow s'$. For the edges in the set $\rightarrow$ we assume that every state has a fixed degree of outgoing edges, i.e., there exists a fixed $\lambda \in \mathbb{N}$ such that $|\{s' \mid s \rightarrow s'\}| = \lambda$ for all $s \in S$ (where $\{s' \mid s \rightarrow s'\}$ is a multi-set) and $|E|$ denotes the size of a set $E$. If $s \rightarrow s'$, then $s$ is called the *source* and $s'$ the *target* state of that edge. In a random state space it is assumed that for every such edge, given its source state $s$, every other state $s'$ is equally likely to be the target state. Furthermore, we define $N = |S|$ and $M = |\rightarrow|$ to denote the number of states and transitions, respectively.

A tuple $T = (G, s_0)$ is called a *random transition system*, where $G = (S, \rightarrow)$ is a random state space as described above and $s_0 \in S$ is an arbitrary, randomly chosen *initial state*. For such a random transition system, only the part reachable from the initial state is of interest, i.e., those states $s' \in S$ for which $s_0 \rightarrow^* s'$ holds (where $\rightarrow^*$ denotes the reflexive transitive closure of $\rightarrow$, inductively defined by $s \rightarrow^* s$ and
if \( s \rightarrow s' \) and \( s' \rightarrow^* s'' \), then \( s \rightarrow^* s'' \). Note that the number of reachable states is generally smaller than \( N \).

This paper considers state spaces being the graph product of two or more random transition systems. Since taking the graph product is associative, we only consider the case of two random transition systems, which can then be repeated for more components. Thus, a product transition system \( T_{1 \times 2} = (G, s_0) \) with graph \( G = (S, \rightarrow) \) and initial state \( s_0 \in S \) is assumed to be composed from two random transition systems \( T_1 = (G_1, s_1, 0) \) and \( T_2 = (G_2, s_2, 0) \), with \( G_1 = (S_1, \rightarrow_1) \) and \( G_2 = (S_2, \rightarrow_2) \), such that \( S = S_1 \times S_2, s_0 = (s_{1,0}, s_{2,0}) \), and \((s_1, s_2) \rightarrow (s_1', s_2') \) iff either \( s_1 \rightarrow_1 s_1' \) and \( s_2 = s_2' \), or \( s_1 = s_1' \) and \( s_2 \rightarrow_2 s_2' \).

Note that it is assumed that the states in the product transition system \( T_{1 \times 2} \) are opaque, i.e., from a state \( s = (s_1, s_2) \in S \) the individual components \( s_1 \) and \( s_2 \) of the state cannot be recovered. Note also that we do not consider 'synchronisation', i.e., a transition in the product transition system which consists of the simultaneous occurrence of transitions in the constituent transition systems. Our random approximations of realistic state spaces do not contain such synchronised transitions.

3 Estimation Based On Duplicates

In this section, a technique is described to estimate the size of a single random transition system \( T = (G, s_0) \) with graph \( G = (S, \rightarrow) \). For this purpose, the process of exploring the state space is analysed, where starting from the initial state \( s_0 \) iteratively edges are explored that have their source state in the already explored part of the state space. Thus, a target state of an edge that is being explored can either be a state that has already been explored previously, or it is a state that is new, i.e., has not been seen previously. Note that the method in this section does not rely on a particular state space exploration strategy (e.g., breadth-first or depth-first).

3.1 A stochastic model

We develop a stochastic model where we introduce random variables \( Y_k \), which represent the number of unique states seen after exploring \( k \) transitions. Then, the probability distribution of the state space size after exploring \( m \) transitions is

\[
P[N = n | \bigwedge_{k=0}^{m} Y_k = i_k],
\]

where \( i_k \) is the observed number of unique states seen after exploring \( k \) transitions. Applying Bayes’ law, this probability can be rewritten as follows:

\[
P[N = n | \bigwedge_{k=0}^{m} Y_k = i_k] = \frac{P[N = n \land \bigwedge_{k=0}^{m} Y_k = i_k]}{P[\bigwedge_{k=0}^{m} Y_k = i_k]}
= \frac{\sum_{n=i_m}^{\infty} P[N = n | \bigwedge_{k=0}^{m} Y_k = i_k] P[N = n]}{\sum_{n=i_m}^{\infty} P[N = n | \bigwedge_{k=0}^{m} Y_k = i_k] P[N = n]}
\]

(1)
We introduce variables \( q \) yet seen, giving the following equality:

\[
\mathbb{P}(\bigwedge_{k=0}^{m} Y_k = i_k \mid N = n) = \\
\mathbb{P}(Y_m = i_m \mid \bigwedge_{k=0}^{m-1} Y_k = i_k \land N = n) \mathbb{P}(\bigwedge_{k=0}^{m-1} Y_k = i_k \mid N = n)
\]

(2)

Thus, we need to analyse the first factor at the right-hand side of equation (2) further. In case \( m = 0 \), then we find that

\[
\mathbb{P}(\bigwedge_{k=0}^{0} Y_k = i_k \mid N = n) = \begin{cases} 1 & \text{if } i_0 = 1 \\ 0 & \text{otherwise} \end{cases}
\]

since only the initial state is seen in the beginning.

For \( m > 0 \), we make a case distinction based on whether the target state of the newly explored edge has been seen before or not. In case \( i_m = i_{m-1} \), i.e., the target state has already been seen before, then one of the \( i_{m-1} \) already seen states has been chosen:

\[
\mathbb{P}(Y_m = i_m \mid \bigwedge_{k=0}^{m-1} Y_k = i_k \land N = n) = \frac{i_{m-1}}{n} = \frac{i_m}{n}
\]

(3)

Otherwise, if the target state of the newly explored edge has not been seen before, then \( i_m = i_{m-1} + 1 \) holds and we have chosen one of the \( n - i_{m-1} \) states we have not yet seen, giving the following equality:

\[
\mathbb{P}(Y_m = i_m \mid \bigwedge_{k=0}^{m-1} Y_k = i_k \land N = n) = \frac{n - i_{m-1}}{n} = \frac{n - i_m + 1}{n}
\]

(4)

Next, we solve the recurrence in equation (2) using equations (3) and (4). To do so, we introduce variables \( q_j^{(m)} \) for \( 1 \leq j \leq i_m \) to represent the multiplicity of number \( j \) in the sequence \( i_0, i_1, \ldots, i_m \) of length \( m + 1 \). For example, in the sequence 1, 1, 2, 3, 3, 4 it holds that \( q_1^{(5)} = 2 \), \( q_2^{(5)} = 1 \), \( q_3^{(5)} = 2 \), and \( q_4^{(5)} = 1 \). It should be noted that \( \sum_{j=1}^{i_m} q_j^{(m)} = m + 1 \) always holds. Using these variables, the right hand side of equation (2) becomes

\[
\prod_{j=1}^{m}(n-j+1) \prod_{j=1}^{i_m} q_j^{(m)-1} \frac{1}{m+1}.
\]

(5)

Substituting equation (5) into (1) gives the following result, where remarkably enough the variables \( q_j^{(m)} \) disappear. Apparently, only the information about the number of unique states (the \( i_k \)) and the total number of states explored (which is \( m + 1 \), i.e., the number of target states of explored edges plus the initial state) is required:

\[
\mathbb{P}(N = n \mid \bigwedge_{k=0}^{m} Y_k = i_k) = \frac{\left(\prod_{j=1}^{m}(n-j+1)\right) \mathbb{P}(N = n) / \mu^{m+1}}{\sum_{r=i_m}^{\infty} \left(\prod_{j=1}^{i_m}(r-j+1)\right) \mathbb{P}(N = r) / \mu^{m+1}}
\]

(6)
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Often, an upper bound $\pi$ on the total number of states can be obtained. Furthermore, the maximally observed number of unique states $i_m$ is a lower bound for the total size $N$. Hence, we assume that $N$ is a priori uniformly distributed in the interval $[i_m, \pi]$. In this case, equation (6) reduces to

$$\mathbb{P}[N = n \mid \bigwedge_{k=0}^{m} Y_k = i_k] = \frac{\left( \prod_{j=1}^{i_m} (n - j + 1) \right) / n^{m+1}}{\sum_{r=i_m}^{\pi} \left( \prod_{j=1}^{r} (r - j + 1) \right) / r^{m+1}}$$

which gives the following expected size of the state space:

$$\mathbb{E}[N \mid \bigwedge_{k=0}^{m} Y_k = i_k] = \frac{\sum_{n=i_m}^{\pi} n \left( \prod_{j=1}^{i_m} (n - j + 1) \right) / n^{m+1}}{\sum_{r=i_m}^{\pi} \left( \prod_{j=1}^{r} (r - j + 1) \right) / r^{m+1}}$$

### 3.2 Simulation experiments

We want to establish the effectiveness of the estimation procedure by predicting the sizes of a randomly generated state spaces and comparing the results with the actual sizes used to generate them.
For the experiments with the estimation procedure presented in the previous section, we explored the example graphs in a breadth-first fashion, as this is the commonly used strategy of many model checking tools, an example being the tool LPS2LTS contained in the mCRL2 toolset [5]. When used in verbose mode, the tool will output the currently explored number of states and transitions, which therefore allows to apply equation (8) to estimate the total size of the state space.

We present here the results on a random transition system with 10,000 states, each with 2 outgoing transitions. After randomly designating an initial state, 8,011 states were reachable. To compute the estimates, we used $m = 1,000,000$ as upper bound on the size of the state space.

The estimation results are shown in figure 1. The $x$-axis shows the number of unique states seen at a certain point, i.e., the maximal $i_m$ used in that computation. On the $y$-axis, the result of evaluating equation (8) is depicted. The values of the maximal $i_m$ were increased in steps of 10 and two adjacent points were connected by a straight line segment. It can be observed that the estimation yields results close to the actual value of 10,000 after having observed a few hundred unique states. After that, it slightly overshoots, but always stays below 11,500 estimated states. From this we conclude that our estimates are quite accurate.

### 3.3 Application to the firewire protocol

We use a description of a real time bus access in the firewire or P1394 protocol provided in [7] to observe what happens when we predict the number of states for a realistic protocol assuming that it is randomly generated. The protocol consists of two protocol entities that alternatingly obtain access to a data bus resolving contention conflicts on the way.

The typical values for $i_m$ and $m$ are given in table 1. The estimate for the expected number of states $N$ and the number of reachable states $N_{\text{reachable}}$ are also provided. The actual number of reachable states is 188569 and there are 340608 transitions. This leads to an average fan-out of 1.8.

In table 1 we observe that the estimates for $N_{\text{reachable}}$ while traversing the state space structurally underestimate the actual number of states and they only approach the actual number of states when all states have been traversed. This is quite different from what we observe in figure 1. But this pattern is very similar to what we see in other state spaces representing real systems. From this we conclude that our random model does not represent real systems sufficiently well.

### 3.4 Application to a product graph

The previous example clearly shows that we need an alternative random model to resemble the structure of real systems. Therefore, we looked into Cartesian products of random transition systems. If we estimate the size of a product graph constructed from two random transition systems as if it were a single random transition system then we obtain very similar results as for the model of the firewire protocol.

We report here one experiment, typical for all those that we carried out. It consists of the product of two random transition systems. The first transition system has...
Table 1: Estimates for the number of states of the firewire protocol. The actual number of reachable states is 188569. The estimates for $N$ under the assumption that the state space has a random structure are not very accurate.

<table>
<thead>
<tr>
<th>$i_m$</th>
<th>11489</th>
<th>21717</th>
<th>51704</th>
<th>102265</th>
<th>150728</th>
<th>188569</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>13889</td>
<td>26669</td>
<td>79388</td>
<td>175029</td>
<td>273051</td>
<td>340608</td>
</tr>
<tr>
<td>$N$</td>
<td>35435</td>
<td>62637</td>
<td>85455</td>
<td>146869</td>
<td>204586</td>
<td>256631</td>
</tr>
<tr>
<td>$N_{\text{reachable}}$</td>
<td>25954</td>
<td>45878</td>
<td>62591</td>
<td>107572</td>
<td>149846</td>
<td>187965</td>
</tr>
</tbody>
</table>

100 states and a fan-out of 2, whereas the second transition system has 200 states and a fan-out of 3. In the product of the two, 14,586 of the total 20,000 states are reachable. The results when viewing the product of the two random transition systems as a single random transition system are shown in figure 2, where again the upper bound on the state space size was chosen as 1,000,000.

In the figure, it can be seen that the estimates are always below the real value (except for the first estimate, see the dashed line close to the y-axis), and increase rather linearly. Also, the estimates are only slightly above the number of unique states already seen, so the estimate expects that almost all of the state space has been considered.

The reason why this happens is that in the product graph states are seen more than once (i.e., the difference between the number of explored transitions $m$ and the number of states seen $i_m$) due to the commuting transitions of the two transition systems, i.e., it does not matter when first doing a step in the first component and then in the second or vice versa, the reached state is always the same. The estimation procedure is sent astray by this behaviour, as it expects duplicates to occur this often only at the end, when almost all of the state space has been explored. This is also demonstrated by the curve for the number of explored transitions $m$, shown in figure 2, which outgrows the number of seen states (i.e., the diagonal for $m$ in that figure) very early.

The important observation is that the predictions for the size of the firewire protocol and the product graph are very similar. This leads to the assumption that the transition graphs of real systems are far better represented by products of random transition systems. In the next section, we work out a way to estimate the size of product graphs.

## 4 Estimation of the Sizes of Product Transition Systems

Here we assume that we are dealing with a transition system that is the product of two transition systems. Since we assume that in a product transition system the identity of a component state cannot be recovered, there is no way to obtain the original graphs. If we were able to recover the constituent graphs, we could have applied the technique of section 3 to the components and easily derive a prediction for the size of the whole transition system.

Our estimation technique is completely different from that of section 3. We require that the exploration of a state space is performed in a breadth-first fashion, i.e., first all states at a certain distance from the initial state are considered, before dealing with
those at higher distances. This allows to consider layers of a transition system \( T = (G, s_0) \) with \( G = (S, \rightarrow) \). We define the layer \( \partial B_T(j) \) at some distance \( j \in \mathbb{N} \) by

\[
\partial B_T(j) = \{ s \in S \mid s_0 \rightarrow^j s \land \forall k < j : s \notin \partial B_T(k) \}
\]

where \( s_0 \rightarrow^j s \) means that state \( s \) is reachable from state \( s_0 \) in exactly \( j \) steps. We also call \( \partial B_T(j) \) the boundary ball on intrinsic distance \( j \). Note that by the above definition, every state \( s \) reachable from the initial state \( s_0 \) is contained in exactly one layer, namely that with the minimal distance \( j \).

The set of those states that have been seen up to some distance \( j \in \mathbb{N} \) is defined as \( B_T(j) = \bigcup_{i=0}^{j} \partial B_T(i) \) and is called the ball of radius \( j \). To obtain the layer \( \partial B_T(j) \), only states from the layer \( \partial B_T(j - 1) \) have to be considered, since otherwise, if there was an edge from a state \( s \in \partial B_T(j - k) \) with \( k > 1 \) to a state \( s' \in \partial B_T(j) \), then this would imply \( s' \in \partial B_T(j - k + 1) \), which would contradict \( s' \in \partial B_T(j) \).

4.1 Estimating the size of a single component

We first concern ourselves with the estimation of the size of a single random transition system based on balls and layers. In section 4.2 we use this result to estimate the sizes of the transition systems in parallel products of transition systems. Breadth-first

Figure 2: Estimates using equation (8) for a product transition system of 100 × 200 states with fan-outs of 2 and 3, respectively. On the y-axis, the estimated size is shown at the left. The number of explored transitions \( m \) and a diagonal are shown at the right.
generation of a state space explores edges having their source state in the current layer and adds the target states to the current ball. Thus, to obtain a layer at distance \( j + 1 \), a total of \( \lambda|\partial B_T(j)| \) edges are explored. This observation is used in the following lemma, which gives a recursive formula for the number of edge-explorations performed to construct the ball with radius \( j + 1 \).

**Lemma 4.1.** To obtain \( B_T(j + 1) \), a total of \( \lambda|B_T(j)| \) edges are explored.

**Proof.** We perform induction on \( j \). If \( j = 0 \), then only the initial state is contained, i.e., \( B_T(j) = \{s_0\} \). Thus, \( \lambda \) successors of the initial state are explored in the first layer, giving a total of \( \lambda|B_T(0)| = \lambda \cdot 1 = \lambda \) edges explored to obtain \( B_T(1) \). Otherwise, if \( j > 0 \), then we use the observation that \( B_T(j + 1) = B_T(j) \cup \partial B_T(j + 1) \). Hence, first a number of edges is explored to obtain \( B_T(j) \), which by the induction hypothesis is \( \lambda|B_T(j - 1)| \). To obtain the layer \( \partial B_T(j + 1) \), it was already observed above that \( \lambda|\partial B_T(j)| \) edges are explored. Thus, the total number of edges explored is \( \lambda|B_T(j - 1)| + \lambda|\partial B_T(j)| = \lambda|B_T(j)| \). \( \square \)

We are interested in the expected size of the reachable state space, which is the same as the size of the ball with maximal radius. Thus, the expected size of the balls should be investigated.

**Definition 4.2.** We define \( G(j) = \mathbb{E}[|B_T(j)|] \) to be the expected size of the breadth-first graph with states at a distance \( \leq j \) from the initial state and \( R(j) = \mathbb{E}[|\partial B_T(j)|] = G(j) - G(j - 1) \), where \( G(-1) = 0 \).

We use the convention that the subscript of \( B_T \) carries over to \( G \) and \( R \). For example, we write \( G_{1 \times 2}(j) \) for \( \mathbb{E}[|B_{T_{1 \times 2}}(j)|] \).

To analyse the function \( G(j) \), we introduce random variables \( X_i \) that denote the size of the partial state space after exploring \( i \) edges. Let \( n_i \) for \( i = 1, 2, \ldots \) denote the number of unique states observed after exploring \( i \) edges. Thus, \( n_0 = 1 \) and for \( n_{i + 1} \) we have either \( n_{i+1} = n_i \) in case the target state of the additionally explored edge was already in the explored part of the state space, or \( n_{i+1} = n_i + 1 \) if the target state of the edge is new. Since the target state of an edge is picked uniformly at random, the probability of the first case (\( n_{i+1} = n_i \)) to occur is

\[
\mathbb{P}(X_{i+1} = n_{i+1} | \bigwedge_{l=0}^{i} X_l = n_l) = \frac{n_i}{N} = \frac{n_{i+1}}{N},
\]

which amounts to the probability to pick one of the \( n_i = n_{i+1} \) states that were already explored from the total \( N \) states. In the second case, where \( n_{i+1} = n_i + 1 \), the probability is

\[
\mathbb{P}(X_{i+1} = n_{i+1} | \bigwedge_{l=0}^{i} X_l = n_l) = 1 - \frac{n_i}{N} = \frac{N - n_{i+1} + 1}{N},
\]

where a state is picked that is not among the \( n_i = n_{i+1} - 1 \) already explored states.
The expected value of these random variables can be computed as

\[
E[X_{i+1}] = \sum_{k=0}^{\infty} k \mathbb{P}(X_{i+1} = k)
\]

\[
= \sum_{k=0}^{\infty} k \frac{k}{N} \mathbb{P}(X_i = k) + \sum_{k=0}^{\infty} k \frac{N - k + 1}{N} \mathbb{P}(X_i = k - 1)
\]

\[
= \sum_{k=0}^{\infty} k \left(1 - \frac{1}{N}\right) \mathbb{P}(X_i = k) + \sum_{k=0}^{\infty} \mathbb{P}(X_i = k)
\]

\[
= \sum_{k=0}^{\infty} k \left(1 - \frac{1}{N}\right) \mathbb{P}(X_i = k) + 1
\]

\[
= \frac{N - 1}{N} E[X_i] + 1. \quad (10)
\]

In equation (9) we used the above observations that either an already explored state is reached or a new state was explored. Solving the recurrence equation (10), using the boundary condition that \(E[X_0] = 1\), gives a closed formula:

\[
E[X_i] = N \left(1 - \left(\frac{N - 1}{N}\right)^{1+i}\right). \quad (11)
\]

This equation can also be used to predict \(N\) in table 1 with almost equal estimates for \(N\).

Another use of equation (11) is to derive the number of reachable states \(s\). All reachable states have been explored if there are no other states that have been visited. Then there are \(\lambda s\) visits, as for each explored state each outgoing transition is investigated. So, equation (11) becomes

\[
s = N \left(1 - \left(\frac{N - 1}{N}\right)^{1+\lambda s}\right). \quad (12)
\]

From this \(s\) can easily be solved, although care is required as there is also a small negative solution for \(s\).

Equation (11) and lemma 4.1 can also be used to derive the following recursive formula for the function \(G(j)\), i.e., the expected size of the ball with radius \(j\) for a random transition system, where \(N\) and \(\lambda\) denote the total size and the fan-out of each state, respectively:

\[
G(j + 1) = E[X_{i|B_T(j)}] = N \left(1 - \left(\frac{N - 1}{N}\right)^{1+\lambda G(j)}\right). \quad (13)
\]

Equation (13) gives a means to compute the size \(N\) given two consecutive balls, given that we can easily estimate \(\lambda\) as the average fan-out in each state. With more balls available, \(N\) can be estimated using the least square method.
4.2 Product Graph Size Estimation

As the estimates of the size of the state spaces are way off if we assume that they are homogenous random state spaces, we are interested in viewing a state space as the product of two random state spaces. We assume that the two components cannot be distinguished in the product graph and therefore we need to formulate a relation between the observable ball and layer sizes of the product graph and the component sizes. For this purpose, we note that due to the definition of the graph product, which only performs a transition in one of the components, a state in the layer of depth \( j \) can be reached by either only performing \( j \) steps in the first component, or \( j - 1 \) steps in the first component and one step in the second component, etc. Furthermore, steps from different components are independent of each other, i.e., if \((s_1, s_2) \rightarrow_1 (s'_1, s'_2) \rightarrow_2 (s_1, s_2)\), then also \((s_1, s_2) \rightarrow_1 (s'_1, s'_2) \rightarrow_2 (s_1, s_2)\), where \( \rightarrow_i \) is a step done by component \( i \). Hence, we can re-order the steps such that first all steps in the first component are performed, and then all steps in the second component. Thus, in the product graph, the following equation holds:

\[
|\partial B_{T_1 \times T_2}(j)| = \sum_{k=0}^{j} |\partial B_{T_1}(k)| \cdot |\partial B_{T_2}(j-k)|. 
\] (14)

From equation (14) for the expected value \( R_{1 \times 2}(j) \) of the product graph we derive:

\[
R_{1 \times 2}(j) = \sum_{k=0}^{j} R_1(k) \cdot R_2(j-k). 
\] (15)

In the following, the expected sizes of the component layers, \( R_1 \) and \( R_2 \), are considered in more detail. Let \( i \in \{1, 2\} \) and recall that \( R_i(j+1) = G_i(j+1) - G_i(j) \). Using equation (13), we can also obtain a recursive formula for the component layer sizes:

\[
R_i(j+1) = G_i(j+1) - G_i(j) \\
= N_i \left[ \left( \frac{N_i - 1}{N_i} \right)^{1+\lambda_i G_i(j-1)} - \left( \frac{N_i - 1}{N_i} \right)^{1+\lambda_i G_i(j)} \right] \\
= N_i \left( \frac{N_i - 1}{N_i} \right)^{1+\lambda_i G_i(j-1)} \left[ 1 - \left( \frac{N_i - 1}{N_i} \right) \lambda_i (G_i(j) - G_i(j-1)) \right] \\
= (N_i - G_i(j)) \left[ 1 - \left( \frac{N_i - 1}{N_i} \right) \lambda_i R_i(j) \right] \\
= \left( N_i - \sum_{k=0}^{j} R_i(k) \right) \left[ 1 - \left( \frac{N_i - 1}{N_i} \right) \lambda_i R_i(j) \right] 
\] (16)

Substituting equation (16) into equation (15) for \( R_1 \) and \( R_2 \) yields an equation for the observable layer sizes of the product graph, in which the values of \( N_1, N_2, \lambda_1, \) and \( \lambda_2 \) are unknown. Note however that the combined fan-out \( \lambda_1 + \lambda_2 \) can be observed.
in the product graph, since this is the fan-out of each state in that graph. Therefore, one of the fan-out values can be eliminated, for example by replacing $\lambda_2$ with $\lambda - \lambda_1$, where $\lambda = \lambda_1 + \lambda_2$ is the observed constant fan-out in the product graph. By observing the sizes of three layers, three equations can be obtained from which the values of $N_1$, $N_2$ and $\lambda$ can be solved, which is enough to provide the desired estimates. As before, if more layers are available, the parameters can be estimated using the least square method.

It should be noted that the above can easily be extended to more than two components. For example, in case of a product graph consisting of three random transition systems, equation (14) becomes:

$$|\partial B_{T_1 \times T_2 \times T_3}(j)| = \sum_{k=0}^{j} \sum_{l=0}^{j-k} |\partial B_{T_1}(k)| \cdot |\partial B_{T_2}(l)| \cdot |\partial B_{T_3}(j-k-l)|. \quad (17)$$

### 4.3 Simulation experiments

The presented approximation technique, combining equations (15) and (16), was implemented in the Mathematica [10] and evaluated on a number of randomly generated state spaces to see whether the approximation technique would result in decent estimates.

As a first example, the product graph of section 3.2 is considered. In the first component, the total number of states is $N_1 = 100$ and the fan-out of each state is $\lambda_1 = 2$, while in the second component a total of $N_2 = 200$ states exist, each having a fan-out of $\lambda_2 = 3$. So, $\lambda = 5$ and $N = 20,000$. The ball and layer sizes of the two component graphs are shown in table 2 and the ball and layer sizes of their product are shown in table 3. It should be noted that not all states in the component graphs are reachable from the initial state, therefore the maximal ball size is smaller than the total number of states.

In the experiments, the sizes of the layers in the columns labeled $|\partial B_{T_1 \times T_2}(j)|$ in table 3 were used to solve three successive layer equations built according to equations (15) and (16) for the unknowns $N_1$, $N_2$, $N$ and $\lambda_1$. These results are shown in table 4. There, in each of the columns 2 through 9 the solution for the layer distances shown in the first row of that column are shown in rows 2 through 4. Solutions for the state space sizes $N_1$ and $N_2$ were limited to be in the range $[1.1, 100, 000]$ and solutions
| Depth | $|\partial B_{T_1 \times T_2}(j)|$ | $|B_{T_1 \times T_2}(j)|$ | Depth | $|\partial B_{T_1 \times T_2}(j)|$ | $|B_{T_1 \times T_2}(j)|$ |
|-------|-------------------------------|-------------------------------|-------|-------------------------------|-------------------------------|
| 0     | 1                             | 1                             | 9     | 2,308                         | 6,385                         |
| 1     | 5                             | 6                             | 10    | 2,619                         | 9,004                         |
| 2     | 18                            | 24                            | 11    | 2,384                         | 11,388                        |
| 3     | 57                            | 81                            | 12    | 1,696                         | 13,084                        |
| 4     | 156                           | 237                           | 13    | 910                           | 13,994                        |
| 5     | 346                           | 583                           | 14    | 384                           | 14,378                        |
| 6     | 660                           | 1,243                         | 15    | 143                           | 14,521                        |
| 7     | 1,118                         | 2,361                         | 16    | 53                            | 14,574                        |
| 8     | 1,716                         | 4,077                         | 17    | 12                            | 14,586                        |

Table 3: Layer and ball sizes for the product graph of the two example graphs presented in table 2.

<table>
<thead>
<tr>
<th>Depths</th>
<th>1–3</th>
<th>2–4</th>
<th>3–5</th>
<th>4–6</th>
<th>5–7</th>
<th>6–8</th>
<th>7–9</th>
<th>8–10</th>
<th>9–11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>100,000</td>
<td>44.6</td>
<td>42.3</td>
<td>195.9</td>
<td>99.9</td>
<td>112.5</td>
<td>114.5</td>
<td>123.2</td>
<td>563.92</td>
</tr>
<tr>
<td>$N_2$</td>
<td>95.8</td>
<td>268.4</td>
<td>271.1</td>
<td>174.1</td>
<td>192.1</td>
<td>195.3</td>
<td>174.5</td>
<td>158.4</td>
<td>32.0</td>
</tr>
<tr>
<td>$N$</td>
<td>9,580,000</td>
<td>11,971</td>
<td>11,468</td>
<td>34,106</td>
<td>19,191</td>
<td>21,971</td>
<td>19,980</td>
<td>19,515</td>
<td>18,045</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>2.42</td>
<td>1.95</td>
<td>1.94</td>
<td>1.99</td>
<td>2.12</td>
<td>2.04</td>
<td>2.14</td>
<td>2.18</td>
<td>2.38</td>
</tr>
</tbody>
</table>

Table 4: Results for solving for $N_1$, $N_2$, $N$, and $\lambda_1$ in the product graph shown in table 3.

for the fan-out $\lambda_1$ were limited to the range $[0.0, \lambda/2]$ as we can assume that $\lambda_1 \leq \lambda_2$ by symmetry. In the second column, it can be seen that one of the boundaries was reached, for this reason the column is shown in italics since Mathematica [10] stopped here.

For the remaining cases, the solutions are rather close to the actual values. Especially in the region of depths 5–9 the results are very good, but they degrade after that when depth 10 is reached. A reason for this seems to be that the predicted layer sizes and the actually observed ones start to differ by larger amounts from this distance on, as can be seen in figure 3 which compares these two values. The figure shows that in the example product graph, the layer at distance 10 is larger than predicted, and that the layers thereafter decrease faster in size than the prediction.

In the second experiment, we added another component to the product graph shown in table 3, i.e., we now considered a state space constructed from three random transition systems. This added component has a total of $N_3 = 400$ states and a fan-out of $\lambda_3 = 4$. The layer and ball sizes of this added component are shown in table 5, while the combined layer and ball sizes of the product of these three components are shown in table 6.

In the product graph, it can be observed that the combined fan-out is $\lambda = 9$. Hence, one of the fan-out values can be derived from the others. We opted to set $\lambda_3 = \lambda - \lambda_1 - \lambda_2$, therefore the combination of three instances of equation (16) (one for each component) and a two-fold application of equation (15) contains the five
unknowns $N_1$, $N_2$, $N_3$, $\lambda_1$, and $\lambda_2$. When solving for these values using the tool Mathematica [10], where the solutions for $N_1$, $N_2$, and $N_3$ were restricted to the range $[1.1, 1 \times 10^7]$ and the solutions for $\lambda_1$ and $\lambda_2$ were restricted to the ranges $[0, \lambda/3]$ and $[0, \lambda/2]$, respectively, we obtained the results shown in table 7. For the combination of depths 10–14 Mathematica reached the lower boundary of the range allowed for $N_3$. Since it stops there, the results for this particular combination are shown in italics. In case of the combinations between depth 5 and depth 13 one can observe that the results are rather close to the real values. It should be remarked that for the combination of depths 8–12, the values are swapped, i.e., the solution found has assigned the different sizes differently to the individual components. The solutions obtained for the remaining combinations are further away from the real values.

A comparison between the layer sizes measured in this product of two random state spaces and the predicted layer sizes when setting the parameters $N_1$, $N_2$, $N_3$, $\lambda_1$, $\lambda_2$, and $\lambda_3$ to their actual values is shown in figure 4. Also in this case, the actual layer

![Figure 3: Comparison of observed layer sizes and predicted layer sizes for the product graph of table 3.](image)

<table>
<thead>
<tr>
<th>Depth</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\partial B_{T_3}(j)</td>
<td>$</td>
<td>1</td>
<td>4</td>
<td>15</td>
<td>54</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>B_{T_3}(j)</td>
<td>$</td>
<td>1</td>
<td>5</td>
<td>20</td>
<td>74</td>
<td>219</td>
</tr>
</tbody>
</table>

Table 5: Layer and ball sizes for an example random graph, with $N_3 = 400$ and $\lambda_3 = 4$. 


Table 6: Layer and ball sizes for the product graph $T = T_1 \times T_2 \times T_3$ of the two example graphs presented in table 2 and the example graph presented in table 5.

| Depth | $|\partial B_T(j)|$ | $|B_T(j)|$ |
|-------|-----------------|-----------|
| 0     | 1               | 1         |
| 1     | 9               | 10        |
| 2     | 53              | 63        |
| 3     | 258             | 321       |
| 4     | 1,069           | 1,390     |
| 5     | 3,670           | 5,060     |
| 6     | 10,837          | 15,897    |
| 7     | 28,429          | 44,326    |
| 8     | 66,293          | 110,619   |
| 9     | 136,319         | 246,938   |
| 10    | 248,942         | 495,880   |
| 11    | 409,052         | 904,932   |
| 12    | 606,971         | 1,511,903 |
| 13    |                 | 803,438   |
| 14    |                 | 925,793   |
| 15    |                 | 903,053   |
| 16    |                 | 726,676   |
| 17    |                 | 473,520   |
| 18    |                 | 248,477   |
| 19    |                 | 108,447   |
| 20    |                 | 41,827    |
| 21    |                 | 14,311    |
| 22    |                 | 3,530     |
| 23    |                 | 459       |
| 24    |                 | 36        |

Sizes are larger than the predicted ones on the upward slope of the peak, as the figure shows. Therefore, the predicted layers are larger on the falling slope. Additionally, the figure shows that the actually observed layer sizes reach their maximum at depth 14, whereas the estimation reaches its maximum at depth 15. Still, we can conclude that the estimates are fairly close to the actual values.

4.4 Experiments with state spaces of realistic systems

We are interested in whether the estimates using product state spaces give a better prediction for the sizes of state spaces that we encounter in practice. In figures 5, 6 and 7 the results are provided for the firewire protocol [7], the concurrent alternating bit protocol and the one place sliding window protocol [8]. On the $x$-axis the index of each layer is indicated. On the $y$-axis the estimated number of reachable states is depicted. Note that we use a logarithmic scale. The red squares denote the estimates assuming that the state space is a single random state space. The blue circles indicate the estimated number of states assuming that the state space consists of two random parallel systems. The numbers are calculated using the least square method using Matlab [1]. Using Mathematica, we were not able to obtain these results. To prevent the individual sizes of the components to become very different, we added a penalty $(N_1 - N_2)^2 10^{-6}$. The used scripts can be found in appendix A. The knowledge of the fan-out $\lambda$ is not used. So, for the blue circles variables $\lambda_1$, $\lambda_2$ and $N_1$ and $N_2$ are estimated. Using these the size of the reachable state space is calculated and put in the figure.

It is obvious that the red boxes structurally underestimate the size of the reachable state space, where the blue circles do remarkably well. The figures in table 1 are different from those in figure 5 because they regard the size of the state space versus the size of the reachable state space. Furthermore, they have been obtained using different estimation methods. Still, they both suffer from the problem of structural underestimation.
Table 7: Results for solving for $N_1$, $N_2$, $N_3$, $N$, $\lambda_1$, and $\lambda_2$ in the product graph shown in table 6.

The observation that the obtained blue estimates are doing quite well supports the claim that ‘real systems’ behave as parallel non communicating state spaces. That the results contain variations is to be expected. If we look at 3D visualisations of the state space of the firewire protocol, then the two peaks at layer sizes 30 and 63 match very neatly with the disks in this 3D visualisation [6]. It is probably more remarkable that the red boxes are hardly influenced by these two peaks in layer sizes.

5 Estimating the presence of residual bugs

In this section we show that it matters very much if the system has a product graph structure if it comes to the effectiveness of testing for software bugs.

It is virtually impossible to test that there are no buggy states in a large random state space. However, if the state space consists of several parallel components, and the errors stem from those individual components, then testing for freedom of bugs is quite feasible.

We calculate how long a successful random walk through the state space must be to conclude with error $\alpha$ that there are no buggy states in the system. For this purpose we introduce two stochastic variables, namely $M$ which represents the number of states in a walk without encountering a bug, and $K$ which is the number of states with a bug. We assume that $K$ is uniformly distributed where there are between 0 and $n^p$ bugs. This upper bound on the number of bugs has little influence on the length of the random walk satisfying small $\alpha$. So, we could as well assume that we know that there is a small upper bound on the number of states with bugs, without altering the results.

We compare a single random state space $G$ of size $n^p$ with the product of $p$ state spaces $G_1, \ldots, G_p$, each of size $n$. We first calculate the probability that although there
Figure 4: Comparison of observed layer sizes and predicted layer sizes for the product graph of table 6.

are states with bugs in the system, a random walk of size \( m \) does not encounter an error state in \( G \). We want this probability to be smaller than \( \alpha \) such that if we conclude that the system is free of bugs on the basis of a random walk of certain size, the probability that this is incorrect is smaller than \( \alpha \). Our estimation assumes that each time we visit a state its outgoing transitions go to random other states, possibly different than in a previous visit. Strictly spoken this is not correct as the outgoing transitions of a state are static, and when we revisit a state in a random traversal, the probability that the outgoing state is also already visited is higher than in our estimation. Taking the already visited states into account is a known difficult problem, and our slightly simplified model is already very useful to show heuristically the effect of the graph structure on testing. We compute
Figure 5: Estimates of the reachable state space of the firewire protocol

Figure 6: Estimates of the reachable state space of CABP
Figure 7: Estimates of the reachable state space of the one place sliding window protocol

Figure 8: The probability of incorrectly declaring a system error free in $G$ at the left and $G_1, \ldots, G_p$ at the right for $p = 3$ and $n = 10$. 
\[ \mathbb{P}[K > 0 | M = m] = \frac{\sum_{k=1}^{n^p} \mathbb{P}[M = m | K = k] \mathbb{P}[K = k]}{\sum_{k=0}^{n^p} \mathbb{P}[M = m | K = k] \mathbb{P}[K = k]} \]

At (18) we used that we assume that errors are uniformly distributed. So, \( \mathbb{P}[K = 0] \) equals \( \mathbb{P}[K = k] \).

For the Cartesian product graph of \( G_1 \) to \( G_p \) we come to the following estimation where we assume that graph \( G_i \) has \( K_i \) error states, uniformly distributed from 0 to \( n \). We write \( \mathbb{P}(c, x, y) \) for \( x \) if \( c \) holds, otherwise, it is \( y \).

\[ \mathbb{P}[(\sum_{i=1}^{p} K_i) > 0 | M = m] = \frac{\sum_{k_1=0}^{n} \cdots \sum_{k_p=0}^{n} \mathbb{P}(M = m | \bigwedge_{i=1}^{p} K_i = k_i) \mathbb{P}(\bigwedge_{i=1}^{p} K_i = k_i)}{\sum_{k_1=0}^{n} \sum_{k_2=0}^{n} \cdots \sum_{k_p=0}^{n} \mathbb{P}(M = m | \bigwedge_{i=1}^{p} K_i = k_i) \mathbb{P}(\bigwedge_{i=1}^{p} K_i = k_i)} \]

To obtain the third expression in the derivation above, we observe that a step that does not reach a state with a bug, does not hit such a state in any of the components. A component \( i \) has probability \( (n - k_i)/n \) to avoid a state with a bug. Assuming that with equal probability each component can do a step, the probability to avoid a state with a bug is \( \sum_{i=1}^{p} (n - k_i)/n \). So, the probability to avoid \( m \) times a buggy states is \( (1 - \sum_{i=1}^{p} (n - k_i)/n)^m \).

In figure 8 the estimates are depicted for a system with 1000 states versus three systems with 10 states. The difference is quite obvious. In the monolithic system a test run far longer than the number of states must be traversed to decide the system error free with \( \alpha = 0.05 \). With the parallel system a test run of far less than 200 steps is more than sufficient.

Notably, the number of required test runs only increases with the number of states per component. So, for four or more components with each 10 states test runs of
approximately 200 are also enough to obtain a certainty of 95% on the freedom of errors, whereas with the monolithic system test runs must have a length of over millions of steps to obtain the same effect.

6 Conclusions and Future Work

We first concluded that a standard random state space is not a good model for state spaces occurring in practice. As an alternative we proposed to use a number of parallel state spaces as a model of realistic state spaces. From experiments on the estimation of the sizes of state spaces we conclude that our model is much better.

As the state spaces from real applications are non random, it is hard to come to a definitive conclusion that our model is good. Real state spaces have typical features, like a long sequential initialisation phase, after which behaviour becomes parallel. It is impossible to capture such behaviour exactly. But still, a decent random approximation of realistic state spaces may help to shed light on phenomena that are not really understood well, and even come up with decent bounds on for instance the number of residual bugs in a system.

Obtaining the numerical estimates in this paper was far from trivial. Initially, we used Mathematica and later Matlab to obtain the results. When estimating the sizes of parallel state spaces, we assumed that they consisted of two components. It is interesting to redo the experiments with more components, and it is also challenging to estimate the number of parallel components, i.e., the index of parallelism, of a given realistic system, based on experimental data.

When testing software, experience is that some bugs are impossible to find, while many others pop up immediately. Applying the new model to bug detection explains that testing is an effective technique when bugs stem from single components, and we can calculate the number of required random tests to guarantee the absence of certain types of bugs with a given uncertainty. If a bug occurs when \(n\) components are all in specific states, it might be hard to locate. It appears that therefore, it makes sense to divide bugs in classes. A class I bug stems from one component, and is relatively easy to detect. A class \(n\) bug is the result of \(n\) parallel components being in a specific state. Such bugs are harder to find for increasing \(n\).

We present some evidence that our model is a better approximation of real systems than more standard monolithic random graphs. The interesting question is whether our proposed model is adequate to study typical phenomena in the behaviour of computerised systems, or that other types of random models are even more adequate. The only way to know this is through further investigation.
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A Matlab scripts and input data

This appendix contains a few Matlab scripts that have been run on Matlab version R2013a to obtain the numbers in figures 5, 6 and 7. The function $P_{\text{single}}$ estimates the size of a state space assuming that it is monolithic random. It gets a layer list which contains the measured sizes of the layers. At the end of this appendix the used layer sizes are provided. The value lambda is an initial value of the estimate of the fan out, and it has no bearing on the actual value of the estimated fan out. The variables from and to indicate which measured layer sizes must be used to estimate the size of the state space.

```matlab
function \[y\] = P_single(layer_size_list,lambda,from,to)
options=optimset('MaxFunEvals',100000,'MaxIter',10000);
starting_point=[\[100,lambda\];
[x,\text{val},exitflag,\text{output}]=fminsearch(@(x)
    kwad_sum(layer_size_list,x(1),x(2),from,to),
    starting_point,options);
x(1) % Number of estimated states of the component.
x(2) % Estimated lambda
no_states=fzero(@(s)s-x(1)*(1-((x(1)-1)/x(1))^(1+x(2)*s)),x(1));
y=no_states; % Total number of reachable states.
end

function \[y\] = kwad_sum(l,Nm,lambda,from,to)
sum=0;
for i=from:to
    sum=sum+(Prod(i-1,Nm,lambda)-l(i))^2;
end
y=sum;
end

function \[y\] = Prod(j,Nm,lambda)
global Rcache;
global Scache;
Rcache(2,j+1)=0;
Scache(2,j+1)=0;
sum=0;
fill_cache(1,j+1,Nm,lambda);
for k=0:j
    v1=Rcache(1,k+1);
    sum=sum+v1;
end
y=sum;
end

function fill_cache(n,j,Nm,lambda)
global Rcache;
global Scache;
```
for i=1:j+1
    Rcache(n,i)=R(n,i-1,Nm,lambda);
    Scache(n,i)=S(n,i-1,Nm,lambda);
end
end

function [ y ] = R(n,j,Nm,lambda )
global Rcache;
global Scache;
if (j==0)
    y=1;
else
    y=(Nm-Scache(n,j))*(1-((Nm-1)/Nm)ˆ(lambda*Rcache(n,j)));
end
end

function [ y ] = S(n,j,Nm,lambda )
global Rcache;
global Scache;
if (j==0)
    y=1;
else
    y=Rcache(n,j+1)+Scache(n,j);
end
end

The function $P$ estimates the size of the state space assuming it consists of two parallel components. The arguments are exactly the same as for $P_{\text{single}}$.

function [y] = P(layer_size_list,lambda,from,to)
options=optimset('MaxFunEvals',10000000,'MaxIter',1000000);
starting_point=[100,100,lambda/2,lambda/2];

[x,fval,exitflag,output]=
    fminsearch(@(x)
        kwad_sum(layer_size_list,x(1),x(2),x(3),x(4),from,to),
        starting_point,options);
states_first_component=x(1) % Number of states of component 1.
states_second_component=x(2) % Number of states of component 2.
lambda1=x(3) % Estimated lambda1
lambda2=x(4) % Estimated lambda2
no_states=x(1)*x(2); % Total number of states
    % including those that are not reachable.
no_states1=fzero(@(s)max(s,0)-x(1)*(1-((x(1)-1)/x(1))^\(1+x(3)*max(s,0))\),1+real(x(1)/10));
no_states2=fzero(@(s)max(0,s)-x(2)*(1-((x(2)-1)/x(2))^\(1+x(4)*max(s,0))\),1+real(x(2)/10));
total_number_of_reachable_states=no_states1*no_states2;
function [y] = kwad_sum(l,Nm1,Nm2,lambda1,lambda2,from,to)
% The following is added to let Nm1 and Nm2 not differ too much.
sum=1e-6*(Nm1-Nm2)ˆ2;
for i=from:to
    sum=sum+(Prod(i-1,Nm1,Nm2,lambda1,lambda2)-l(i))ˆ2;
end
y=sum;
end

function [y] = Prod(j,Nm1,Nm2,lambda1,lambda2)
global Rcache;
global Scache;
Rcache(2,j+1)=0;
Scache(2,j+1)=0;
sum=0;
fill_cache(1,j+1,Nm1,lambda1);
fill_cache(2,j+1,Nm2,lambda2);
for k=0:j
    v1=Rcache(1,k+1);
    v2=Rcache(2,j-k+1);
    sum=sum+v1*v2;
end
y=sum;
end

function fill_cache(n,j,Nm,lambda)
global Rcache;
global Scache;
for i=1:j+1
    Rcache(n,i)=real(R(n,i-1,Nm,lambda));
    Scache(n,i)=real(S(n,i-1,Nm,lambda));
end
end

function [ y ] = R(n,j,Nm,lambda )
global Rcache;
global Scache;
if (j==0)
    y=1;
else
    y=(Nm-Scache(n,j))*(1-((Nm-1)/Nm)^lambda*Rcache(n,j));
end
end

function [ y ] = S(n,j,Nm,lambda )
global Rcache;
global Scache;

if (j==0)
y=1;
else
    y=Rcache(n,j+1)+Scache(n,j);
end
end

The used layer sizes are

layerlist_firewire=[1, 24, 168, 312, 312, 600, 312, 312, 312, 312, 312, 312, 312, 348, 816, 1280, 1664, 1672, 1796, 2184, 2776, 2424, 2844, 3292, 3432, 2802, 3085, 6709, 5840, 4827, 6230, 4866, 2107, 1545, 1794, 846, 546, 553, 636, 624, 620, 572, 688, 2090, 2233, 2621, 3193, 3893, 3284, 2640, 3088, 2736, 3156, 3604, 3744, 3114, 3409, 7189, 6464, 5435, 6338, 5130, 2371, 1665, 1806, 1458, 1146, 865, 952, 987, 935, 586, 2176, 2101, 2003, 1892, 1781, 2485, 1776, 600, 312, 312, 312, 312, 312, 312, 324, 480, 624, 624, 624, 624, 624, 648, 936, 912, 624, 624, 624, 588, 300, 1752, 288, 288, 288]

layerlist_cabp=[1, 3, 6, 10, 10, 14, 16, 24, 30, 24, 17, 15, 23, 33, 28, 22, 16, 24, 30, 24, 16, 12, 17, 23, 18, 8]

layerlist_sliding=layerlist=[1, 6, 15, 38, 87, 122, 198, 308, 397, 508, 732, 1148, 1760, 2372, 3100, 3976, 4336, 4172, 4166, 4612, 5298, 5956, 6238, 6656, 7173, 6190, 4049, 2534, 2083, 1894, 1254, 468, 73]

As an example, the predicted reachable state space size for firewire, after having observed 30 layers assuming that it consists out of 2 parallel components, can be obtained by

\[ P(\text{layerlist\_firewire},3,1,30) \]

And the same prediction, assuming that it is one monolithic state space is obtained by

\[ P\_\text{single}(\text{layerlist\_firewire},3,1,30) \]
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