Photoluminescence quenching in films of conjugated polymers by electrochemical doping
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An important loss mechanism in organic electroluminescent devices is exciton quenching by polarons. Gradual electrochemical doping of various conjugated polymer films enabled the determination of the doping density dependence of photoluminescence quenching. Electrochemical doping was achieved by contacting the film with a solid electrochemical gate and an injecting contact. A sharp reduction in photoluminescence was observed for doping densities between $10^{18}$ and $10^{19}$ cm$^{-3}$. The doping density dependence is quantitatively modeled by exciton diffusion in a homogeneous density of polarons followed by either Förster resonance energy transfer or charge transfer. Both mechanisms need to be considered to describe polaron-induced exciton quenching. Thus, to reduce exciton-polaron quenching in organic optoelectronic devices, both mechanisms must be prevented by reducing the exciton diffusion, the spectral overlap, the doping density, or a combination thereof.
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I. INTRODUCTION

Optimization of the external quantum efficiency (EQE) for charge to emitted photon conversion is presently one of the major challenges in improving organic light-emitting devices. At high luminance levels, the efficiency typically rolls off due to exciton quenching [1]. Excitons are electron-hole pairs with a luminescent lifetime dependent on the type of semiconductor and spin state that can be either a singlet or triplet. They are either formed by the absorption of a photon or by the meeting of injected electrons and holes. Excitons can be quenched in the presence of sufficiently large electric fields [2], by other excitons [3], or by polarons [4]. Which of these is dominant depends on the device and the emitter used.

Exciton quenching by polarons typically occurs in devices in which high carrier densities are present close to the region where excitons are formed. Devices with such high carrier densities are light-emitting electrochemical cells (LEC) [5], light-emitting field effect transistors (LEFET) [6], or organic electrochemical light-emitting transistors (OECT) [7]. In organic light-emitting diodes (OLED), exciton-polaron quenching becomes significant at high brightness, necessary for lighting and display applications [1]. Also in organic photovoltaic cells (OPV), exciton quenching is found to be an important loss process [4]. To address this loss process efficiently, it is necessary that the underlying mechanism is known. In literature, attention is mainly given to resonance energy transfer as the main loss mechanism [4,8–10]. This, however, does not exclude other competing loss processes like charge transfer (CT) [10,11].

Here, we present an experimental study of quenching of optically induced excitons by polarons introduced by controlled electrochemical doping [12,13]. The doping density was determined by the integration of the current and confirmed by bleaching of the light-emitting polymer. By this method, the doping dependence of exciton quenching was determined for several prototypical conjugated polymers. The doping dependence was then analytically described by two alternative processes: (1) exciton diffusion followed by Förster resonance energy transfer (FRET) to the polaron associated with the dopant or (2) exciton diffusion followed by CT between the polaron and the exciton. As both models successfully fit the data, both processes can account for the observed exciton-polaron quenching. Doping densities at which quenching occurs range between $10^{18}$ and $10^{19}$ cm$^{-3}$, setting an upper limit for the doping, or charge density at or near the recombination zone in organic optoelectronic devices.

II. EXPERIMENT

The devices in this study consist of a bilayer of a conjugated polymer and an electrolyte sandwiched between an indium tin oxide (ITO) and a Au electrode. A schematic of the device is shown in Fig. 1(a). The conjugated polymers are either (i) phenyl-substituted poly(p-phenylene vinylene) copolymer (SY-PPV, Merck, catalog number PDY-132), commonly termed “Super Yellow”, (ii) poly[2-methoxy-5-(3′,7′-dimethoxyloxy)-1,4-phenylenevinylene] (MDMO-PPV, $M_w > 1 \times 10^6$ g mol$^{-1}$, American Dye Source), or (iii) poly(3-hexylthiophene) (P3HT, > 98% head to tail, $M_w = 54 \times 10^0$–75 000 g mol$^{-1}$, Plextronics, purchased from Aldrich). The PPV variants and P3HT were deposited by first dissolving them in chloroform or chlorobenzene, respectively, to obtain 10 mg ml$^{-1}$ solutions, followed by spin coating to yield ∼100 nm films on top of cleaned ITO substrates. The electrolyte is a mixture of poly(ethylene oxide) (PEO, $M_w = 5 \times 10^5$ g mol$^{-1}$, Aldrich) and potassium trifluoromethanesulfonate (KCF$_3$SO$_3$, 98%, Aldrich) at a weight ratio of 5:1. The electrolyte was drop coated from acetone on top of the polymer film, which was placed on a hot plate at $T = 45^\circ$C. The thickness of the solid electrolyte droplet was 2–3 μm. Gold electrodes were subsequently thermally deposited in a deposition chamber in a glove box under a vacuum of ∼$10^{-6}$ mbar. The thickness of the gold layer was 100 nm. Alternatively, to enable absorption measurements by transmission, a 30 nm
A semitransparent gold electrode was used. The active area of the device, defined by a shadow mask, was 0.161 cm$^2$. All device manufacturing was done under a nitrogen atmosphere.

Current-voltage characteristics were measured by a Keithley 2400 SourceMeter. For the detection of photoluminescence (PL) during electrochemical doping, an Edinburgh time-resolved fluorescence spectrometer FLS920 was used. For these measurements, the device was put in a closed nitrogen-filled box with a glass window. For the detection of the absorption during electrochemical doping, a Shimadzu UV-1601PC UV/visible scanning spectrophotometer was used. For these measurements the device was put in a closed nitrogen-filled box with two windows to allow for measurements in transmission. Absorption measurements were also performed by measurement of the reflection. In this case, a device with a 100 nm gold top electrode was used.

III. EXPERIMENTAL RESULTS

To investigate the polaron density dependence of luminescence quenching in conjugated polymers, a solid-state electrochemical cell was fabricated as described above. A schematic of the device layout is shown in Fig. 1(a). The device contains a 100 nm film of conjugated polymer. On the bottom side, this film is contacted by a transparent ITO electrode to allow for electronic charge carrier injection. The top side of the film is electrochemically gated to allow ionic charge carrier injection. Dependent on the sign of the applied bias voltage, the cell was electrochemically n- or p-type doped. Schematic illustrations of both types of doping are drawn in Figs. 1(b) and 1(c). This doping can be viewed as electrostatic stabilization of injected electronic charges in the conjugated polymer by injected anions or cations. Note, in this context, the strong similarity to the dynamic doping process occurring in LECs [14,15].

To determine the doping density dependence of the exciton quenching in the conjugated polymer films, two experiments were performed simultaneously: (i) the change in the PL of the illuminated film was measured, and (ii) the polymer film was gradually, electrochemically doped. To confirm that doping of the conjugated polymer indeed took place, the optical absorption was monitored in an additional experiment.

Prior to the experiment, PL excitation and emission spectra were determined for the different polymer films (Fig. 2). The wavelengths at which the spectra show a peak were used as the excitation and emission wavelength during the transient quenching experiment. To compensate for the background emission, an ITO-electrolyte-Au device was prepared and characterized at the same emission and excitation wavelengths. During the doping experiments that are explained below, the normalized change in PL was determined as well. In Fig. 3, it is indicated by the solid line. As the doping progresses in time, the PL is found to decrease.

Regarding the doping experiments, a stepwise increasing bias voltage was applied to the contacts as shown by the dotted line in Fig. 3. Each bias level was maintained for approximately 300 s to allow doping to saturate. A typical trace of the current passing through the cell is indicated on a logarithmic scale by the dotted line in Fig. 3. After each bias voltage step, the current is observed to quickly increase, followed by a slow decrease towards a constant value. This constant value is attributed to leakage and cannot be related to ongoing electrochemical doping: ions are blocked by the ITO electrode, and electronic carriers are blocked by the electrolyte, so the electronic current should ultimately vanish when maintaining a constant bias.

FIG. 1. (Color online) (a) Schematic device layout for electrochemical doping of light-emitting polymers (LEP). The same schematic after p- and n-type electrochemical doping is shown in (b) and (c), respectively. Red, green, white, and black dots represent anions, cations, holes, and electrons, respectively.

FIG. 2. (Color online) Photoluminescence-excitation and PL-emission spectra of Super Yellow PPV, MDMO-PPV, and P3HT. For the PL excitation measurements, a detection wavelength of 550 nm was used. For the PL emission measurements, an excitation wavelength of 440 nm was used.
voltage. This interpretation is substantiated by the stabilization of the PL quenching signal (solid line) after each voltage step on the same timescale as on which the current stabilizes. The fact that the PL signal does not completely stabilize indicates either a slow redistribution of doping or ongoing, slow injection of ions into the semiconductor. Leakage currents may be related to Au diffused into the electrolyte, forming conducting pathways. However, for example, in Ref. [16], we have observed a penetration of (more reactive) Cs into a soft polymer layer by only \( \sim 15 \) nm. The much lower reactivity of Au may, however, increase the penetration depth. By subtracting the leakage current from the overall current at each bias voltage, the doping current is determined. Integration of this current with respect to time then gives the amount of doping put into the 100 nm film. By dividing by the volume of the film, the doping density is obtained. As the leakage current can only be estimated, an error in the doping density arises which may approximately be a factor 2, as deduced from repetitive measurements (see Fig. S1 in the Supplemental Material [17]).

During doping of the conjugated polymer, the same amount of oppositely charged ions is transported towards the electrolyte-electrode interface and must be electrostatically compensated. We assume an electric double layer (EDL) formation of 1 nm at a completely flat interface would give rise to a voltage drop of \( \sim 1 \) V when we account for the electrode area being \( \sim 3 \) times larger than the semiconductor. This value is not unreasonable given that the maximum applied bias voltage of 3 V is larger than expected to be needed to fully dope the organic semiconductor. Other factors contributing to the absence of large voltage drops at the electrolyte-electrode interface may be related to a large irregular surface area induced by diffusion of Au into the electrolyte during deposition [16] and diffusion of ions through the Au electrode during the experiment, as reported before by Matyba et al. [14].

Combination of the results in Fig. 3 allowed characterization of the doping density dependence of the PL quenching process. This was done similarly for n- and p-type doping of SY-PPV as well as for p-type doping of MDMO-PPV and P3HT. The results are shown in Fig. 4. The vertical error bars are related to the PL signal not being stable yet. In each case a relatively strong decrease in PL emission occurs at doping densities between \( 10^{18} \) and \( 10^{19} \) cm\(^{-3} \), which corresponds to doping levels of approximately 0.1% and 1.0% when assuming a density of states of \( 10^{21} \) cm\(^{-3} \) [18]. The doping density is determined by integrating the current after correction for the leakage current. The magnitude of the leakage current is, however, uncertain. Therefore, the doping density was also calculated without accounting for the leakage current. The relative contribution of leakage and doping current (as shown in Fig. S1(b) in the Supplemental Material [17]) shows that the doping and leakage current increase roughly in parallel. This limits the relative error in the extracted doping concentration, which is the important quantity in the present discussion. To quantify the effects of the leakage current, we added corresponding error margins in Fig. 4. The indicated upper limit is given by the absolute maximum of possible doping density in case we correct for no or an underestimated (for P3HT) leakage current. The data point itself is based on the (over)estimated leakage current and forms, therefore, a lower limit. A reference measurement on a cell without organic semiconductor is included in Fig. S2 in the Supplemental Material [17]. Neither indications of side reactions were observed in the measured current nor any change in color. More importantly, the currents found here are approximately an order of magnitude below the currents observed in the full device, i.e. with the semiconductor present, indicating that the latter is dominated by doping and not by leakage, in line with our arguments above. In more detail (see Fig. S2 in the Supplemental Material [17]), we calculated the associated charge densities by integration of the leakage currents. The integrated carrier density in the devices with organic semiconductor is at least larger by an order of magnitude than without the semiconductor, demonstrating that the extracted doping densities are maximally overestimated by 10%.

For accurate determination of the doping density, a homogeneous doping distribution is required. The incomplete stabilization of the PL signal observed in Fig. 3 suggests that doping redistributes. Likely, ions are injected in the filamentary or otherwise inhomogeneous manner, causing strong quenching in those regions. However, the corresponding density gradients are unstable, and a redistribution of ions will
follow, lowering the maximum concentrations and reducing the quenching, provided the resulting overall doping level is sufficiently low. The tendency of ions to redistribute is related to drift and diffusion, both in favor of a homogeneous distribution. Another indirect indication that the doping is relatively homogeneous is the abrupt reduction of PL versus doping density as shown in Fig. 4 for SY-PPV. Inhomogeneity, i.e. the formation of doped and undoped domains, would correspond to a more gradual reduction of the PL signal. The absence of substantial inhomogeneity is finally substantiated by optical inspection of the device darkening during doping, which was found to be homogeneous within the experimental resolution of \( \sim 100 \mu m \).

Comparison between p- and n-type doping in SY-PPV demonstrates that p-type doping quenches at lower carrier densities. This is in line with observations in planar LECs. In such cells, both types of doping are present simultaneously. The n-type doped regions of PPV are typically observed to quench less than the p-type doping regions [15]. Here, we show that this behavior can at least partially be explained by stronger PL quenching by p-type doping. A comparison between P3HT and MDMO-PPV shows only small differences in shape and critical doping density of PL quenching by p-type doping. N-type doping in MDMO-PPV and P3HT occurred at relatively large bias voltages at which electrochemical reactions with the electrolyte distort the measurements. Therefore, these measurements were not included. The functional shape of the quenching curve of P3HT and MDMO-PPV seems to be different from that of SY-PPV. We return to this at the end of the Discussion section.

Next to the effect of PL quenching induced by doping, the absorption spectrum of the dopants was also measured in SY-PPV. The change in absorbance by doping of SY-PPV is plotted in Figs. 5(a) and 5(b) for p- and n-type doping, respectively. The negative differential absorbance at \( \lambda = 460 \text{ nm} \) is at the same position as the absorption spectrum of SY-PPV (dotted orange line in Fig. 2). The effect is, therefore, related to bleaching: doping fills the density of states, reducing the number of sites available for the formation of excitons [12]. This bleaching is an important observation as it indicates filling of the density of states of the light-emitting polymer. The enhanced transmission due to ground state bleaching of \( \Delta T/T \approx 2.1 \) [see Fig. 5(a); the trace where a bleaching peak at \( \lambda = 460 \text{ nm} \) is observed of \( A = -0.5 \), where \( \Delta T/T = 10^{-4} - 1 \) was measured at an electrically determined charge density between 5 \( \times 10^{20} \) and 3 \( \times 10^{21} \) cm\(^{-3} \). To estimate whether these values are reasonable, we made a comparison with values obtained in Refs. [19,20], where a relative enhancement in transmission by \( 6 \times 10^{-4} \) was observed at a (photoexcited) charge density of 1 \( \times 10^{18} \) cm\(^{-3} \). Making the reasonable assumption that bleaching is linear in density, densities of 5 \( \times 10^{20} \) and 3 \( \times 10^{21} \) cm\(^{-3} \) would then lead to \( \Delta T/T \) between 0.3 and 1.8, respectively. This value is in more than reasonable agreement with the \( \Delta T/T \approx 2.1 \) we measure, especially since we ignore differences, for example, in site density between the materials. This confirms that electrochemical doping of the conjugated polymer indeed takes place and that the calculated doping density by the integration of the current is reliable.

To determine whether the PL quenching in Fig. 4 originates from the reduced optical density as observed in Fig. 5, the relative absorbance and the normalized PL are plotted in the same graph in the insets in Figs. 5(a) and 5(b). For both p- and n-type doping of SY-PPV, bleaching sets in clearly after the majority of PL has already been quenched. Hence, PL quenching and absorption bleaching are independent processes in this respect. At larger wavelengths, in Figs. 5(a) and 5(b), absorption bands appear for both n- and p-type doping. These bands sit partially at the same wavelength as the PL spectrum of SY-PPV (solid orange line in Fig. 2) and are attributed to polaron absorption [12].

IV. DISCUSSION

To interpret the results shown in Fig. 4, first the effect of applying a bias voltage to the device [see Fig. 1(a)] needs to be

FIG. 5. (Color online) Absorbance of (a) p- and (b) n-type doping in SY-PPV at different doping levels. The absorbance by doping is determined by subtracting the absorbance at any bias voltage by the absorbance of the unbiased cell: \( A_{\text{doping}} = A(V_{\text{bias}}) - A(V_{\text{bias}} = 0) \). A semitransparent Au top electrode was used with a thickness of 30 nm. The blue arrows indicate the change in absorbance for larger doping densities, starting at zero doping. The insets show the normalized PL (gray dashed) and the absorbance (black solid) by doping as a function of applied bias.
understood. Initially, the PEO is filled with ions, whereas the PPV is empty. The difference in chemical potential of the ions in both layers is expected to be strongly in favor of the PEO film due to its chemical structure. This difference forms an ion injection barrier which impedes ion injection into the PPV film. This difference across the PEO-PPV interface is, however, opposed by (i) a difference in ion densities resulting in a diffusion current and (ii) a difference in electrostatic potential due to the bias voltage applied to the contacts. Increasing the applied bias voltage results in an increased ion density at the interface, enlarging both the potential drop and the density gradient at the interface. This, in turn, drives ions into the semiconductor. In the experiment, the bias voltage is increased stepwise and ion injection is observed at sufficiently large voltages. $K^+$ or $T^{-}$ injection in SY-PPV are observed to start at $|V_{bias}| \approx 1.6$ V and 1.2 V for n- and p-type doping, respectively, see insets in Figs. 5(a) and 5(b).

The exciton quenching process in Fig. 4 is the result of an interaction between a polaron, stabilized by an ionic dopant, and an exciton. No significant external electric field, which could also contribute to exciton quenching, is expected within the SY-PPV layer: the boundary conditions induced by the electrode and the electrolyte result in a homogeneous pile-up of ionic and electronic carriers in the SY-PPV film. Once injected, the exciton does not leave the film through the other contact. This means that, ultimately, the net electronic and ionic current must be zero. The net current is determined by drift and diffusion, which should thus cancel or both be equal to zero. As the doping mechanism leads to electronic and ionic carriers having the same density profile, diffusion is in the same direction for both types of carriers. Drift, however, is in opposite directions for both types of carriers due to the oppositeness of the particles’ charge. Hence, to obtain a zero net electronic and ionic current, the drift and diffusion components of the ionic dopants and the polarons must both be zero. The zero diffusion current implies that constant concentrations for electronic and ionic carriers are present. These qualitative arguments are confirmed by numerical drift-diffusion simulations shown in Fig. S3 in the Supplemental Material [17].

Regarding exciton quenching by polarons, two alternative processes shall be considered: FRET and CT. Other alternatives like multipolar interactions [21] were not considered. Diffusion of the exciton through the film prior to quenching must, however, be accounted for. Polaron diffusion was found to be negligible compared to exciton diffusion, as will be justified below in Sec. IV C. In Fig. 6(a), schematic representation is given of both models. In the next two paragraphs, these models are discussed in detail and will be related to our experimental findings.

A. Förster resonance energy transfer

Resonance energy transfer is an energy transfer between a donor and an acceptor [22]. In our case, the acceptor is an electron- or hole-polaron that is excited to a higher state, as illustrated in Fig. 6(a). Since the donor loses its excitation by to the acceptor by the coupling of transition dipoles, it is a nonradiative loss process. Spectral overlap, however, is required between the emission spectrum of the donor and the excitation spectrum of the acceptor to make the process efficient. The spectra in, respectively, Figs. 2 and 5 show that this is indeed the case in SY-PPV for exciton emission and polaron excitation. In the next subsections, two possible scenarios for FRET are explained.

1. Single pair of fixed dipoles

The most basic description of FRET is between a donor and an acceptor that are two dipoles, fixed in their relative orientation and position. The transfer rate constant derived by

![Diagram of Förster resonance energy transfer and charge transfer mechanisms (FRET and CT)](image-url)
Förster is expressed as

\[ k_T = \frac{1}{\tau_D^6} \left[ \frac{R_0}{r} \right]^6, \tag{1} \]

where \( \tau_D^6 \) is the lifetime of the donor in absence of energy transfer, \( r \) is the distance between donor and acceptor, and \( R_0 \) is the critical distance at which the probability of transfer and decay of the donor is equal. The Förster radius \( R_0 \) can be determined experimentally and is expressed as

\[ R_0^6 = \frac{9000 (10 \ln 10) \kappa^2 \Phi_D^6}{128 \pi^5 N_A n^4} \int_0^\infty I_D(\lambda) \varepsilon_A(\lambda) \lambda^4 d\lambda, \tag{2} \]

where \( \kappa^2 \) is the orientational factor, \( \Phi_D^6 \) is the fluorescence quantum yield of the donor without transfer, \( n \) is the average refractive index of the medium, \( I_D(\lambda) \) is the normalized fluorescence spectrum of the donor, and \( \varepsilon_A(\lambda) \) is the molar absorption coefficient of the acceptor.

In our case, this description of FRET does not apply as the formed exciton is likely to be mobile and is excited in a film filled with multiple acceptors. Therefore, exciton diffusion and multiple acceptors need to be taken into account for a correct description.

2. Exciton diffusion with multiple acceptors

The exciton quenching process can be described by diffusion with a sink term \( k(r) = a/r^6 \) with the correct distance dependence between the donor and acceptor \( r \) [22,23]. The donor and acceptor are approximated as point dipoles, i.e.,

\[ \Phi_D = \int_0^\infty \left[ \exp \left( -\frac{1}{\tau_D^6} t - 4 \pi R_{\text{eff}} DC_A t - 2 \cdot 4 \sqrt{\pi} D_R^2 C_A \sqrt{t} \right) \right] dt. \tag{7} \]

To fit Eq. (7) to the experimental data, the following values were taken from literature: \( k_{\text{decay}} = 1/\tau_D^6 = 1.54 \text{ ns}^{-1} \) found in SY-PPV and \( D = 3 \cdot 10^{-10} \text{ cm}^2 \text{ s}^{-1} \) found in the related NRS-PPV [26,27]. These fits are shown in Fig. 7(a) (blue solid lines) for different values of \( R_0 \) ranging from 1 to 4 nm. The dashed red lines indicate similar fits with the only difference that \( D = 0 \text{ cm}^2 \text{ s}^{-1} \) to illustrate the effect of resonant energy transfer quenching of immobile excitons excited in a semiconductor that is homogeneously filled with polarons. As expected, diffusion significantly enhances the likelihood of quenching. As quenching occurs at distances (∼2.5 nm) larger than the size of an exciton delocalized over several monomer subunits (∼1 nm), the point dipole approximation gives a reasonable estimation of the polaron-induced exciton quenching with an error margin of 1 nm.

B. Charge transfer

To derive an expression of the fluorescence quantum yield of the donor as a function of the doping density, the following simple model was used. An exciton diffuses stepwise through the semiconductor. After each step, the exciton has a probability to decay radiatively \( P_{\text{decay}} \) or a probability \( P_{\text{quench}} \) to arrive next to a polaron, which results in quenching of the exciton when the polaron recombines with the charge of opposite polarity in the exciton, as illustrated in Figs. 6(b) and 6(d). Here, we assume that polarons and excitons can only occupy one site and that quenching always takes place when the exciton is next to a polaron as CT is a relatively fast process [24]. By comparison of these probabilities, the probability of exciton quenching can be determined as a function of doping density.

The exciton quenching probability after one diffusion step can be related to the ratio of doped site density \( n_{\text{doping}} \) and the density of states \( n_{\text{DOS}} \):

\[ P_{\text{quench}} = A \frac{n_{\text{doping}}}{n_{\text{DOS}}}, \tag{8} \]

where \( A \) is the average number of new neighboring sites that can quench the exciton. The value of \( A \) depends on the coordination of the excitons and polarons. In the first instance, a one-dimensional system is assumed for the polymer system. To determine the quenching probability as a function of doping density, \( n_{\text{DOS}} = 6 \cdot 10^{28} \text{ m}^{-3} \) and \( A = 2 \) were taken [18].
Assuming physical contact between exciton and charge is needed for quenching, $n_{\text{DOS}}^{-1}$ equals the mean volume of a site—we assume excitons and polarons sit on sites of equal volume. Clearly, this is a gross simplification as some tunneling is likely to be relevant to quenching, implying the presence of a spatial gap and thus a reduced site volume. Here, $n_{\text{DOS}}^{-1}$ is thus a coarse upper limit to the real exciton and polaron volumes. The used value for $n_{\text{DOS}}$, 6·10^26 m^−3, puts an upper limit just above 1 nm^3, consistent with the length scales of a delocalized exciton [25].

The radiative decay rate of a single exciton was set to a fixed rate $k_{\text{rad, decay}}$. For an ensemble of excitons, this gives rise to an exponential radiative decay with a radiative decay rate $k_{\text{rad, decay}}$ when exciton-exciton interactions are ignored. The time of a single diffusion step is set equal to the time needed to overcome the distance of one neighboring site $r = n_{\text{DOS}}^{-1/3}$ by diffusion. The diffusion length $r$ is, in turn, related to the exciton diffusion constant $D$ as $r = \sqrt[3]{2Dt_{\text{step}}}$. The radiative decay probability during this single diffusion step can then be described by

$$P_{\text{rad, decay}} = 1 - \exp \left( - \frac{k_{\text{rad, decay}}}{2D \cdot n_{\text{DOS}}^{2/3}} \right).$$  \hfill (9)

To determine the radiative decay probability, the following values were taken from literature: $k_{\text{rad, decay}} = 1.54$ ns^−1 and $D = 3·10^{-4}$ cm^2 s^−1 [26,27].

Under the assumption that initial and final sites are independent the fluorescence quantum yield can then be determined by

$$\Phi_D^{\text{diffusion}} = \frac{P_{\text{rad, decay}}}{P_{\text{quench}} + P_{\text{rad, decay}}}.$$  \hfill (10)

A fit of this function for the given parameters is shown in Fig. 7(b) by the solid blue lines for $A = 6, 4, 3, 2$ neighbors. The dashed red lines indicate similar fits with the only difference that $D = 0$ cm^2 s^−1 to illustrate the effect of CT quenching of immobile excitons excited in a semiconductor that is homogeneously filled with polarons. An alternative approach to determine the effect of CT on the fluorescence quantum yield is by using Eq. (3) with a sink term $k \sim \exp(-r/b)$ [10,28], which must be solved numerically. An analytical expression can, however, be found when solving Eq. (3) for $k = 0$ and the boundary condition that the probability of exciton quenching equals 1 when the exciton is inside a sphere with radius $R_c$ around the acceptor [22]. In Fig. S5 in the Supplemental Material [17], a fit based on this model is shown for $R_c = \frac{1}{2}n_{\text{DOS}}^{-1/3}$, $k_{\text{rad, decay}} = 1.54$ ns^−1 and $D = 3·10^{-4}$ cm^2 s^−1 [26,27]. The fit is qualitatively similar to the fits based on Eq. (10).

C. Comparison of FRET and CT

Comparison between the fits related to FRET and CT in Fig. 7 shows that there is little qualitative difference in the doping dependence between the two quenching mechanisms. This demonstrates that instead of the actual quenching model, FRET or CT, the homogeneous density of quenchers determines the qualitative doping density dependence of the exciton quenching. In fact it is not at all unlikely that both processes, CT and FRET, take place simultaneously. Given the fact that the doping density dependence is slightly different for both models, the relative contributions of both processes would also be dependent on the doping density. Regarding diffusion, also polaron diffusion may play a role in exciton quenching. This is, however, only the case for high mobility semiconductors like P3HT. The exciton diffusion itself can also be expected to be doping density dependent. An indication for this is discussed below.

The data that is qualitatively fit by both models is that of the p-type doping in MDMO-PPV and P3HT. The shift towards a lower doping density observed for P3HT can be related to the larger exciton diffusion coefficient in P3HT [29]: 1.8·10^{-3} cm^2 s^−1 compared to 3.2·10^{-4} cm^2 s^{-1} in MDMO-PPV [30]. The exciton lifetime in both materials is similar [31,32]. It should be noted that, given the exciton lifetime and the exciton...
diffusion coefficients of P3HT and MDMO-PPV, a relatively small critical radius of \(~1\)–1.5 nm is needed to quantitatively fit FRET in Fig. 7(a). The error in experimentally determined doping density of roughly a factor 2 results in an uncertainty in critical radius of 0.5 nm. By measurement of the absorption spectrum in reflectance of p-type doping in MDMO-PPV (see Fig. S4(a) in the Supplemental Material [17]), \(R_0\) could be calculated from Eq. (2). To this purpose the emission spectrum as shown in Fig. 2 was used. The orientation factor \(\kappa^2\) was taken to be 0.655 [33], and the refractive index \(n\) is estimated to be 2 [34]. Note that \(\kappa^2\) can possibly range between 0 and 4. In case the donor and emitter dipole lie in a plane, \(\kappa^2\) equals 0.655 [22,33]. A fluorescence quantum yield of 8% was taken from Ref. [35]. The resultant Förster radius for p-type doping in MDMO-PPV was found to be approximately 3.0 ± 0.3 nm. This value is larger than the fitted value of ~1.5 nm in Fig. 7(b). However, the factor ~2 difference is well within the margins induced by the uncertainties in the assumed exciton lifetime and diffusion coefficient, in the orientation factor and in the measured doping density.

The data for SY-PPV are, on the other hand, not nicely fit by either of the two models, see Fig. 7: the PL declines steeply at relatively large doping densities. The onset of PL quenching at these large doping densities can only be reconciled with the models when exciton diffusion is excluded [see Figs. 7(a) and 7(b) for \(D = 0\)]. Regarding FRET, a Förster radius \(R_0\) of maximally ~2.5 and ~1.5 nm would then be required for exciton quenching by p- and n-type doping, respectively. To address the consistency of this hypothesis, \(R_0\) was calculated from Eq. (2), using the emission spectrum of SY-PPV in Fig. 2. The molar absorption coefficients of the n- and p-type polarons were determined by either the absorption spectra in Fig. 5 or the absorption spectra measured in reflectance in Fig. S4 in the Supplemental Material [17]. These absorption spectra were taken at known doping densities. The orientation factor \(\kappa^2\) was again taken to be 0.655 [33] and the refractive index \(n\) to be 2 [34]. A fluorescence quantum yield of 17% was taken from Ref. [26]. The resultant critical radii for p- and n-type doping were 2.8 ± 0.6 and 2.3 ± 0.4 nm, respectively. This means that the rather large p-type doping density threshold at which PL in SY-PPV is quenched can indeed be explained by both the FRET and the CT modeling in case exciton diffusion is somehow blocked. For n-type doping, an \(R_0\) value of 2.3 ± 0.4 nm would suggest a stronger quenching by FRET than observed in Fig. 7(a), even when diffusion is excluded. However, the sources of possible errors discussed above for MDMO-PPV can also in this case very well lead to this discrepancy.

The sudden drop in PL intensity beyond the onset of quenching may then be related to an enhancement of the exciton diffusion: in case exciton diffusion in SY-PPV rapidly increases around a p-type doping density of \(2 \times 10^{18}\) cm\(^{-3}\), a rapid transition between the dashed red line and the solid blue line for, as an example, \(R_0 = 2.5\) nm is expected in Fig. 7(a). This would then be in line with the experimentally obtained PL quenching profile for p-type doping in SY-PPV. To substantiate the suggestion of an abrupt increase in exciton diffusion and to provide a possible physical reason, mobility measurements in n- and p-type doped SY-PPV in an electrochemical transistor structure [see Fig. 8(a)] were performed. The results show a threshold for the doping density dependence of the mobility, as plotted in Fig. 8(b). Interestingly, the thresholds for n- and p-type doping in Fig. 8(b) coincide quite well with the densities at which the sudden transitions in Fig. 7 occur. Note that the error in experimentally determined doping density is relatively small at these low doping densities. The coincidence of doping density at which PL quenching is initiated and at which the mobility is enhanced suggests a direct connection between charge mobility and trapping and exciton diffusion [36]. Within the lifetime of the exciton, diffusion by polarons is, however, not significant in SY-PPV. From the mobilities in Fig. 8(b) and the Einstein relation, a diffusion constant \(D\) between \(10^{-10}\) cm\(^2\) s\(^{-1}\) and \(10^{-7}\) cm\(^2\) s\(^{-1}\) can be estimated. These numbers are small compared to the exciton diffusion constant that is in the range of \(10^{-4}\) cm\(^2\) s\(^{-1}\). Nevertheless, the relatively weak quenching in SY-PPV found here (again) confirms the finding that electroluminescence from copolymers is relatively strong compared to their homopolymer counterparts, e.g. MDMO-PPV [37,38].

In principle, the abrupt PL quenching in SY-PPV could also be related to an erroneous determination of the doping density. Lines were added that serve as guides to the eye to visualize the density threshold after which the mobility is observed to increase significantly.
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density. Due to the chemical potential difference at the PEO:LEP interface, an EDL is formed by a small (fraction of the) charging current before actual doping sets in. A difference in chemical potential for the ions in SY-PPV, MDMO-PPV, and P3HT might then result in the different quenching profiles as shown in Fig. 4. A ≈1-nm-thick EDL with a potential drop of 1 V would then correspond to a surface charge density of 3·10^{17} \text{cm}^{-2}. Such a charge density residing in a ≈1 nm sheet at the interface would correspond to a doping concentration in the entire film (≈100 nm) of a factor 100/1 = 100 times lower. Since the biases used in the experiment are in the 0–3 V range, the amount of doping lost to EDL formation of this type is negligible in comparison to the total doping concentration. Hence, the anomalous behavior in SY-PPV compared to MDMO-PPV or P3HT cannot be attributed to a difference in chemical potentials between these materials.

The qualitative behavior of the doping dependence of PL quenching in the experiment and the models (see Fig. 7) confirms on hindsight that the experiment is characterized by homogeneous doping. Successive doping of phase separated regions would lead to a two-step reduction of the PL. In case such an effect is more gradual, then quenching is still expected to be distributed over a larger total injected charge density (horizontal axis of Fig. 7) than in the case of homogeneous doping. The models assume a homogeneous doping density and are able to model the qualitative behavior relatively well (for P3HT and MDMO-PPV). It is in this context important that, for both models, changes in parameter values have little or no effect on the steepness of the slope; hence, an inhomogeneity-induced broadening cannot easily be mapped on (a change in) any of the fitting parameters. A steeper doping density dependence (for SY-PPV) is furthermore not in line with the doping over phase-separated regions as indicated above. Therefore, combined with the discussion in the Experimental Results section, we do see little indication that significant inhomogeneous doping of the conjugated polymer takes place.

The doping densities at which polaron-induced exciton quenching occurs are relevant densities for various types of devices. In efficient polymer LECs, salt densities of \sim 6·10^{19} \text{cm}^{-3} are present in the active layer [39]. In case all salt dissociates into ions, such salt densities lead to highly doped regions that can quench all excitons in case they sit close to the recombination zone. Organic light-emitting diodes operating in the space charge limited regime, on the other hand, generally do not reach the carrier densities found here for exciton quenching. Only when relatively large bias voltages are used to obtain high brightness may the polaron density result in significant exciton quenching [1]. In light-emitting field effect transistors, carrier densities in the range 10^{18}–10^{20} \text{cm}^{-3} pile up near the recombination zone. As a result, exciton-polaron quenching may significantly reduce the efficiency if not prevented by, for example, the introduction of multiple layers to separate carrier transport from carrier recombination [40]. In bulk heterojunction solar cells, polaron densities around 10^{16} \text{cm}^{-3} are typically reached under illumination [41]. Therefore, in these cells, polaron-induced exciton quenching is unlikely to lead to a significant reduction in efficiency.

V. SUMMARY AND CONCLUSION

The effect of polaron-induced exciton quenching in conjugated polymers has been studied in a solid-state polymer film. By controlled electrochemical doping, the polaron density dependence of the exciton quenching could be determined in several polymers. The density was furthermore confirmed by the occurrence of strong bleaching of the optical absorption. The critical doping density at which exciton quenching occurs ranges between 1·10^{18}–2·10^{19} \text{cm}^{-3} including the experimental uncertainty, setting an upper limit for the carrier density near and at the recombination zone of efficient emissive devices. The density dependence itself could be modeled by considering exciton diffusion followed by either CT or FRET in a homogeneous density of polarons. Both FRET and CT qualitatively fit the data. Fitting with parameters obtained from literature resulted in reasonable quantitative fits with PL quenching occurring at similar polaron densities. It shows that, for interpreting experimental data related to polaron-induced exciton quenching, (i) exciton diffusion, (ii) CT, and (iii) resonance energy transfer should be considered. Thus, to reduce exciton quenching in devices which convert electrical current in light, the exciton diffusion, the spectral overlap between the emitting exciton and the absorbing polaron, and/or the polaron density need to be reduced.
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