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A B S T R A C T

We present a framework for the gradual improvement of model-based controllers. The total time of the learning procedure is divided into a number of learning intervals. After a learning interval, the model is refined based on the measured data. This model is used to synthesize the controller that will be applied during the next learning interval. Excitation signals can be injected into the control loop during each of the learning intervals. On the one hand, the introduction of an excitation signal worsens the control performance during the current learning interval since it acts as a disturbance. On the other hand, the informative data generated owing to the excitation signal are used to refine the model using a closed-loop system identification technique. Therefore, the control performance for the next learning interval is expected to improve. In principle, our objective is to maximize the overall control performance taking the effect of the excitation signals explicitly into account. However, this is in general an intractable optimization problem. For this reason, a convex approximation of the original problem is derived using standard relaxations techniques for Experiment Design. The approximated problem can be solved efficiently using common optimization routines. The applicability of the method is demonstrated in a simulation study.
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1. Introduction

It is well known that the performance of a model-based controlled system largely depends on the quality of the model that is used to synthesize the controller. System identification provides tools that can be used to construct models using measured input/output data. Together with the model, most of the identification methods also provide a measure of the model uncertainty.

The relation between the uncertainty of an identified model and the expected control performance has been studied in the field of Identification for Control (Gevers, 2005). An important finding was that often few model features determine the performance of the controller to a large extent. Therefore, the identification experiments have to be designed in such a way that these control-relevant features can be accurately identified (Gevers, 2002). In the earliest contributions, open-loop identification experiments were used for this purpose (Gevers & Ljung, 1986).

During the nineties, closed-loop identification techniques (Van Den Hof & Schrama, 1995) gained an increasing attention in the Identification for Control community. A clear advantage of closed-loop identification is that the normal (closed-loop) operation can continue while the identification data are collected. In this sense, the closed-loop identification procedures are intrinsically less intrusive than the ones based on open-loop data.

The use of closed-loop identification was also supported by the intuition that the control-relevant features of the system are naturally emphasized when the system is operating in a condition which resembles the desired controlled behaviour. In specific cases, it was formally proven that the optimal experimental condition for control-oriented identification are met when the optimal controller (with respect to the same control objective) is present in the loop (Hjalmarsson, Gevers, & De Bruyne, 1996).

Note however that the optimal controller is always unknown. In fact, its determination is the ultimate goal of the user. Therefore, the optimal experimental conditions can only be approached by adopting iterative schemes consisting of repeated closed-loop
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identification and model-based control design steps (De Callafon & Van den Hof, 1997; Schrama, 1992).

An aspect that was not thoroughly investigated in these contributions was the choice of the excitation signals fed to the system during the closed-loop experiments, often simply taken as white noise signals for ease of analysis. However, a careful choice of the excitation signals can be beneficial both to improve the model accuracy and to limit the identification cost (Bombois, Scorletti, Gevers, Van den Hof, & Hildebrand, 2006). On the one hand, a high level of excitation leads to informative data sets which can be used to identify accurate models. On the other hand, the excitation signals also act as disturbances on the controlled system and consequently leads to a (temporary) performance degradation when they are applied. Therefore, there is a trade-off between the performance degradation due to the application of the excitation signals and the improvement that is expected due to the increased model accuracy. In the literature, the excitation is said to have a dual effect on the control performance (Tse & Bar-Shalom, 1973) for this reason.

In this paper, we consider the problem of designing the excitation signals in an iterative identification/control scheme aiming to maximize the overall control performance, while guaranteeing a minimum performance level at all time. In our framework, the total time of the learning procedure is divided into a number of learning intervals. Excitation signals can be injected into the control loop during each of these intervals. After an interval, the measured data are used to refine the model using closed-loop identification. Based on that model, a new controller is designed. The controller is applied during the next learning interval, and so on and so forth for the following ones.

We define the cost $T_k$ of one interval $k$ as the sum of the performance degradation due to the difference between the true system and the identified model (modelling error cost), and the one due to the presence of the excitation signal (excitation cost) during that interval. Following, we determine the excitation signals to be applied in each interval by minimizing the sum $\sum_k T_k$ of the cost over all the intervals, subject to a constraint $T_k \leq \bar{T}_k$ on the cost for each interval. Note that the modelling error cost in one interval depends on the excitation signals applied during all the previous intervals since the model is identified based on the previous data, while the excitation cost depends on the excitation signal applied during the current interval. Thus, we are here taking the dual effect of the excitation signals explicitly into account.

It has to be mentioned that the optimization problem that we would like to solve in order to find these excitation signals is intractable as such. However, using established relaxation techniques and tools developed in the field of Experiment Design (ED), we can derive an approximation of the original optimization problem that is convex and can be solved efficiently.

In fact, the problem of determining excitation signals which guarantee desired properties for the identified model has been extensively studied in the ED field. The classic ED approaches consider only two distinct phases: an identification phase in which the excitation signal is fed to the system and a model is identified, and a control phase in which a controller based on the identified model is applied. The objective is to find compromise between the excitation cost in the identification phase and the modelling error cost in the control phase (Bombois et al., 2006; Gevers & Ljung, 1986).

A limit of the classic approaches is that if the identification phase is too short, it might not be possible to satisfy the performance requirement for the control phase without violating constraints on the excitation in the identification phase. One could circumvent this issue by extending the duration of the identification phase, but this implies that he/she has to wait a longer time before having any improvement in the control performance.

Our approach can be seen as an extension of the classic ED to a situation with several phases (i.e. the learning intervals), and in which the dual effect of the excitation signal is considered altogether for all the learning intervals. As we will show in the numerical example, by considering several learning intervals we can gradually improve the controller and achieve a better overall performance than in a classic two-phase ED framework.

Our approach has also a certain analogy with the actively adaptive learning algorithms discussed in Pronzato, Kulcsár, and Walter (1996), since it takes explicitly into account the dual effect of the excitation. However, the approach in Pronzato et al. (1996) leads to stochastic dynamic optimization problems that can be solved only for very specific model structures and control objectives, while our approach can be applied to almost any LTI model structure and control objective. There are indeed important differences between our approach and the one in Pronzato et al. (1996). First, in Pronzato et al. (1996) the input is optimized for the identification and the control objective altogether, while in our framework the controller takes care of the control objective and the superposed excitation signal takes care of the identification objective. Second, the model is updated at each time instant in Pronzato et al. (1996), while we perform the identification only at the end of a learning interval. These simplifications allow us to use the classical ED tools to tackle this complicate problem in a wider range of cases.

The rest of this paper is organized as follows. In Section 2 the framework is discussed in detail. In Section 3 the ED problem is introduced and the approximated convex optimization problem is derived. The framework is applied to a simulation study in Section 5 and conclusions are drawn in Section 6.

2. The framework

The true system $S_o$ is the linear time-invariant system

$$y = G_o(q^{-1})u + H_o(q^{-1})e$$

(1)

where $u$ is the input, $y$ is the output, $e$ is white Gaussian noise with variance $\sigma_e^2$, and $q^{-1}$ is the unit-delay operator. $G_o$ and $H_o$ are stable discrete-time transfer functions; $H_o$ is monic and minimum phase.

$S_o$ is known to belong to a model structure $\mathcal{M} = \{M(\theta) : \theta \in \mathbb{R}^p\}$ where $\theta$ is the model parameter. The true system $S_o$ is described in $\mathcal{M}$ by a (unique) true parameter $\theta_o$, i.e. $\exists! \theta_o : S_o = M(\theta_o)$.

In order to reject the disturbance $H_o(q^{-1})e$, we would like to operate (1) in closed loop. We assume that an initial model $M_1 = M(\hat{\theta}_1)$ and controller $C_1 = C(\hat{\theta}_1)$ are available. However, $M_1$ is a relatively poor representation of the true system $S_o$, and the performance of the initial loop $[C_1, S_o]$ is rather poor.

In the sequel, we will present an iterative model and controller update procedure whose objective is to gradually improve the accuracy of the model and the control performance. For this purpose, the total time of the learning procedure is divided into $n$ learning intervals of duration $N$. During each interval, a specially tailored excitation signal $r_n$ is applied to the loop. At the end of the interval, input and output data are collected and are used to improve the accuracy of the available model using prediction error identification. Based on the improved model, the controller is updated and applied to the true system for the next interval. The procedure is illustrated in Fig. 1 and will be presented in more detail in the next subsection.

**Remark 1.** If an initial model $M_1$ is not available, or the uncertainty of $M_1$ is so large that the controller $C_1$ designed using such model could lead to an unstable loop $[C_1, S_o]$, the first interval can be performed in open loop (i.e. $C_1 = 0$). Indeed, the true system $S_o$ is per se stable.

**Remark 2.** It is possible that the closed-loop system will be operated for a total time that is longer than the learning procedure itself. By setting a constraint $\bar{T}_N \leq \bar{T}_h$ on the total cost in the last interval of the learning procedure, one can guarantee that the performance $\bar{T}_N$ will be maintained for the rest of the closed-loop operation.
that this property always holds if \( r_k \) is designed as filtered white noises and does not require \( r_k \) to be designed in an optimal sense.

The spectrum \( \Phi_\theta(\omega) \) of the signal \( r_k \) can be parametrized as follows (Jansson & Hjalmarsson, 2005): 
\[
\Phi_\theta(\omega) = R_\theta(0) + 2 \sum_{j=1}^m R_\theta(j) \cos(j\omega)
\]
where \( R_\theta(j) \), \( j = 0, 1, \ldots, m \) is the autocorrelation sequence of the signal \( r_k \). The coefficients \( R_\theta(j) \) will be used as decision variables of the optimal experiment design problem. Using this linear parametrization of \( \Phi_\theta(\omega) \), the information matrix \( I_k \) defined below (3) can be rewritten as an affine function of the coefficients \( R_\theta \) (Bombois et al., 2006).

2.1. Iterative identification and control design

Suppose that we are about to start the learning interval \( k \). At this moment, the true system is operated with a controller \( C(\tilde{\theta}_k) \) which has been designed with an identified model \( M_k \equiv M(\hat{\theta}_k) \). As will become clear in the sequel, the identified parameter vector \( \hat{\theta}_k \) is normally distributed around \( \theta_k \) with a covariance matrix \( P_k \).

During the \( N \) time samples of interval \( k \), an excitation signal \( r_k \) is applied (see Fig. 1) to the closed-loop system: \( u_k = r_k - C(\hat{\theta}_k)\hat{y}_k \).

Even though other choices are possible, we will assume in the sequel that \( r_k \) is chosen as a white noise signal filtered by an arbitrary FIR filter. At the end of interval \( k \), the data set \( Z_k = (u_k(t), y_k(t) \mid t = 1, \ldots, N) \) is collected and used to obtain a more accurate model \( M_{k+1} = M(\hat{\theta}_{k+1}) \). For this purpose, the parameter vector \( \hat{\theta}_{k+1} \) is identified using not only the new data set \( Z_k \), but also all previous data sets \( Z_{k-1}, Z_{k-2}, \ldots, Z_1 \). Since \( \hat{\theta}_k \) has been determined using the previous data sets, this can be done by using \( \hat{\theta}_k \) and its covariance matrix \( P_k \) as a regularization term. Hence, \( \hat{\theta}_{k+1} \) is determined as

\[
\hat{\theta}_{k+1} = \arg \min_{\theta_k} \frac{1}{2} \sum_{t=1}^N e_k^2(t, \theta) + (\theta - \theta_k)^T P_k^{-1} (\theta - \theta_k)
\]

where \( e_k(t, \theta) = H(q^{-1}, 1)(y_k(t) - G(q^{-1}, 1)u_k(t)) \). Since \( \hat{\theta}_{k+1} \) is determined based on \( kn \) data and \( N \) has been chosen relatively large, it is acceptable to use the asymptotic properties of the prediction error estimate (Ljung, 1999). Consequently, the parameter vector \( \hat{\theta}_{k+1} \) identified in this way is (assumed) normally distributed around \( \theta_k \) with a covariance matrix \( P_{k+1} \) given by

\[
P_{k+1} = I_k + P_k^{-1}
\]

where \( I_k > 0 \) is the so-called information matrix corresponding to the data \( Z_k \): 
\[
I_k(\theta_k) = \frac{\partial}{\partial \theta} \left( \psi_k(\theta_k) \right)^T \psi_k(\theta_k) = \frac{\partial \psi_k(\theta_k)}{\partial \theta} \bigg|_{\theta=\theta_k}
\]

(Ljung, 1999). Using the recursive nature of (3), we have also that

\[
P_{k+1} = I_k + I_{k-1} + \cdots + I_1 + P_1^{-1}
\]

where \( P_1 \) is the covariance matrix of the initial parameter vector \( \theta_1 \). This covariance matrix is available for instance if the initial model had been previously identified using the prediction error framework. If that is not the case, \( P_{k+1} \) can be set to 0 in (4).

Since the updated parameter is estimated with an increasing number of data after each interval, its accuracy will increase for increasing \( k \). In fact, we can define for each estimate \( \hat{\theta}_k \) an uncertainty ellipsoid \( D_k \) where the modelling error \( \theta_0 - \hat{\theta}_k \) lies with a certain probability \( \alpha \) as

\[
D_k \triangleq \{ \delta \in \mathbb{R}^p \mid P_k^{-1} \delta \leq \chi_k^2(\alpha) \}
\]

where \( \chi_k^2(\alpha) \) is the \( \alpha \)-percentile of the chi-squared distribution having \( p \) degrees of freedom. Due to (3) and since \( I_k > 0 \), the volume of the uncertainty region decreases after each interval. Note

2.2. Total cost, modelling error cost, excitation cost

As mentioned in the introduction, one of the objectives of the optimal experiment design problem in this paper is to minimize the overall cost over the \( n \) intervals. The cost \( Z_k \) of interval \( k \) can be evaluated by comparing the output \( y_k \) obtained during this interval and the output that would have been obtained in an ideal situation (i.e. a situation where we would perfectly know the true system \( S_0 \)). The output \( y_k \) during interval \( k \) is given by

\[
y_k(t) = \frac{y_{k,e}}{1 + C(\hat{\theta}_k)G_0} e(t) + \frac{y_{k,n}}{1 + C(\hat{\theta}_k)G_0} r_k
\]

while the output \( y_o \) of the ideal loop is

\[
y_o(t) = \frac{H_0}{1 + C(\hat{\theta}_k)G_0} e(t).
\]

The differences between (6) and (7) are the presence of the term \( y_{k,e} \) (which is due to the excitation signal \( r_k \)) in (6) and the different controllers present in the two loops. Indeed, in the ideal loop the controller \( C(\theta_0) \) based on the true parameter \( \theta_0 \) is present, while the controller \( C(\hat{\theta}_k) \) actually present in the loop during the interval \( k \) is designed based on the parameter \( \hat{\theta}_k \).

The cost \( Z_k \) can now be defined as the power of the difference \( y_k - y_o \) between these two outputs. Since \( r_k \) is independent of \( e \), the total cost \( Z_k \) can be split up into the sum of a modelling error cost \( \Psi_1 \) and a
For the computation of the worst-case terms (9), we will here use the approach introduced in Hajimorad (2009) and based on a second-order Taylor approximation of the functions $V_k(\cdot, \delta_k)$ and $\delta_k(\cdot, \delta_k, R_k)$ around $\delta_k$:

$$V_k(\hat{\delta}_k + \delta, \hat{\delta}_k) \approx \frac{1}{2} \delta^T V''(\hat{\delta}_k)^{\top} \delta.$$  

$$\delta_k(\theta_k + \delta, \hat{\delta}_k, R_k) \approx R_k^{\top} R_k c(\hat{\delta}_k) + R_k^{\top} J_k(\hat{\delta}_k)$$

Note that the second-order approximations (10)–(11) will become more accurate when $\hat{\delta}_k$ is closer to $\delta_k$. Consequently, the effects of this approximation will automatically decrease when $k$ becomes larger.

**Remark 4.** Another approach for obtaining the worst-case terms $V_k^w$ and $\delta_k^w$ is to compute the maximum values of $V_k(\hat{\theta}_k + \delta, \hat{\theta}_k)$ and $\delta_k(\theta_k + \delta, \hat{\theta}_k)$, respectively over a number of randomly extracted sample points $\theta_i$, $i = 1, 2, \ldots, n$. It is possible to determine the minimum value of $n$, which guarantees a given worst-case probability using the theory of Randomized Algorithms. Since $V_k^w$ and $\delta_k^w$ will be computed inside a convex optimization problem (see next section), $n_i$ can be chosen according to the classic scenario approach (Campi, Garatti, & Prandini, 2009). If the number of points $n_i$ determined according to Campi et al. (2009) is prohibitively large, the more recent results of the so-called sequential approach (Chamenhaz, Dabbene, Tempo, Venkataramanan, & Qing-Guo, 2013) can also be applied.

### 3. Experiment Design

Before interval $k = 1$, the objective of the ED is to determine the spectra of the excitation signals for all the $n$ learning intervals which will minimize (in a worst case sense) the overall cost over the $n$ intervals while guaranteeing that the cost of each interval remains below a given threshold. Let us define the worst-case total cost $T_k^w \triangleq \sum_{k=1}^{n} V_k^w$. The ED problem can be expressed as (Forgione, Bombois, & Van den Hof, 2013)

$$R^{\text{ED}} = \min_n \sum_{k=1}^{n} T_k^w \text{ such that }$$

$$T_k^w \leq T_k^{\text{wc}}, \text{ for } k = 1, 2, \ldots, n$$

where the variable $R \triangleq \{R_1, R_2, \ldots, R_n\}$ contains the coefficients parameterizing the excitation spectra for all the learning intervals. The dual effect of the excitation signal is incorporated in the problem formulation (14)–(15). On the one hand, if the excitation spectrum $\phi_1$ during the interval $k$ is “large”, the worst-case total cost $T_k^w$ is also large due to the contribution of $\delta_k^w$. On the other hand, this large excitation will lead to a “small” covariance matrix $P_{k+1}$, which in turn gives a small modelling error cost $V_k^w$ for the next interval (see (12)).

In order to formulate the above optimization problem as a convex problem, we will use the affine relation existing between the decision variable $R$ and $P_{k-1}$ and the fact that $P_{k-1}$ appears linearly in the constraint of (12). In (13), this is unfortunately not the case since $P_{k-1}$ appears in a product with the decision variable $\tau_k$. To convexify the constraint in (13), we redefine $\delta_k^w$ as the worst case cost over the initial uncertainty ellipsoid $D_1$ (instead of $D_k$), which is equivalent to replacing $P_k$ by the initial covariance matrix $P_1$ in (13). This introduces a conservatism, but $\delta_k^w$ remains an upper bound on $\delta_k$. It is furthermore an acceptable approximation since the actual cost $\delta_k$ (unlike $V_k$) is not related to the modelling error and thus it is not expected to reduce after each interval. Finally, we will also have to tackle the so-called “chicken-and-egg” problem, that is a characteristic of most optimal experiment design frameworks (Ljung, 1999). Indeed, the constraints in (12) and (13) are functions of the identified parameter vectors $\theta_k$, $k \geq 2$ that are not available before the first interval i.e. at the moment when (14)–(15) has to be solved. As is generally done, $\hat{\delta}_k$ for all $k > 1$ will be replaced by an initial estimate in the optimization problem. In this case, the initial estimate is $\hat{\theta}_1$. We also use $\hat{\theta}_1$ as an estimate of $\theta_1$ in the expression of the information matrix $I_k : I_k(\theta_1, R_0) \approx I_k(\hat{\theta}_1, R_0)$.

It is also to be noted that, as opposed to other ED frameworks,
the effects of the approximations introduced to tackle the chicken-and-egg problem (and of the replacement of \( P_2 \) by \( P_1 \) in (13)) will be mitigated by the receding horizon mechanism proposed later in this paper (see Section 4).

**Proposition 5.** Let us introduce \( n \) scalar variables \( \lambda \triangleq \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \), \( n \) scalar variables \( \tau \triangleq \{\tau_1, \tau_2, \ldots, \tau_n\} \), \( n \) scalar variables \( \gamma \triangleq \{\gamma_1, \gamma_2, \ldots, \gamma_n\} \), \( n \) scalar variables \( \tau \triangleq \{\tau_1, \tau_2, \ldots, \tau_n\} \) and \( n \) matrix variables \( Q \triangleq \{ Q_1, Q_2, \ldots, Q_n \} \). \( Q_k \in \mathbb{R}^{m \times m} \). Using (12) (with \( \hat{\theta}_k = \hat{\theta}_1 \)) and (13) (with \( \theta_k = \theta_1 \) and \( P_2 = P_1 \)) to compute \( \gamma_k^{nc} \) and \( \theta^{nc} \) respectively, the ED Problem (14)-(15) corresponds to the following convex semidefinite problem

\[
\min \sum_{k=1}^{n} \lambda_k + \sum_{k=1}^{n} \gamma_k \quad \text{such that} \quad R^{\text{opt}} = \arg \min_{R, \lambda, \gamma, \tau, 0} \sum_{k=1}^{n} \lambda_k + \sum_{k=1}^{n} \gamma_k \leq \hat{\gamma}_k \quad (16)
\]

\[
\lambda_k + \gamma_k \leq \frac{1}{2} \frac{P_k^{-1}}{R_k^{-1}} \sum_{j} E_j R_k(j) - \tau_j P_k^{-1} \frac{1}{2} \left( R_k^\top J_c + \frac{1}{R_k} R_k^\top c(\hat{\theta}_k, \hat{\theta}_1 + \tau_k - \gamma_k) \right) \leq 0 \quad (17)
\]

\[
\lambda_k \quad (k \neq 1) \quad 1 \quad \tau_k \geq 0 \quad (18)
\]

\[
\begin{bmatrix} Q_k - A^\top Q_k A & C_k^\top - A^\top Q_k B \\ C_k - B^\top Q_k A & D_k + D_k^\top - B^\top Q_k B \end{bmatrix} \geq 0 \quad (19)
\]

\[
\begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, B = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix}, C_k = \begin{bmatrix} R_k(1) & R_k(2) & \cdots & R_k(m) \end{bmatrix}
\]

\[
D_k = \frac{R_k(0)}{R_k(1)} \quad (20)
\]

**Proof.** The objective function (16) is the sum of the worst case modelling error costs \( \lambda_k \) and excitation costs \( \gamma_k \). The LMIs (19) guarantee the conditions \( \lambda_k \geq 0 \), \( \tau_k \geq 0 \), and \( \tau_k \geq \frac{1}{R_k} \) simultaneously. This in turn implies that (18) is equivalent to the constraint in (12). Finally, (20) guarantees that \( \Phi_{\gamma_k}(\omega) \geq 0 \). \( \forall \omega_0 \) as an application of the positive real lemma (see Jansson & Hjalmarsson, 2005).

4. Receding horizon

By solving the optimization problem (16)-(20) before the first interval we can design not only the spectrum \( \Phi_{\gamma-k}^{nc} \) of the signal \( r_1 \) that will be applied during this first interval, but also the spectra of the excitation signals \( r_2, r_3, \ldots, r_n \) for all the following intervals. During the first interval, we generate a signal \( r_1 \) having the desired spectrum \( \Phi_{\gamma-k}^{nc} \) and apply this signal as excitation to the loop \( C(\hat{\theta}_k) S_k \). After the execution of this first interval, the data \( Z_1 \) are collected and a new parameter vector \( \hat{\theta}_2 \) is identified using (2). Based on \( \hat{\theta}_2 \), a new controller \( C(\hat{\theta}_2) \) is designed and applied to the true system \( S_k \) (after the robust stability check). We could then proceed with interval 2 by applying to the closed loop \( C(\hat{\theta}_2) S_k \) a signal \( r_2 \) having the spectrum \( \Phi_{\gamma-k}^{nc} \) obtained from the solution of the previous optimization problem. However, we here propose to redesign the spectra \( \Phi_{\gamma-k} \) for \( k = 2, 3, \ldots, n \) using the newly identified parameter vector \( \hat{\theta}_2 \). This parameter vector is indeed a more accurate estimate of \( \theta_k \) than the initial estimate \( \hat{\theta}_1 \) since it has been estimated with twice more data (and consequently \( P_2 < P_1 \)). Consequently, evaluating \( \epsilon_{\gamma-k}^{nc} \) at interval \( k \geq 2 \) as the worst case of \( \theta_k \) over the new uncertainty ellipsoid \( D_k \) is less conservative than doing it over \( D_1 \). Moreover, replacing \( \theta_k \) and \( \theta_k \) (for \( k > 2 \)) by \( \hat{\theta}_2 \) instead of \( \hat{\theta}_1 \) is also more appropriate in order to tackle the chicken and egg problem since \( \hat{\theta}_2 \) will generally be closer to \( \theta_k \) and \( \theta_k \) (for \( k > 2 \)) than \( \hat{\theta}_1 \).

For the reasons above, the spectra \( \Phi_{\gamma-k} \), \( k = 2, 3, \ldots, n \) will be redesigned solving a similar ED problem as the one presented in Section 3, but using the new estimate \( \hat{\theta}_2 \) and its covariance matrix \( P_2 \) to evaluate \( \epsilon_{\gamma-k}^{nc} \) and to deal with the chicken-and-egg problem. This spectrum redesign procedure, inspired by the receding horizon mechanism in MPC control (Maciejowski & Huzmezan, 1997), will be performed after each interval. Note that a similar mechanism for the adaptive solution of an ED problem was adopted in Stigter, Vries, and Keessens (2006).

Owing to the spectrum redesign procedure, the effects of the approximations on the obtained spectra will become smaller after each interval and the obtained spectra will become increasingly more effective to achieve the ED objectives. Note that even though the effect of the approximation may be significant for the very first intervals, our approach will still lead to models having and increasing accuracy. This is indeed guaranteed whatever the excitation signal, as long as it is chosen (like in our case) as filtered white noise.

**Remark 6.** In principle, a better performance could always be obtained by reducing the interval length \( N \). The controller and the excitation signals could be updated more frequently using a more recent parameter estimate. In this sense, the best choice would be to set \( N \) to just one time step. However, in the ED procedure we made use of properties of prediction error identification which are asymptotic in \( N \). Therefore, we need to choose \( N \) sufficiently large for these properties to hold. Dropping this condition would lead to the same (generally untractable) formulations obtained in the actively adaptive learning algorithms (Pronzato et al., 1996). It is hard to quantify the effect of the interval length \( N \) on the overall performance in analytical form. Simulation results with different values of \( N \) will be presented in the next section.

**Remark 7.** The situation described in Remark 3 where the robust stability check fails for the controller \( C_{k+1} \) and \( C_k \) is kept for the interval \( k + 1 \) may be a symptom that the identified model \( M_{k+1} \) is for some unexpected reason rather poor. In this circumstance, the result of the ED procedure (which is based on such model) may also be very inaccurate. The excitation signal \( r_{k+1} \) can be set in this case to a white noise signal having the maximum allowed power. By doing so, the accuracy of the model \( M_{k+2} \) will increase in all the directions and the problem most likely will not occur at the next iteration.

5. Simulation study

The framework is applied in this section to a simulation example. We consider a Box-Jenkins (BJ) model structure \( M(\theta) = \{ M(\theta), \theta \in \mathbb{R}^d \} \). A model \( M(\theta) \) in this structure has \( C(q^{-1}, \theta) = \theta_0 q^{-1} + \theta_1 q^{-2} + \cdots, H(q^{-1}, \theta) = \frac{1 + \theta_1 q^{-1} + \theta_2 q^{-2} + \cdots}{1 + \theta_1 q^{-1} + \theta_2 q^{-2} + \cdots} \). The true system \( S_0 = M(\theta_0) \) is described by \( \theta_0 = [0.8 \quad 0 \quad 0 \quad -0.6 \quad 0.985 \quad 0.819] \) and the variance of \( e \) is \( \sigma^2 = 1 \). The initial model is \( M(\hat{\theta}_0) \) with \( \hat{\theta}_0 = [0.676 \quad 0.464 \quad 0.099 \quad 0.6 \quad 1.24 \quad 0.858] \). The initial covariance matrix \( P_1 \) is

\[
P_1 = \begin{bmatrix} 0.044 & -0.022 & 0 & 0 & 0.007 & -0.009 \\ -0.022 & 0.056 & 0 & 0 & 0.008 & 0.003 \\ 0 & 0 & 0.0006 & 0.0004 & 0 & 0 \\ 0 & 0 & 0.0004 & 0.0004 & 0 & 0 \\ 0.007 & 0.008 & 0 & 0 & 0.007 & -0.003 \\ -0.009 & 0.003 & 0 & 0 & -0.003 & 0.005 \end{bmatrix}
\]
overall performance improves significantly.

By removing the excitation in these intervals, the algorithms detect that the excitation in the intervals 4 and 5 is no longer required. By removing the excitation in these intervals, the overall performance improves significantly.

The controllers design function is the $\mathcal{H}_2$ criterion $C(\hat{\theta}_k) = \arg \min_{\mathbf{H}_2} \left\{ \frac{1}{\beta} \left[ \frac{H(\hat{\theta}_k)}{1 + KG(\hat{\theta}_k)} \right] \right\}$ with $\beta = 0.1$. The initial controller is thus $C_1 = C(\hat{\theta}_1)$. The worst-case terms are computed with probability $\alpha = 0.99$.

For the first case considered (Case 1), the total time $N_{\text{tot}}$ is divided into $n = 12$ intervals having equal length $N = 200$. The constraints on the worst-case total cost are set to $\bar{T}_k = \bar{T}_k^1 = 0.7$ for $k = 1, \ldots, 6$ and $\bar{T}_k = \bar{T}_k^1 = 0.005$ for $k = 7, \ldots, 12$.

A first ED problem based on the initial model is performed before the execution of interval 1 and the optimal sequence of excitation spectra $\{\Phi_1, \Phi_2, \ldots, \Phi_n\}$ is found. The first five spectra of this sequence are reported in Fig. 2. The following spectra are zero up to numerical precision. An excitation signal $r_1$ with spectrum $\Phi_1$ is generated and the interval 1 is performed using this excitation signal.

After the execution of the first interval, the data $Z_1$ are collected and used to estimate the parameter $\hat{\theta}_2$ and its covariance $P_2$. Following, the controller $C_2 = C(\hat{\theta}_2)$ is also designed and the robust stability of the uncertain closed loop system $[C_2 M(\hat{\theta}_2 + \delta)]$ is verified using the robust stability tools in [Bombois et al. (2001)]. Subsequently, a new ED problem involving the remaining intervals is formulated and solved. The result is a new sequence of excitation spectra $\{\Phi_1, \Phi_2, \ldots, \Phi_n\}$. The first element of this sequence is used to realize the excitation signal $r_2$ implemented in the interval 2 and the procedure is iterated for all the following intervals.

The spectra of the excitation signals actually fed to the system in the RH implementation are reported in Fig. 3. Note that these spectra are significantly different from the ones computed before the first interval (Fig. 2). Furthermore, only the spectra relative to the first 3 intervals are non-zero. Owing to the RH mechanism, the algorithms detect that the excitation in the intervals 4 and 5 is no longer required. By removing the excitation in these intervals, the overall performance improves significantly.

In the top left plot of Fig. 4 the experimental total cost $\bar{T}_k^e$ is reported $^3$ together with the constraint $\bar{T}_k$ and the worst case total cost $\bar{T}_k^{\text{wc,RH}}$ of interval $k$ dynamically constructed during the operation. $^4$ $\bar{T}_k^{\text{wc,RH}}$ reaches the constraint $\bar{T}_k$ for the first three intervals and decreases in the following ones, so that it can satisfy the new level of the constraint for $k = 7, \ldots, 12$. The experimental total cost $\bar{T}_k^e$ is always below $\bar{T}_k$ as expected. $\bar{T}_k^e$ increases from interval 1 to 2, since more excitation is applied in the second interval. In the following intervals, $\bar{T}_k^e$ decreases and is close to zero for $k \geq 4$.

In Fig. 5 the Bode diagrams of $G_s$, $G(\hat{\theta}_1)$, $G(\hat{\theta}_2)$, $G(\hat{\theta}_3)$, $G(\hat{\theta}_4)$ are reported. For the identified models, the 99% uncertainty region is indicated by the coloured area. The improvement of the models and the reduction of their uncertainty regions over the first four learning intervals is evident in this plot.

In order to investigate the influence of the interval length, we applied the ED framework to the same system in three more cases dividing the total time $N_{\text{tot}} = 2400$ into $n = 6$ intervals having equal length $N = 400$ (Case 2), into $n = 4$ intervals having equal length $N = 600$ (Case 3), and into $n = 2$ intervals having lengths $N_1 = 1800$, $N_2 = 600$, respectively (Case 4). The constraints $\bar{T}_k$ are set to $\bar{T}_h^h = 0.7$ in the first $n/2$ intervals and to $\bar{T}_l = 0.05$ for the last $n/2$ intervals.

$^3$ $\bar{T}_k^e$ is the sample-based approximation of total cost $\bar{T}_k$.

$^4$ $\bar{T}_k^{\text{wc,RH}}$ is the worst-case total cost corresponding to the excitation signal actually applied in the interval $k$. 

---

**Fig. 2.** Spectra $\Phi_k$ solution of the first ED problem in Case 1.

**Fig. 3.** Spectra $\Phi_k$ of the excitation signals actually applied to the system in Case 1.

**Fig. 4.** Total cost $\bar{T}_k$ vs. time $t$ in Case 1 ($n = 12$), Case 2 ($n = 6$), Case 3 ($n = 4$) and Case 4 ($n = 2$) intervals. The green circles denote the time instants corresponding to the start of a learning interval.

**Fig. 5.** Bode plot of $G_s$, $G(\hat{\theta}_1)$, $G(\hat{\theta}_2)$, $G(\hat{\theta}_3)$, $G(\hat{\theta}_4)$. 

The experimental total cost $\mathcal{T}_k$, the worst case $\mathcal{T}_k^{wc,RH}$ and the constraint $\mathcal{T}_k$ for all the cases are reported in Fig. 4. It appears that the average over time of both $\mathcal{T}_k^{wc}$ and $\mathcal{T}_k^{wc,RH}$ is lower when a larger number of shorter intervals are selected. The best performance is obtained in Case 1, followed by the Cases 2, 3, 4.

Note that Case 4, where only $n = 2$ intervals are considered, corresponds to classical experiment design problems made up of an identification phase (interval 1) and a control phase (interval 2). In this case, the constraint $\mathcal{T}_k^{wc} = 0.7$ is kept for a longer time than in the other cases since the length of the first interval is chosen as $N_1 = 1800$. This was done because it was not possible to satisfy the constraint $\mathcal{T}_k^{wc} \leq 0.005$ without violating $\mathcal{T}_k^{wc} \leq 0.7$ having two intervals of equal length $N = 1200$ samples.

6. Conclusions

We have presented a new procedure for the gradual update of a model-based controller. Our framework is based on an iterative control procedure consisting of successive closed-loop identification and model-based controller design steps. Tools from Experiment Design are used to design the excitation signals for all the intervals aiming to maximize a measure of the overall performance, while guaranteeing a minimum performance at all time. In the future, we would like to extend the framework to nonlinear dynamical systems.
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