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Abstract. The full solution is given to the equation $A^n = I_k$, where $A$ is a nonnegative $k \times k$ matrix, $I_k$ is the $k \times k$ unit matrix, and $k$ and $n \in \mathbb{N}$ are fixed.

1. Introduction and summary

If $S$ is a $k \times k$ stochastic matrix, i.e. if the entries $s_{ij}$ of $S$ satisfy

$$s_{ij} \geq 0 \quad (i,j = 1, \ldots, k), \quad \sum_{j=1}^{k} s_{ij} = 1 \quad (i = 1, \ldots, k),$$

then any $k$-variate probability generating function (pgf) $G$ is transformed into a pgf $G_S$ by

$$G_S(z) = G(Sz) \quad (z = (z_1, \ldots, z_k) \in [0,1]^k).$$

If $G_S = G$ and if $S$ is nonsingular, then also $G_{S^{-1}} = G$, and it is of interest to know when $S^{-1}$ is stochastic as well.

In Section 2 it is shown in an elementary way that this is the case if and only if $S$ is a permutation matrix.
This result can be rephrased as follows: the stochastic matrices $S$ for which

$$S^n = I \text{ for some } n \in \mathbb{N},$$

are exactly the permutation matrices. Both results are extended to general nonnegative matrices. In Section 3, the second result is made more precise by indicating all nonnegative solutions of the equation $A^n = I$, for a fixed $n$. For this we need a basic property of nonnegative matrices, as given e.g. in [2]. For a discussion on general roots of the unit matrix we refer to [3].

2. Permutation matrices

Let $P_k$ denote the group of $k \times k$ permutation matrices, i.e. matrices representing a linear transformation of $\mathbb{R}^k$ that only permutes coordinates (so the entries $p_{ij}$ of $P \in P_k$ satisfy $p_{ij} = 1$ if $\pi(i) = j$, and $= 0$ otherwise, where $\pi$ is a permutation of the index set $\{1, \ldots, k\}$). Note that $\# P_k = k!$ and that $P^{-1} = P'$ for $P \in P_k$.

Theorem 1

A nonsingular $k \times k$ stochastic matrix $S$ has a stochastic inverse if and only if $S$ is a permutation matrix ($S \in P_k$).

Proof

Let $S$ and $S^{-1}$ both be stochastic, and let $\|x\| := \max_{i} |x_i|$ for $x = (x_1, \ldots, x_k)' \in \mathbb{R}^k$. Then $\|Sx\| \leq \|x\|$ and $\|S^{-1}x\| \leq \|x\|$ ($x \in \mathbb{R}^k$); hence

$$\|x\| = \|S^{-1}(Sx)\| \leq \|Sx\| \leq \|x\| \quad (x \in \mathbb{R}^k),$$

and so

$$\|Sx\| = \|x\| \quad (x \in \mathbb{R}^k).$$
Taking the $j$-th unit vector for $x$ we see that $\max_{i} s_{ij} = 1$ ($j = 1, \ldots, k$), i.e. each column of $S$ contains (at least) a 1. As $S$ is stochastic, it follows that $S$ is a permutation matrix. The converse is trivial.

**Remark**

From the proof it is clear that we may replace (twice) "stochastic" in Theorem 1 by "sub-stochastic" (i.e. row-sums $\leq 1$); see also Lemma 1 (ii).

Now let $\tilde{P}_k$ denote the group of (nonnegative) matrices $A$ of the form $A = RP$ where $P \in \tilde{P}_k$ and $R = \text{diag}(r_1, \ldots, r_k)$ with $r_i > 0$ for all $i$ (so $A$ is obtained from a permutation matrix by replacing the 1's by arbitrary positive numbers). Before extending Theorem 1 to general nonnegative matrices (i.e. matrices with nonnegative entries) we state the following lemma without its simple proof.

**Lemma 1**

Let $A$ be nonsingular. Then:

(i) $A$ has row-sums 1 if and only if $A^{-1}$ has row-sums 1;

(ii) If $A$ and $A^{-1}$ are both sub-stochastic, then $A$ and $A^{-1}$ are stochastic.

**Theorem 2**

A nonsingular nonnegative $k \times k$ matrix $A$ has a nonnegative inverse if and only if $A \in \tilde{P}_k$. 
Let $A$ and $A^{-1}$ both be nonnegative, and define $r_i := \sum_{j=1}^{k} a_{ij}$ for $i = 1, \ldots, k$.

As $A$ is nonsingular, the $r_i$ are positive. Define $R := \text{diag}(r_1, \ldots, r_k)$, then $S := R^{-1}A$ is stochastic, and since $S^{-1} = A^{-1}R$ is nonnegative, $S^{-1}$ is stochastic as well (cf. Lemma 1 (i)). From Theorem 1 it now follows that $S \in \tilde{P}_k$, and hence $A \in \tilde{P}_k$. The converse is again trivial.

3. Roots of the unit matrix

It is well known and easily verified that a permutation matrix $P$ satisfies $P^n = I$ for some $n \in \mathbb{N}$. Since a stochastic matrix $S$ satisfying $S^n = I$ has a stochastic inverse, Theorem 1 immediately yields the following result (the dimension of unit matrices is indicated by a subscript).

**Theorem 3**

A stochastic matrix $S$ satisfies $S^n = I_k$ for some $n \in \mathbb{N}$ if and only if $S$ is a permutation matrix ($S \in \tilde{P}_k$).

Similarly, from Theorem 2 it follows that a nonnegative matrix $A$ satisfying $A^n = I_k$ for some $n \in \mathbb{N}$, is in $\tilde{P}_k$, where, because of $|\det A| = 1$, the positive entries $r_1, \ldots, r_k$ of $A$ satisfy $\prod_{i=1}^{k} r_i = 1$. The converse of this is not true in general: take for $A$ a $2 \times 2$ diagonal matrix with entries 2 and $\frac{1}{2}$.

By using a simple result on the structure of nonnegative matrices, it is not hard to determine the $\tilde{P}_k$-matrices that do satisfy $A^n = I_k$ for some $n \in \mathbb{N}$. We will do so by solving the equation $A^n = I_k$ for nonnegative $A$ and a fixed $n$ (and fixed $k$).
Consider, to this end, a general nonnegative $k \times k$ matrix $A$, and for $n \in \mathbb{N}$ denote the entries of $A^n$ by $a_{ij}^{(n)}$. The elements of the index set $\{1, \ldots, k\}$ of $A$ are called the indices of $A$; in the case of stochastic matrices they are called states: the matrix then describes the transitions of a Markov chain. Further, an index $i$ is called essential if $i$ leads to some $j$ (i.e. $a_{ij}^{(n)} > 0$ for some $n \in \mathbb{N}$) and any such $j$ leads (back) to $i$; in this case $i$ and $j$ are said to communicate. Now it is easily seen that the index set of an $A$ having only essential indices can be partitioned into classes $C_1, \ldots, C_m$ that are self-communicating, i.e. all the indices belonging to one class communicate but cannot lead to an index outside the class. From this it follows that by (possibly) relabelling the indices one can put $A$ into a block-diagonal form, or, more precisely, that there is a $P \in P_k$ such that $B := PAP'$ is a block-diagonal matrix having as many blocks as there are classes, and where the size of the $j$-th block $B_j$ is given by $\# C_j$ ($B_j$ is essentially the restriction of $A$ to $C_j \times C_j$). For more information on the partitioning of nonnegative matrices we refer to [2], p. 15.

We are now ready to prove the main result of this note.

**Theorem 4**

Let $n \in \mathbb{N}$ be fixed. Then the nonnegative solutions $A$ of the equation

\[ A^n = I_k \]

are given by the $\hat{P}_k$-matrices for which each self-communicating class $C$ has the following properties: $\# C$ divides $n$, and the product of the positive entries in the restriction of $A$ to $C \times C$ (i.e. in the block corresponding to $C$) is one.
Since we already observed (using Theorem 2) that only \( \tilde{P}_k \)-matrices can be solutions of (1) we may suppose \( A \) to be in \( \tilde{P}_k \). Such an \( A \) has only essential indices, and hence the index set can be partitioned in self-communicating classes. Further, we can find a \( P \in \tilde{P}_k \) such that \( B := P A P' \) is a block-diagonal matrix with the following property: if \( C \) is a self-communicating class with \( \# C = \nu \), say, then the block \( B_1 \), say, corresponding to \( C \) has the form

\[
B_1 = \begin{bmatrix}
0 & r_1 & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & \cdots & & r_{\nu-1} \\
0 & \cdots & 0 & 0
\end{bmatrix},
\]

where \( r_1, \ldots, r_\nu \) are the positive entries in the restriction of \( A \) to \( C \times C \) (which is indeed a \( \tilde{P}_\nu \)-matrix). Finally, note that the smallest \( \ell \in \mathbb{N} \) for which \( B_1^\ell = c I_\nu \) for some \( c > 0 \) is \( \ell = \nu \), in which case necessarily

\[
c = \prod_{i=1}^{\nu} r_i.
\]

Now, if \( A^n = I_k \), then also \( B^n = I_k \), and hence \( B_1^n = I_\nu \), from which in view of the observations above we conclude that \( \nu \) divides \( n \) and that

\[
\prod_{i=1}^{\nu} r_i = 1.
\]

Conversely, if \( C \) has these properties, and similarly for the other classes (if any), then the \( n \)-th power of each block of \( B \) is the identity; hence \( B^n = I_k \), and so \( A^n = I_k \).

\[\black\square\]
Example

The $P_5$-matrix $A$ given by

$$A = \begin{bmatrix}
0 & 0 & 0 & \frac{1}{2} & 0 \\
0 & 0 & 6 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{2}{3} \\
2 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{4} & 0 & 0 & 0
\end{bmatrix}$$

is a root of the $5 \times 5$ unit matrix: $A^6 = I_5$.

Specializing Theorem 4 for stochastic matrices gives the following improvement of Theorem 3.

**Corollary**

Let $n \in \mathbb{N}$ be fixed. Then the *stochastic* solutions $S$ of the equation $S^n = I_k$ are given by the permutation matrices for which each self-communicating class $C$ has the property that $\# C$ divides $n$.

This corollary, and hence Theorem 3, can also be proved by using properties of eigenvalues of stochastic matrices (see e.g. [1]), all of which have modulus 1 if $S^n = I$. Further we note that the cyclically moving sub-classes for the Markov chain associated with a solution $P \in P_k$ all consist of one state, and that each class of communicating states corresponds to a cycle in the permutation associated with $P$; hence these cycles have lengths that divide $n$.

The number of stochastic solutions of $A^n = I_k$ is, of course, bounded by $k!$ Clearly, it depends on the divisibility properties of $n$. For $A^7 = I_5$ the only
negative solution is $A = I_5$, whereas $A^6 = I_5$ has many solutions, even for stochastic $A$.
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