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caused by mist events and mist and rain events (which could not be separated). The highest attenuation part of the distribution follows a \(-1/2 (\text{dB/km})/\text{decade}\) slope for the low percentages of time. Highest attenuation values recorded during the measurement period were never > 13dB/km, which is comparable with the results of Chu and Hogg [1] for a 2.6km, 0.63\(\mu\)m path. Fig. 2 presents the cumulative distribution of attenuation for rainfall/mist events only. The highest attenuation part of the distribution follows a \(2/3 (\text{dB/km})/\text{decade}\). The season for greatest attenuation was found to be the winter, when mist, very often accompanies rainfall.

![Fig. 2](image)

**Fig. 2** Cumulative probability distribution function of attenuation caused only by combination of rain and mist for period covering autumn 1993 to summer 1994

Fig. 3 shows the rainfall cumulative distribution function for the same year. The point measurement of the rainfall rate can cause imprecision in real time correlation between attenuation and rainfall rate because it will not necessarily represent the rainfall rate on the 4km path. A statistical approach is used in which the percentiles of the distributions in Figs. 2 and 3 are compared to obtain the relationship between attenuation and rainfall rate. The relationship between attenuation \(a\) and rainfall rate \(R\) is usually represented in the form \(a = aR^b\) [2]. This expression does not make any allowance for mist present on the path. However, the results of this work produced a very good fit to this expression, tiles of the distributions were obtained by fitting curves to the empirical distributions. A piecewise linear fit was used for the distribution of attenuation, and an exponential fit was used for the distribution of rainfall. Fig. 4 shows the diagram of the percentiles of attenuation against the percentiles of rainfall rate obtained in this way. The values of the parameters \(a\) and \(b\) obtained were quite different to those obtained by Gibbins et al. [3], which were \(\sim 2\) and \(0.6\), respectively. However, their measurements were for rainfall only. The discrepancy is to be expected as the results are not comparable. The attenuation measured in this work is not only caused by rainfall but includes the very practical case of the presence of mist. Also, the single measurement of rainfall rate is not necessarily indicative of the rainfall rate along the path.

Conclusions: Cumulative distributions of attenuation and rainfall rate were obtained for one year of measurements on a 4.1 km line of sight link operating at 1.55\(\mu\)m. Winter was found to be the worst season for attenuation, in part caused by the mist occurring simultaneously to rain. The maximum attenuation found was 13dB/km. Results for the twelve months data of attenuation \(a\) against rainfall rate \(R\) exhibited a close fit to the relation \(a = aR^b\).
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**Space-switching 2.5Gbit/s signals using wavelength conversion and phased array routing**


**Indexing terms:** High-speed optical techniques, Optical switches, Optical communication

Space switching of 2.5Gbit/s optical signals by wavelength conversion in a DBR laser and subsequent routing through a phased array wavelength demultiplexer is demonstrated. In addition, first results are presented using an integrated chip consisting of a phased array with 3x4 couplers at its inputs.

**Introduction:** Space switching of high-speed optical signals is a key towards the realisation of flexible all-optical networks. Using a matrix of 2 x 2 switches (e.g. Mach-Zehnder or DOS type) an \(N \times N\) optical switch can be constructed. However, the complexity of such a circuit increases with \(N\).

Exploitation of the wavelength domain allows construction of switches having a complexity that increases linearly with \(N\). In this
concept, tunable wavelength converters are used in combination with wavelength routing to link inputs and outputs. A straightforward approach is to combine the converted input signals in a star coupler and apply fixed wavelength filters at the outputs [2]. In this fashion, however, most of the available signal power is discarded in the filters.

Here, we employ an $N \times N$ phased array wavelength demultiplexer (PHASAR) for routing, removing the need for optical filters. The concept is first demonstrated using discrete components. Next, experiments are presented using a partly integrated solution.

**Experimental:** To test the concept, the setup shown in Fig. 1 has been built using discrete components. The heart of the space switch is formed by a polarisation-insensitive $8 \times 8$ PHASAR [3]. The channel spacing is 2nm, with a crosstalk between channels of less than $-25$dB. Using two lensed fibres to route the signal through the chip, a fibre-to-fibre loss of 13dB is obtained.

For the experimental demonstration, only a single wavelength converter and signal source have been used. The wavelength converter is a current-injection tunable DBR laser with an 8nm tuning range [4], which is sufficiently large to address four of the PHASAR channels. About $+4$dBm of CW output power is injected into a lensed fibre at a gain current of 65mA.

The signal source is a DFB laser emitting at 1538nm, modulated at a rate of 2.5Gbit/s with a pseudorandom bit sequence (PRBS) of length $2^{23}-1$, using a 40mA peak-to-peak drive current. To compensate for coupling losses, the laser signal power is amplified by an EDFA with adjustable gain ($+18$dBm maximum output power).

A fused-fibre 3dB coupler is used to connect the PHASAR, DBR and signal source as shown in Fig. 1. The light from the PHASAR output of choice is fed through an adjustable attenuator, and subsequently detected by a 2.5Gbit/s receiver.

![Fig. 1 Demonstration of space switching with PHASAR, DBR wavelength converter and 3dB coupler](image)

For the experimental demonstration, only a single wavelength converter and signal source have been used. The wavelength converter is a current-injection tunable DBR laser with an 8nm tuning range [4], which is sufficiently large to address four of the PHASAR channels. About $+4$dBm of CW output power is injected into a lensed fibre at a gain current of 65mA.

The signal source is a DFB laser emitting at 1538nm, modulated at a rate of 2.5Gbit/s with a pseudorandom bit sequence (PRBS) of length $2^{23}-1$, using a 40mA peak-to-peak drive current. To compensate for coupling losses, the laser signal power is amplified by an EDFA with adjustable gain ($+18$dBm maximum output power).

A fused-fibre 3dB coupler is used to connect the PHASAR, DBR and signal source as shown in Fig. 1. The light from the PHASAR output of choice is fed through an adjustable attenuator, and subsequently detected by a 2.5Gbit/s receiver.

![Fig. 2 BER measurements of input, converted and routed signals](image)

![Fig. 3 Schematic layout of InGaAsP chip containing polarisation independent PHASAR and MMI power splitters](image)

![Fig. 4 Signal at two outputs of space switch](image)

**Discussion:** The sensitivities obtained for the four channels of the switch used in the first part of the experiments are uniformly distributed. Owing to degradation of the extinction ratio of the converted signal, a BER penalty of 4.5dB is observed. The main reason for this degradation is that an off-the-shelf DBR laser with uncoated front facet has been used. A considerable reduction of the input power requirements and improvement of the extinction...
ratio can be obtained by applying a low reflectivity coating to this facet [6]. Operating the DBR closer to threshold also improves the extinction ratio of the converted signal, but at the expense of available output power.

While large improvements can be made by optimising the DBR laser, the main disadvantage of this configuration is that three fibre-chip couplings are necessary for the signal to reach the wavelength converters. This can be solved by integrating the DBR laser on-chip. However, because of easier integration with the PHASAR, wavelength conversion by means of an asymmetric MZI configuration with SOAs [7] might be a more viable approach. In this case the DBR lasers are used as tunable CW sources feeding the wavelength converters with the new signal wavelength.

Conclusion: A 4-channel space switch has been demonstrated by combining a phased array wavelength demultiplexer and a tunable DBR wavelength converter. Due to the nonoptimised DBR laser, BER measurements exhibit a 4.5dB penalty. In addition, an InGaAsP chip has been fabricated integrating the phased array router and power splitters at its inputs. Space-switching has been clearly observed for this chip, which only needs connection of DBR wavelength converters to form a complete space switch.
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Time evolution measurement of zero dispersion wavelength in an installed submarine optical amplifier system

M. Murakami, T. Takahashi, M. Aoyama and M. Amemiya

Indexing terms: Optical communication, Optical fibre dispersion

Time evolution of zero dispersion wavelength was measured over 9000 km in an installed optical amplifier transmission system with dispersion managed submarine cables. The measured result shows that the system has sufficient stability for high speed transmission: the standard deviation of zero dispersion wavelength is \( \leq 0.022 \text{ nm} \).

Introduction: Chromatic dispersion must be carefully managed in longhaul optical amplifier transmission systems, because the dispersion induced degradation accumulates along the system and is enhanced significantly by fibre nonlinearity [1]. In such systems, the average zero dispersion wavelength (ZDW) of the whole system should agree with the signal wavelength with subnanometer accuracy, if the bit rate is over several Gbit/s. Even if successfully managed, the ZDW of an installed submarine cable may fluctuate due to pressure, temperature and strain changes according to the undersea environment [2]. Therefore, it is necessary to test the ZDW-stability of a high speed optical amplifier system to ensure the system’s transmission performance.

In this Letter, we report, for the first time, the results of time evolution measurements of the average ZDW of an installed optical amplifier system which was constructed with properly dispersion managed submarine cables [3]. The results of our measurements will be discussed with regard to the waveform distortion experienced in high speed, long distance transmission.

Experiment: The measured system consisted of the optical amplifiers and submarine cables laid between Kagoshima and Okinawa; the system length is 9000km with 90km repeater spacing [3]. The water depth diagram of the route is shown in Fig. 1a. Almost half the route had a depth of over 1000m with a maximum depth of 3600m.

Each section of the submarine cable was composed of 12 dispersion-shifting fibres covered with a twisted steel pipe, and low and high density polyethylene sheathes. Nonarmored cable was used in deep water, while armored cable was used in the shallow water near the shore where the risk of damage was considered to be significant. The overall average dispersion of each line was adjusted to be zero at around 1552.01\( \mu \text{m} \), while the local dispersion value at the input end of each cable section was made negative to reduce the excess noise that is induced by the fibre nonlinearity. The average fibre loss was 0.21dB/km. The average optical output power from each repeater was controlled to be 6dBm [3]. We concatenated each up and down 900km line with a looped back configuration to build a transmission line of 900km as shown in Fig. 1b.