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THE FULL-DECOMPOSITION OF SEQUENTIAL MACHINES WITH THE SEPARATE REALIZATION OF THE NEXT-STATE AND OUTPUT FUNCTIONS

I. Jóźwiak

ABSTRACT - The decomposition theory of sequential machines aims to find answers to the following important practical problem: how to decompose a complex sequential machine into a number of simpler partial machines in order to: simplify the design, implementation and verification process; make it possible to process (to optimize, to implement, to test,...) the separate partial machines although it may be impossible to process the whole machine with existing tools; make it possible to implement the machine with existing building blocks or inside of a limited silicon area.

For many years, decomposition of the internal states of sequential machines has been investigated. Here, decomposition of the states, as well as, the inputs and outputs of sequential machines is considered, i.e. full-decomposition.

In [16], classification of full-decompositions is presented and theorems about the existence of different full-decompositions are provided. In this report a special full-decomposition strategy is investigated - the full-decomposition of sequential machines with the separate realization of the next-state and output functions. This strategy has several advantages comparing to the case where a sequential machine is considered as a unit. In the report, the results of theoretical investigations are presented; however, the notions and theorems provided here have straightforward practical interpretations and they can be directly used in order to develope programs computing different sorts of decompositions for sequential machines.
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1. Introduction

The decomposition theory of sequential machines aims to find answers to the following question:

**How to decompose a complex sequential machine into a number of simpler partial machines in order to: simplify the design, implementation and verification process; make it possible to process (to optimize, to implement, to test,...) the separate partial machines although it may be impossible to process the whole machine with existing tools; make it possible to implement the machine with the existing building blocks or inside of a limited silicon area.**

The solution of this problem is very important, because the control units and the serial processing units of today's large information processing systems are often functionally defined in the form of a big sequential machine or of a number of such machines.

For many years, decomposition of the internal states of sequential machines has been investigated \[2][3][8][9][11][12][13][17]. . [21]; however, together with progress in LSI technology and the introduction of array logic (PAL, PGA, PLA, PLS) into design of sequential circuits, a real need has arisen for decompositions of the states of sequential machines, as well as, inputs and outputs, i.e. for full-decompositions.

An approach to the full-decomposition of sequential machines has been presented in [14] and [15].

In [16], classification of full-decompositions and formal definitions of different types of full-decompositions for Mealy and Moore machines are presented and theorems about different full-decompositions are provided.

In this report, another type of full-decomposition is considered - the full-decomposition of sequential machines with the separate realization of the next-state and output functions.
2. Two full-decomposition strategies

**DEFINITION 2.1** A **sequential machine** M is an algebraic system defined as follows:

\[ M = (I, S, O, \delta, \lambda) \]

where:

- \( I \) - a finite non-empty set of inputs,
- \( S \) - a finite non-empty set of internal states,
- \( O \) - a finite set of outputs,
- \( \delta \) - the next-state function: \( \delta: S \times I \rightarrow S \),
- \( \lambda \) - the output function, \( \lambda: S \times I \rightarrow O \) (a Mealy machine),
  
  or \( \lambda: S \rightarrow O \) (a Moore machine).

When an output set \( O \) and the output function \( \lambda \) are not defined, the sequential machine \( M = (I, S, \delta) \) is called a **state machine**.

Let \( M = (I, S, O, \delta, \lambda) \) be the sequential machine to be decomposed. In [16] such a full-decomposition is presented, that it is necessary to find two partial sequential machines \( M_1 = (I_1, S_1, O_1, \delta_1, \lambda_1) \) and \( M_2 = (I_2, S_2, O_2, \delta_2, \lambda_2) \) each having fewer states and/or inputs and/or outputs than \( M \). Each calculates its next-states and outputs using only the information about the input of \( M \) and, in combination, forming a sequential machine \( M' \) that imitates the behaviour of \( M \) from the input-output, or state-output and input-output, point of view (Fig. 2.1).

![Fig. 2.1 The full-decomposition of a sequential machine M with two partial sequential machines M_1 and M_2.](image-url)
Here, another kind of a full-decomposition will be considered. Instead of considering the realization of a machine $\text{M}$ as the whole, the realization of the next-state function $\delta$ is considered separately from the realization of the output function $\lambda$.

It is possible to abstract from the output function $\lambda$ and first to decompose the state machine defined by $I$, $S$ and the next-state function $\delta$. Then, it is possible to realize the output function $\lambda$, where $\lambda$ is treated as a function of the primary inputs to a sequential machine $\text{M}$ (in the Mealy case), and of the states of partial state machines $M_1$ and $M_2$ obtained from a full decomposition of the state machine defined by $I$, $S$ and $\delta$ (Fig. 2.2).

![Fig. 2.2 The full-decomposition of a sequential machine $\text{M}$ with the separate realization of the next-state and output functions.](image)

3. The full-decomposition of state machines

Let $M = (I, S, \delta)$ be the state machine to be decomposed and $M_1 = (I_1, S_1, \delta^1)$ and $M_2 = (I_2, S_2, \delta^2)$ be two partial state machines.

In a full-decomposition of a state machine, it is necessary to find the partial state machines $M_1$ and $M_2$ each of which having fewer states and/or inputs than the state machine $M$ and together forming a state machine $M'$ that imitates the behaviour of $M$ from the input-state point of view.

The following types of full-decomposition are feasible for a state machine:
- a parallel full-decomposition, where each of the component state machines calculates its own next-state independently of the other component state-machine, using only information about its own internal state and partial information about the inputs (Fig. 3.1).

![Diagram of parallel full-decomposition](image)

Fig. 3.1 The parallel full-decomposition of a state machine M into component state machines $M_1$ and $M_2$.

- a serial full-decomposition of type PS (present-state), where one of the component state machines uses the information about the present-state of the second component state machine and partial information about the inputs in order to calculate its own next-state (Fig. 3.2).

- a serial full-decomposition of type NS (next-state), where one of the component state machines uses the information about the next-state of the second component state machine and partial information about the inputs in order to calculate its own next-state (Fig. 3.2).

- a general full-decomposition, where each of the component state machines uses information about the state of the other component machine and partial information about the primary inputs in order to calculate its own next-state (Fig. 3.3).
Fig. 3.2 The serial full-decomposition of a state machine $M$ into component state machines $M_1$ and $M_2$.

Fig. 3.3 The general full-decomposition of a state machine $M$ into component state machines $M_1$ and $M_2$.

For a general full-decomposition, two types are feasible: - type PS (each of the submachines uses information about the present-state of the other submachine); and type PNS (one of the submachines uses information about the present-state of the second and the other submachine about the next-state of the first). However, in this paper, only type PS will be considered and the term "general decomposition" is assumed to mean "general decomposition of type PS".

Before considering the different types of full-decompositions for state machines, a definition of realization must be formulated.
DEFINITION 3.1 The state machine \( M' = (I', S', \delta') \) realizes a state machine \( M = (I, S, \delta) \) if, and only if, the following relations exist:

\[
\psi: I \rightarrow I' \quad \text{(a function)}
\]

and

\[
\varphi: S' \rightarrow S \quad \text{(a surjective partial function)},
\]

such that:

\[
\varphi(S') \delta x = \varphi(S' \delta' \psi(x)).
\]

In a full-decomposition of state machine \( M \), it is necessary to find the partial state machines \( M_1 \) and \( M_2 \) as well as the mappings:

\[
\psi: I \rightarrow I_1 \times I_2 \quad \text{and} \quad \varphi: S_1 \times S_2 \rightarrow S.
\]

The machines \( M_1 \) and \( M_2 \) together with the mappings \( \psi \) and \( \varphi \) realize the behaviour of the machine \( M \).

A full-decomposition of a state machine \( M \) is said to be non-trivial if, and only if, the number of inputs to each of the partial state machines is less than the number of inputs to machine \( M \) and/or the number of states of each of the partial state machines is less than the number of states of a machine \( M \).

From the considerations above, it is evident that full-decompositions of state machines can be characterized by the type of connection between the component state machines. The formal definitions of all the machine connections considered in this paper and the formal definition of the full-decomposition of a state machine are given below.

Let: \( s \in S_1, \quad t \in S_2, \quad x_1 \in I_1, \quad x_2 \in I_2. \)

DEFINITION 3.2 A parallel connection of two state machines:

\[
M_1 = (I_1, S_1, \delta^1)
\]

and

\[
M_2 = (I_2, S_2, \delta^2)
\]

is the machine:

\[
M_1 \| M_2 = (I_1 \times I_2, S_1 \times S_2, \delta^*)
\]

where:

\[
\delta^*((s, t), (x_1, x_2)) = (\delta^1(s, x_1), \delta^2(t, x_2))
\]
DEFINITION 3.3 A serial connection of type PS of two state machines:

\[ M_1 = (I_1, S_1, \delta^1) \]
and

\[ M_2 = (I_2, S_2, \delta^2), \]

for which \( I_2 = S_1 \times I_2 \),
is the machine \( M_1 \xrightarrow{P} M_2 = (I_1 \times I_2, S_1 \times S_2, \delta^*) \),
where:

\[ \delta^*((s,t),(x_1,x_2)) = (\delta^1(s,x_1),\delta^2(t,(s,x_2))) \]

DEFINITION 3.4 A serial connection of type NS of two state machines:

\[ M_1 = (I_1, S_1, \delta^1) \]
and

\[ M_2 = (I_2, S_2, \delta^2), \]

for which \( I_2 = S_1 \times I_2 \),
is the machine \( M_1 \xrightarrow{N} M_2 = (I_1 \times I_2, S_1 \times S_2, \delta^*) \),
where:

\[ \delta^*((s,t),(x_1,x_2)) = (\delta^1(s,x_1),\delta^2(t,(\delta^1(s,x_1),x_2))) \]

DEFINITION 3.5 A general connection of type PS of two state machines:

and

\[ M_1 = (I_1, S_1, \delta^1) \]
and

\[ M_2 = (I_2, S_2, \delta^2), \]

for which \( I_2 = S_1 \times I_2 \) and \( I_1 = S_2 \times I_1 \),
is the machine:

\[ M_1 \xrightarrow{P} M_2 = (I_1 \times I_2, S_1 \times S_2, \delta^*) \],
where:

\[ \delta^*((s,t),(x_1,x_2)) = (\delta^1(s,(t,x_1)),\delta^2(t,(s,x_2))) \]
**Definition 3.6** The state machine $M_1 \bowtie M_2$ is a *full decomposition of type* $\bowtie$ of state machine $M$ *if, and only if*, the connection of a given type $\bowtie$ of the state machines $M_1$ and $M_2$ realizes $M$, where:

$$\bowtie = \|, \rightarrow, \leftarrow, \leftrightarrow.$$ 

In order to analyze the information flow inside and between the state machines, the partition and partition pairs concepts, introduced by Hartmanis [11][12], are used here.

Let: $S$ be any set of elements.

**Definition 3.7** Partition $\pi$ on $S$ is defined as follows:

$$\pi = \{ B_i | B_i \subseteq S \text{ and } B_i \cap B_j = \emptyset \text{ for } i \neq j \text{ and } \bigcup B_i = S \},$$

i.e. a partition $\pi$ on $S$ is a set of disjoined subsets of $S$ whose set union is $S$.

For a given $s \in S$, the block of a partition $\pi$ containing $s$ is denoted by: $[s]_{\pi}$ while $[s]_{\pi} = [t]_{\pi}$ denotes that $s$ and $t$ are in the same block of $\pi$. Similarly, the block of a partition $\pi$ containing $S'$, where $S' \subseteq S$, is denoted by $[S']_{\pi}$.

A partition containing only one element of $S$ in each block is called a *zero partition* and is denoted by $\pi_s(0)$. A partition containing all the elements of $S$ in one block is called an *identity or one partition* and is denoted by $\pi_s(1)$.

Let: $\pi_1$ and $\pi_2$ be two partitions on $S$.

**Definition 3.8** Partition product $\pi_1 \cdot \pi_2$ is the partition on $S$ such that $[s]_{\pi_1 \cdot \pi_2} = [t]_{\pi_1 \cdot \pi_2}$ *if and only if* $[s]_{\pi_1} = [t]_{\pi_1}$ and $[s]_{\pi_2} = [t]_{\pi_2}$.

From this definition, it follows that the blocks of $\pi_1 \cdot \pi_2$ are obtained by intersecting the blocks of $\pi_1$ and $\pi_2$.

Let: $\pi_s$, $\tau_s$, $\pi_I$ be the partitions on $M = (I, S, \delta)$, in particular: $\pi_s$, $\tau_s$ on $S$, $\pi_I$ on $I$. 
DEFINITION 3.9

(i) \((T, \tau)\) is an \textbf{S-S partition pair} if and only if 
\[ \forall B \exists \pi \exists B' \exists \delta \in \mathbb{B}, B' \in \pi. \]

(ii) \((\pi, \tau)\) is an \textbf{I-S partition pair} if and only if 
\[ \forall \delta \in \pi \forall \tau \in \tau, \forall \delta \in \mathbb{S}, \delta \in \tau. \]

The practical meaning of the notions introduced above is as follows:

- \((T, \tau)\) is an S-S partition pair if and only if the blocks of \(T\) are mapped by \(M\) into the blocks of \(\tau\). Thus, if the block of \(T\) which contains the present-state of the machine \(M\) is known and the present input of \(M\) too, it is possible to compute unambiguously the block of \(\tau\) which contains the next-state of \(M\) for the states from a given block of \(T\) and a given input. The interpretation of the notion of an I-S partition pair is similar.

DEFINITION 3.10

Partition \(\pi\) has a \textbf{substitution property} (it is an \textit{SP-partition}) if and only if \((\pi, \pi)\) is an S-S pair.

Considering a state machine \(M = (I, S, \delta)\) to be a special case of a Moore machine \(M' = (I, S, 0, \delta, \lambda)\), where \(0 = S\) and \(\lambda\) is an identity function or a special case of a Mealy machine \(M'' = (I, S, 0, \delta, \lambda)\), where \(0 = S\) and \(\lambda = \delta\); the definitions for the full-decompositions of state machines are special cases of the appropriate definitions presented in [16] for sequential machines.

Thus, the theorems about the existence of full-decompositions of state machines can be obtained directly from the appropriate theorems proved in [16], therefore, they are given below without proof.

THEOREM 3.1

The state machine \(M = (I, S, \delta)\) has a non-trivial parallel full-decomposition if two partitions \(\pi\) and \(\tau\) on \(I\) and two partitions \(\pi\) and \(\tau\) on \(S\) exist, such that the following conditions are satisfied:

(i) \((\pi, \pi)\) is a S-S partition pair,
(ii) \((\pi, \tau)\) is an I-S partition pair,
(iii) \((\tau, \pi)\) is a S-S partition pair,
(iv) \((\tau, \tau)\) is an I-S partition pair,
(v) \(\pi \cdot \tau = \pi(\emptyset)\),
(vi) \(|\pi| < |I| \wedge |\tau| < |I| \vee |\pi| < |S| \wedge |\tau| < |S|\).
The interpretation of theorem 3.1 is as follows:

Let: \( M = (I, S, \delta) \) be the state machine to be decomposed.

Let: \( M_1 = (\pi_I, \pi_S, \delta^1) \) and \( M_2 = (\tau_I, \tau_S, \delta^2) \) be two state machines for which the partitions \( \pi_I, \pi_S, \tau_I \) and \( \tau_S \) satisfy the conditions of Theorem 3.1 and let the functions \( \delta^1 \) and \( \delta^2 \) be defined as follows:

\[ \forall B_1 \in \pi_S \ \forall A_1 \in \pi_I: \ \delta^1(B_1, A_1) = [\delta(B_1, A_1)]\pi_S, \]
and

\[ \forall B_2 \in \tau_S \ \forall A_2 \in \tau_I: \ \delta^2(B_2, A_2) = [\delta(B_2, A_2)]\tau_S, \]

where

\[ \delta: 2^S \times 2^I \rightarrow 2^S \]
and

\[ \delta(Q, X) = \{ \delta(s, x) | s \in Q \land x \in X \} \rightarrow X \subseteq I \) and \( Q \subseteq S. \]

Let: \( \psi: I \rightarrow \pi_I \times \tau_I \) be an injective function,

\( \Phi: \pi_S \times \tau_S \rightarrow S \) be a surjective partial function

and

\[ \psi(x) = ([x]\pi_I, [x]\tau_I), \]

\[ \Phi(B_1, B_2) = B_1 \cap B_2 \text{ if } B_1 \cap B_2 \neq \emptyset. \]

Since \( (\pi_S, \tau_S) \) is a S-S partition and \( (\pi_I, \pi_S) \) is an I-S partition pair, \( \delta(B_1, A_1) \) will be included in only one block of \( \pi_S \). This means that \( \delta^1(B_1, A_1) \) can be defined unambiguously. So, based only on the information about the block of \( \pi_I \) containing the input of \( M \) and the block of \( \pi_S \) containing the state of \( M \) (i.e. information about the input and present-state of \( M_1 \)), state machine \( M_1 \) can calculate unambiguously the block of \( \pi_S \) in which the next-state of \( M \) is contained (i.e. \( M_1 \) can calculate its own state).

Similarly, since \( (\tau_S, \tau_S) \) is a S-S partition pair and \( (\tau_I, \tau_S) \) is an I-S partition pair, \( \delta(B_2, A_2) \) will be included in only one block of \( \tau_S \) meaning that \( \delta^2(B_2, A_2) \) is defined unambiguously.

Thus, state machine \( M_2 \), based only on the information about its input and state (i.e. knowledge of the adequate block of \( \tau_I \) and the block of \( \tau_S \)), can calculate unambiguously its next-state (i.e. the adequate block of \( \tau_S \)).

Since \( \pi_S \cdot \tau_S = \pi_S(\emptyset) \), with information about the blocks of \( \pi_S \) calculated by \( M_1 \) and the blocks of \( \tau_S \) calculated by \( M_2 \) (i.e. information about the states of \( M_1 \) and \( M_2 \)), it is possible to calculate unambiguously the state of \( M \).
THEOREM 3.2 The state machine \( M = (I, S, \delta) \) has a non-trivial type
PS serial full decomposition if two partitions \( \pi_I \) and \( \tau_I \) on \( I \) and
two partitions \( \pi_S \) and \( \tau_S \) on \( S \) exist, such, that the following
conditions are satisfied:
(i) \((\pi_S, \pi_S)\) is a \( S-S \) partition pair,
(ii) \((\pi_I, \pi_S)\) is an \( I-S \) partition pair,
(iii) \((\tau_I, \tau_S)\) is an \( I-S \) partition pair,
(iv) \( \pi_S \cdot \tau_S = \pi_S(\emptyset) \),
(v) \(|I| < |S| \wedge |\pi_S| \cdot |\tau_I| < |S| \vee |\pi_S| < |S| \wedge |\tau_S| < |S| \).

If the partial state machines are defined as follows:
\( M_1 = (\pi_I, \pi_S, \delta^1) \) and \( M_2 = (\pi_S \times \tau_I, \tau_S, \delta^2) \),
the partitions \( \pi_S, \pi_I, \tau_I \) and \( \tau_S \) will satisfy the conditions of
Theorem 3.2 and the functions \( \delta^1 \) and \( \delta^2 \) will have the following
definitions:
\[
\forall B \in \pi_S \forall A \in \pi_I: \delta^1(B, A) = [\overline{\delta}(B, A)]\pi_S
\]
\[
\forall B \in \pi_S \forall B' \in \pi_S \forall A \in \pi_I: \delta^2(B, A) = [\overline{\delta}(B, A)]\tau_S
\]
and, if the functions \( \delta \) and \( \overline{\delta} \) will be defined in the same way as for
Theorem 3.1, then the interpretation of Theorem 3.2 is like that
of Theorem 3.1.

THEOREM 3.3 The state machine \( M = (I, S, \delta) \) has a non-trivial type
NS serial full-decomposition, if two partitions \( \pi_S \) and \( \tau_S \) on \( S \) and
two partitions \( \pi_I \) and \( \tau_I \) on \( I \) exist, such, that the following
conditions are satisfied:
(i) \((\pi_S, \pi_S)\) is a \( S-S \) partition pair,
(ii) \((\pi_I, \pi_S)\) is an \( I-S \) partition pair,
(iii) \( \forall s, t \in S \forall x_1, x_2 \in I:

\[\text{if } [s]_{\tau_S} = [t]_{\tau_S} \land [x_1]_{\tau_I} = [x_2]_{\tau_I} \land [s \delta_{x_1}]_{\pi_S} = [t \delta_{x_2}]_{\pi_S}\]

\[\text{then } [s \delta_{x_1}]_{\tau_S} = [t \delta_{x_2}]_{\tau_S}\]

(iv) \( \pi_S \cdot \tau_S = \pi_S(\emptyset) \),
(v) \(|I| < |S| \wedge |\pi_S| \cdot |\tau_I| < |S| \vee |\pi_S| < |S| \wedge |\tau_S| < |S| \).

If the partial state machines are defined as follows:
\( M_1 = (\pi_I, \pi_S, \delta^1) \) and \( M_2 = (\pi_S \times \tau_I, \tau_S, \delta^2) \),
the partitions \( \pi_I, \pi_S, \tau_I \) and \( \tau_S \) will satisfy the conditions of
Theorem 3.3 and the functions \( \delta^1 \) and \( \delta^2 \) will have the following
definitions:
\[ \forall B_1 \in \pi_1 \, \forall A_1 \in \pi_1^1: \quad \delta^1(B_1,A_1) = [\bar{\delta}(B_1,A_1)]\pi_2 \, , \]
\[ \forall B_1' \in \pi_1 \, \forall B_2 \in \pi_2 \, \forall A_2 \in \pi_2^1: \quad \delta^2(B_2,(B_1',A_2)) = [\{\delta(s,x) | s \in B_2, x \in A_2, \delta(s,x) \in B_1'\}]\pi_2 \, , \]
and, if the functions \( \psi \) and \( \phi \) will be defined in the same way as for Theorem 3.1, then the interpretation of Theorem 3.3 is like that of Theorem 3.1.

**THEOREM 3.4** The state machine \( M = (I, S, \delta) \) has a non-trivial type \( PS \) general full decomposition, if, and only if, two partitions \( \pi_1 \) and \( \tau_1 \) on \( I \) and two partitions \( \pi_2 \) and \( \tau_2 \) on \( S \) exist, such, that the following conditions are satisfied:

(i) \( (\pi_1,\pi_2) \) is an \( I-S \) partition pair,

(ii) \( (\tau_1,\tau_2) \) is an \( I-S \) partition pair,

(iii) \( \pi_2 \cdot \tau_2 = \pi_2(\emptyset) \),

(iv) \( |\tau_2| \cdot |\pi_1| < |I| \cdot |\pi_2| \cdot |\tau_1| < |I| \cdot |\pi_2| < |S| < |\pi_1| \cdot |\tau_2| < |\tau_1| \cdot |\pi_2| < |S| \)

If the partial state machines are defined as follows:
\( M_1 = (\tau_2 \times \pi_1, \pi_2, \delta^1) \) and \( M_2 = (\pi_2 \times \tau_1, \pi_2, \delta^2) \), the partitions \( \pi_1, \pi_2, \tau_1 \) and \( \tau_2 \) will satisfy the conditions of Theorem 3.4 and the functions \( \delta^1 \) and \( \delta^2 \) will have the following definitions:

\[ \forall B_1 \in \pi_1 \, \forall B_2 \in \pi_2 \, \forall A_1 \in \pi_1^1: \quad \delta^1(B_1,(B_2,A_1)) = [\bar{\delta}(B_1 \cap B_2),(A_1)]\pi_2 \, , \]
\[ \forall B_1 \in \pi_1 \, \forall B_2 \in \pi_2 \, \forall A_2 \in \pi_2^1: \quad \delta^2(B_2,(B_1,A_2)) = [\bar{\delta}(B_1 \cap B_2),(A_2)]\pi_2 \, , \]
and, if the functions \( \psi \) and \( \phi \) will be defined in the same way as for Theorem 3.1, then the interpretation of Theorem 3.4 is like that of Theorem 3.1.

In [14], a theorem similar to Theorem 3.2 is proved; however, there are two important differences between Theorem 3.2 and the theorem proved in [14]: Theorem 3.2 is formulated with weaker assumptions (e.g. it is not required to fulfil the condition: \( \pi_1 \cdot \tau_1 = \pi_1(\emptyset) \), but it is required in [14]) and another definition of nontriviality is used. So, Theorem 3.2 is more general than the one proved in [14].
4. The realization of an output function

Let: M = (I, S, O, δ, λ) be the sequential machine to be decomposed.

Let: M' = (I, S, δ) be the state machine expressing the next-state function of M that is implemented as a given type $\leftrightarrow$ ($\leftrightarrow$, $\Rightarrow$, $\Rightarrow$, $\Rightarrow$) of connection of partial state-machines $M_1 = (I_1, S_1, \delta_1)$ and $M_2 = (I_2, S_2, \delta_2)$.

Let: $\psi$ and $\Phi$ be two relations:

$\psi: \text{I} \rightarrow I_1 \times I_2$ (a function),

$\Phi: S_1 \times S_2 \rightarrow S$ (a surjective partial function),

defining mappings from the inputs of M (M') onto inputs of $M_1$ and $M_2$ and from states of $M_1$ and $M_2$ into states of $M$ (M') $\psi(x) = ([x]_{I_1}, [x]_{I_2})$ where: $x \in \text{I}$,

$\Phi(s_1, s_2) = s_1 \cap s_2$ if $s_1 \cap s_2 \neq \emptyset$, where: $s_1 \in S_1 = \pi_1, s_2 \in S_2 = \pi_2$.

When the conditions of one of the theorems presented in Paragraph 3 are satisfied and, in particular, the condition $\pi_1 \cdot \tau_2 = \pi_1 (\emptyset)$, then, each state $s$ of M will be defined unambiguously by the states $s_1$ of $M_1$ and $s_2$ of $M_2$. Now, it is possible to express the output function of M as a function of the states of $M_1$ and $M_2$ and, in a Mealy machine, a function of the primary inputs of M:

$\lambda^*: S_1 \times S_2 \rightarrow O \cup \{-\}$

and

$\lambda^*(s_1, s_2) = \left\{ \begin{array}{ll} \lambda(s_1 \cap s_2) = \lambda(s) & \text{if } s_1 \cap s_2 \neq \emptyset \\ - & \text{if } s_1 \cap s_2 = \emptyset \end{array} \right.$

(in a Moore machine)

or

$\lambda^*: S_1 \times S_2 \times \text{I} \rightarrow O \cup \{-\}

and

$\lambda^*(s_1, s_2, x) = \left\{ \begin{array}{ll} \lambda(s_1 \cap s_2, x) = \lambda(s, x) & \text{if } s_1 \cap s_2 \neq \emptyset \\ - & \text{if } s_1 \cap s_2 = \emptyset \end{array} \right.$

(in a Mealy machine),

where "-" means "don't care".

If the resultant function $\lambda^*$ is not too complicated, then, it can be directly implemented with one matrix-logic building block, otherwise, it must be decomposed before implementation.

Contrary to the states of a sequential machine, inputs and outputs of a sequential machine are pre-assigned in most cases,
because the inputs are considered by direct signals from around the machine, while, outputs are direct signals sent by the machine to its surroundings. Therefore, after assigning states of the machines $M_1$ and $M_2$, the output function $\lambda^*$ can be represented by a set of Boolean functions $\{\lambda^*_i\}$ (a multiple output Boolean function) of the input and state variables. So, in order to decompose the function $\lambda^*$, the methods for partitioning multiple output Boolean functions for matrix-logic implementation can be used. Describing those methods is beyond the scope of this report.

In the state assignment process for $M_1$ and $M_2$, information about the complexity of the resultant function $\lambda^*$ can be used in order to choose the state assignment that minimizes the complexity of a resultant logic.
5. Conclusion

The full-decomposition of a sequential machine can be done according to two different decomposition strategies. It is possible to consider a sequential machine as a unit and to find the partial sequential machines that realize the behaviour of a given sequential machine, or, the full-decomposition of the state machine, that expresses the next-state function $f$ of a given sequential machine, can be considered separately from the realization of output function $\lambda$.

The first strategy is described in [16] and the second in this report.

In the first case, the output functions $\lambda^1$ and $\lambda^2$ for the partial sequential machines and the output decoder $\theta$ must be implemented. In the second case, instead of $\lambda^1, \lambda^2$ and $\theta$, only the output function $\lambda^*$ need be implemented. This is especially attractive for Moore machines, where: $\lambda^*$ is only a function of the states of partial state machines. Additionally, if $\lambda^*$ need be decomposed prior to implementation, then, the methods for partitioning multiple output Boolean functions can be used for that purpose.

The separate consideration of the next-state and output functions leads to the less time and memory consuming computations than the joint consideration.

The notions and theorems presented in this report have straightforward practical interpretations and they constitute a theoretical basis for the algorithms and programs, that can be used for computing the different sorts of decompositions for sequential machines.
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