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Abstract
We report new results for a time-indexed formulation of nonpreemptive single-machine scheduling problems. We give complete characterizations of all facet inducing inequalities with integral coefficients and right-hand side 1 or 2 for the convex hull of the monotone extension of the set of feasible schedules. Furthermore, we identify conditions under which these facet inducing inequalities with right-hand side 1 or 2 are also facet defining for the convex hull of the set of feasible schedules. Our results may lead to improved cutting plane algorithms for single-machine scheduling problems.
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1 Introduction
Recently developed polyhedral methods have yielded substantial progress in solving many important NP-hard combinatorial optimization problems. Some well-known examples are the traveling salesman problem [Padberg and Rinaldi 1991], and large-scale 0-1 integer programming problems [Crowder, Johnson and Padberg 1983]. We refer to Hoffman and Padberg [1985] and Nemhauser and Wolsey [1988] for general descriptions of the approach.

For machine scheduling problems, however, polyhedral methods have not been nearly so successful and relatively few papers have been written in this area. The investigation and development of polyhedral methods for machine scheduling problems is important because traditional combinatorial algorithms do not perform well on difficult problem types in this class.


In this paper, we report new results for the time-indexed formulation of nonpreemptive single-machine scheduling problems studied by Sousa and Wolsey [1992]. They introduced three classes of inequalities. The first class consists of inequalities with right-hand side 1, and the second and third class of inequalities with right-hand side \( k \in \{2, \ldots, n\} \). In their cutting plane algorithm, they used an exact separation method only for inequalities with right-hand side 1 and for inequalities with right-hand side 2 in the second class. They used a simple heuristic to identify violated inequalities in the third class.

Their computational experiments revealed that the bounds obtained are strong compared to bounds obtained from other mixed integer programming formulations.

These promising computational results stimulated us to study the inequalities with right-hand side 1 or 2 more thoroughly. We extended the convex hull of the set of feasible solutions by applying monotonization. We derived complete characterizations of all facet inducing inequalities with integral coefficients and right-hand side 1 or 2 for the extended polytope. We also established conditions under which the identified inequalities are also facet inducing for the original polytope. It appears that only some of the classes of inequalities used in the computational experiments by Sousa and Wolsey were facet inducing. Our results may hence lead to improved cutting plane algorithms for single-machine scheduling problems.

For reasons of brevity, in the description of the characterizations some conditions and proofs are omitted; for a complete description see Van den Akker, Van Hoesel and Savelsbergh [1993]. The development and implementation of a branch-and-cut algorithm based on the identified classes of facet inducing inequalities will be discussed in a sequel paper. Some preliminary computational results are given in this paper.

2 Problem formulation

The usual setting for nonpreemptive single-machine scheduling problems is as follows. A set \( J \) of \( n \) jobs has to be scheduled on a single machine. Each job \( j \in J \) requires uninterrupted processing for a period of length \( p_j \), where \( p_j \) is some positive integer. The machine can handle no more than one job at a time.

The time-indexed formulation studied by Sousa and Wolsey [1992] is based on time-discretization, i.e., time is divided into periods, where period \( t \) starts at time \( t - 1 \) and ends at time \( t \). The planning horizon is denoted by \( T \), which means that all jobs have to be completed by time \( T \). The formulation is as follows:

\[
\text{minimize } \sum_{j=1}^{n} \sum_{t=1}^{T-p_j+1} c_{jt}x_{jt}
\]
subject to

$$\sum_{t=1}^{T-p_j+1} x_{jt} = 1 \quad (j = 1, ..., n),$$

$$\sum_{j=1}^{n} \sum_{s=t-p_j+1}^{t} x_{js} \leq 1 \quad (t = 1, ..., T),$$

$$x_{jt} \in \{0, 1\} \quad (j = 1, ..., n; \ t = 1, ..., T - p_j + 1),$$

where \(x_{jt} = 1\) if job \(j\) is started in period \(t\) and 0 otherwise. This formulation can be used to model several single-machine scheduling problems by an appropriate choice of the objective coefficients and possibly a restriction of the set of variables. For instance, if the objective is to minimize the weighted sum of the start times, we take coefficients \(c_{jt} = w_j(t - 1)\), where \(w_j\) denotes the weight of job \(j\); if there are release dates \(r_j\), i.e., job \(j\) becomes available at time \(r_j\), then we discard the variables \(x_{jt}\) for \(t = 1, ..., r_j\). In the sequel, we denote the set of feasible schedules by \(S\).

Many of the single-machine scheduling problems that can be modeled by the time-indexed formulation given above are \(NP\)-hard, and therefore the integer program given by this formulation is \(NP\)-hard. Crama and Spieksma [1993] prove that even when we take \(p_j = 2\) for all \(j\) and \(c_{jt} \in \{0, 1\}\) the problem is \(NP\)-hard. It is well-known that the problem of minimizing the weighted sum of the start times subject to release dates on the jobs, for which we will develop a cutting plane algorithm, is also \(NP\)-hard.

In the above formulation, the convex hull \(P_S\) of \(S\), the set of feasible schedules, is not full-dimensional. As it is often easier to study full-dimensional polyhedra, we study the convex hull \(P_{S^*}\) of \(S^*\), where \(S^*\) is the monotone extension of \(S\). A set \(V \subseteq \{0, 1\}^n\) is called monotone if for all \(x, y\) we have that \(x \leq y\) and \(y \in V\) implies that \(x \in V\). The monotone extension \(W^*\) of a set \(W \subseteq \{0, 1\}^n\) is defined as \(W^* = \{x \in \{0, 1\}^n | x \leq y \text{ for some } y \in W\}\). A description of \(S^*\), the monotone extension of the set of feasible schedules \(S\), can be obtained by relaxing the equations (2) into inequalities with sense less-than-or-equal, i.e., the set \(S^*\) is described by:

$$\sum_{t=1}^{T-p_j+1} x_{jt} \leq 1 \quad (j = 1, ..., n),$$

(1)

$$\sum_{j=1}^{n} \sum_{s=t-p_j+1}^{t} x_{js} \leq 1 \quad (t = 1, ..., T),$$

(2)

$$x_{jt} \in \{0, 1\} \quad (j = 1, ..., n; t = 1, ..., T - p_j + 1)$$

Observe that the set \(S^*\) is the set of all feasible partial schedules, i.e., the set of feasible schedules in which not all jobs have to be started. In the sequel, when we speak about a schedule, we mean a schedule that can be partial, i.e., it does not have to contain all jobs. When the schedule has to contain all jobs we call it a complete schedule. It is not hard to show that \(P_{S^*}\) is full-dimensional. In the sequel, we consider the polytope \(P_{S^*}\) unless we state otherwise.
Note that the collection of facet inducing inequalities for the polytope \( P_{S*} \) associated with the set of partial schedules includes the collection of facet inducing inequalities for the polytope \( P_S \) associated with the set of complete schedules.

Montone 0-1 polytopes, i.e., polytopes that are the convex hull of a monotone subset of \( \{0,1\}^n \), have been studied by Hammer, Johnson, and Peled [1985]. They proved the following lemma.

**Lemma 1** Let \( P \) be a monotone polytope. A facet inducing inequality \( ax \leq b \) for \( P \) with integral coefficients \( a_j \) and integral right-hand side \( b \) has either \( b > 0 \) and coefficients \( a_j \) in \( \{0,1,\ldots,b\} \) or is a positive scalar multiple of \(-x_j \leq 0\) for some \( j \).

**Corollary 1** A facet inducing inequality \( ax \leq b \) for \( P_{S*} \) with integral coefficients \( a_{js} \) and integral right-hand side \( b \) has either \( b > 0 \) and coefficients \( a_{js} \) in \( \{0,1,\ldots,b\} \) or is a positive scalar multiple of \(-x_{js} \leq 0\) for some \((j,s)\) with \( 1 \leq s \leq T-p_j+1 \).

Observe that the above corollary implies that the inequalities \( x_{js} \geq 0 \) are the only facet inducing inequalities with right-hand side 0.

Before we present our analysis of the structure of facet inducing inequalities with right-hand side 1 or 2, we introduce some notation and definitions.

The index-set of variables with nonzero coefficients in an inequality is denoted by \( V \). The set of variables with nonzero coefficients in an inequality associated with job \( j \) defines a set of time periods \( V_j = \{s | (j,s) \in V \} \). If job \( j \) is started in period \( s \in V_j \), then we say that job \( j \) is started in \( V \). With each set \( V_j \) we associate two values

\[
l_j = \min \{s | s - p_j + 1 \in V_j \}
\]

and

\[
u_j = \max \{s | s \in V_j \}.
\]

For convenience, let \( l_j = \infty \) and \( u_j = -\infty \) if \( V_j = \emptyset \). Note that if \( V_j \neq \emptyset \), then \( l_j \) is the first period in which job \( j \) can be finished if it is started in \( V \), and that \( u_j \) is the last period in which job \( j \) can be started in \( V \). Furthermore, let \( l = \min \{l_j | j \in \{1,\ldots,n\} \} \) and \( u = \max \{u_j | j \in \{1,\ldots,n\} \} \).

We define an interval \([t_1,t_2]\) as the set of periods \( \{t_1 + 1, t_1 + 2, \ldots, t_2\} \), i.e., the set of periods between time \( t_1 \) and time \( t_2 \). If \( t_1 \geq t_2 \), then \([t_1,t_2] = \emptyset \).

For presentational convenience, we use \( x(S) \) to denote \( \sum_{(j,s) \in S} x_{js} \). As a consequence of the Lemma 1, valid inequalities with right-hand side 1 will be denoted by \( x(V) \leq 1 \) and valid inequalities with right-hand side 2 will be denoted by \( x(V^1) + 2x(V^2) \leq 2 \), where \( V = V^1 \cup V^2 \) and \( V^1 \cap V^2 = \emptyset \). Furthermore, we define \( V^2_j = \{s | (j,s) \in V^2 \} \).

In the sequel, we shall often represent inequalities by diagrams. A diagram contains a line for each job. The blocks on the line associated with job \( j \) indicate the time periods \( s \) for which \( x_{js} \) occurs in the inequality. For example, an inequality of the form (2) can be represented by the following diagram:
3 Facet inducing inequalities with right-hand side 1

The purpose of this section is twofold. First, we present new results that extend and complement the work of Sousa and Wolsey [1992]. Second, we familiarize the reader with our approach in deriving complete characterizations of classes of facet inducing inequalities.

Establishing complete characterizations of facet inducing inequalities proceeds in two phases. First, we derive necessary conditions in the form of various structural properties. Second, we show that these necessary conditions on the structure of facet inducing inequalities are also sufficient. Finally, we give conditions on the horizon $T$ under which the presented sufficient conditions are also sufficient for an inequality to be facet inducing for the original polytope $P_S$.

A valid inequality $x(V) \leq 1$ is called maximal if there does not exist a valid inequality $x(W) \leq 1$ with $V \not\subseteq W$. The following lemma gives a general necessary condition and is frequently used in the proofs of structural properties.

Lemma 2 A facet inducing inequality $x(V) \leq 1$ is maximal. □

Property 1 If $x(V) \leq 1$ is facet inducing, then the sets $V_j$ are intervals, i.e., $V_j = [l_j - p_j, u_j]$.

Proof. Let $j \in \{1, \ldots, n\}$ and assume $V_j \neq \emptyset$. By definition $l_j - p_j + 1$ is the smallest $s$ such that $s \in V_j$ and $u_j$ is the largest such value. Consider any $s$ with $l_j - p_j + 1 < s < u_j$ and let job $j$ be started in period $s$, i.e., $x_{js} = 1$.

Suppose $(i, t) \in V$ is such that $x_{it} = x_{js} = 1$ defines a feasible schedule. If $t < s$, i.e., job $i$ is started before job $j$, then the schedule that we obtain by postponing the start of job $j$ until period $u_j$ is also feasible. This schedule does not satisfy $x(V) \leq 1$, which contradicts the validity of the inequality. Hence no job can be started in $V$ before job $j$. Similarly, we obtain a contradiction if $t > s$, which implies that no job can be started in $V$ after job $j$.

We conclude that choosing $x_{js} = 1$ prohibits any job from starting in $V$. Because of the maximality of $x(V) \leq 1$, we must have $(j, s) \in V$. □

Property 2 Let $x(V) \leq 1$ be facet inducing.
(a) Assume $l = l_1 \leq l_2 = \min\{l_j | j \in \{2, \ldots, n\}\}$. Then $V_1 = [l - p_1, l_2]$ and $V_j = [l_j - p_j, l]$ for all $j \in \{2, \ldots, n\}$.
(b) Assume $u = u_1 \geq u_2 = \max\{u_j | j \in \{2, \ldots, n\}\}$. Then $V_1 = [u_2 - p_1, u]$ and $V_j = [u - p_j, u_j]$ for all $j \in \{2, \ldots, n\}$. 
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Proof. (a) Let \( x(V) \leq 1 \) be facet inducing with \( l = l_1 \leq l_2 = \min\{l_j \mid j \in \{2, \ldots, n\}\} \). Observe that Property 1 implies that \( V_1 \) is an interval and that by definition its lower bound equals \( l - p_1 \). We now show that the upper bound is equal to \( l_2 \). Since \( x_{2,l_2 - p_2 + 1} = 1 \) and \( x_{1s} = 1 \) defines a feasible schedule for any \( s > l_2 \), we have that only one of these variables can occur in \( x(V) \leq 1 \); as by definition \( (2, l_2 - p_2 + 1) \in V \), it follows that the upper bound of \( V_1 \) is at most \( l_2 \). Now, let \( x_{1s} = 1 \) for some \( s \in [l - p_1, l_2] \). Reasoning as in the proof of Property 1 we can show that since \( l - p_1 + 1 \in V_1 \) it follows that no job can be started in \( V \) after job 1. As \( s \leq l_2 = \min\{l_j \mid j \in \{2, \ldots, n\}\} \), it is impossible to start any job in \( V \) before job 1. From the maximality of \( x(V) \leq 1 \) we conclude that \( V_1 = [l - p_1, l_2] \). Similar arguments can be applied to show that \( V_j = [l_j - p_j, l] \) for all \( j \in \{2, \ldots, n\} \).

The proof of (b) is similar to that of (a). \( \square \)

Observe that by Property 2(a) a facet inducing inequality \( x(V) \leq 1 \) with \( l = l_1 \) necessarily has \( u_1 = u \). Consequently, Property 2(a) and 2(b) can be combined to give the following theorem.

**Theorem 1** A facet inducing inequality \( x(V) \leq 1 \) has the following structure:

\[
\begin{align*}
V_1 &= [l - p_1, u], \\
V_j &= [u - p_j, l] \quad (j \in \{2, \ldots, n\}),
\end{align*}
\]

where \( l = l_1 \leq u_1 = u \). \( \square \)

This theorem says that a facet inducing inequality with right-hand side 1 can be represented by the following diagram:

```
1
\[l - p_1\] \[u\]
\[u - p_j\] \[l\]
\(j \in \{2, \ldots, n\}\)
```

\( l \leq 1. \)

Note that if \( l = u \), the inequalities with structure (3) coincide with the inequalities (2); if \( V_j = \emptyset \) for all \( j \in \{2, \ldots, n\} \), \( l = p_1 \), and \( u = T - p_1 + 1 \), then the inequalities with structure (3) coincide with the inequalities (1).

**Example 1** Let \( n = 3, p_1 = 3, p_2 = 4 \) and \( p_3 = 5 \). The inequality with structure (3), \( l = l_1 = 6 \) and \( u = u_1 = 7 \) is given by the following diagram:

```
2 3 4 5 6 7
1 \[2\] \[1/2\]
2 \[1/2\]
3 \[1/2\]
```

\( \leq 1. \)

Note that the fractional solution \( x_{14} = x_{17} = x_{33} = \frac{1}{2} \) violates this inequality.
The following theorem shows that the given necessary conditions are also sufficient. The proof of this theorem uses the concept of a counterexample. If \( x(V) \leq 1 \) is facet inducing, then since \( x(V) \leq 1 \) is maximal, for any \((j, s) \notin V\) there must be a feasible schedule such that \( x_{js} = 1 \) and \( x(V) = 1 \). Such a schedule is called a counterexample for \((j, s)\).

**Theorem 2** A valid inequality \( x(V) \leq 1 \) with structure (3) that is maximal is facet inducing for \( P_{S^*} \). □

**Proof.** Let \( x(V) \leq 1 \) be a valid inequality with structure (3) that is maximal, and let \( F = \{x \in P_S | x(V) = 1\} \). We show that \( \dim(F) = \dim(P_{S^*}) - 1 \) by exhibiting \( \dim(P_{S^*}) - 1 \) linearly independent directions in \( F \), where a direction is a vector \( d = x - y \) with \( x, y \in F \).

For notational convenience, a direction will be specified by its nonzero components. We give two sets of directions: unit vectors \( d_{js} = 1 \) for all \((j, s) \notin V\), and a set of \(|V| - 1 \) linearly independent directions \( d_{js1} = 1, d_{js2} = -1 \) with \((j_1, s_1), (j_2, s_2) \in V \). Together these give \( \dim(P_{S^*}) - 1 \) linearly independent directions.

If \((j, s) \notin V\), then since \( x(V) \leq 1 \) is maximal there exists a counterexample for \((j, s)\), say, defined by \( x_{js} = x'_{js} = 1 \). Clearly, this schedule is an element of \( F \) and, furthermore, the schedule \( y'_{js} = 1 \) also is an element of \( F \). We find that \( d = x - y \) yields the direction \( d_{js} = 1 \).

We determine the set of \(|V| - 1 \) directions \( d_{js1}, d_{js2} = -1 \) with \((j_1, s_1), (j_2, s_2) \in V \) in such a way that the undirected graph \( G \) whose vertices are the elements of \( V \) whose edges are given by the pairs \((j_1, s_1), (j_2, s_2)\) corresponding to the determined directions form a spanning tree. It is easy to see that this implies that the determined directions are linearly independent. Note that any unit vector \( x_{js} = 1 \) with \((j, s) \in V\) is an element of \( F \). Now we easily obtain the following directions. We have directions \( d_{js1} = 1, d_{js+1} = -1 \) for \( s, s+1 \in V_1 \), i.e., \( s = l - p_1 + 1, \ldots, u - 1 \). In the same way, we have directions \( d_{js} = 1, d_{js+1} = -1 \) for \( j \in \{2, \ldots, n\}, s, s+1 \in V_j \), i.e., \( s = u - p_j + 1, \ldots, l - 1 \). Finally, we have directions \( d_{l-p_1+1} = 1, d_{u-p_j+1} = -1 \) for \( j \in \{2, \ldots, n\} \) with \( V_j \neq \emptyset \). It is easy to see that these directions determine a spanning tree, and we hence have determined \(|V| - 1 \) linearly independent directions. □

The class of inequalities with structure (3) was already identified by Sousa and Wolsey [1992]. They have shown that if the planning horizon \( T \) is large enough these inequalities are also facet inducing for \( P_{S^*} \). Let \( p_{max} = \max\{p_j | j \in \{1, \ldots, n\}\} \).

**Theorem 3** If \( T \geq \sum_{j=1}^{n} p_j + 3p_{max} \), then a valid inequality \( x(V) \leq 1 \) with structure (3) that is maximal is facet inducing for \( P_{S^*} \). □

It is not hard to show that a valid inequality \( x(V) \leq 1 \) with structure (3) is maximal if and only if either \( V_j \neq \emptyset \) for some \( j \in \{2, \ldots, n\} \), or \( x(V) \leq 1 \) coincides with one of the inequalities (1), i.e., \( l = p_1 \) and \( u = T - p_1 + 1 \). Hence inequalities (1) and (2) are facet inducing for \( P_{S^*} \).

Note that an inequality with structure (3) is determined by one job, which w.l.o.g. is called job 1 and two time periods \( l \) and \( u \). Since the maximality condition stating that \( V_j \neq \emptyset \) for some \( j \in \{2, \ldots, n\} \) implies that \( u - p_{max} \leq l \), it follows that the number of facet inducing inequalities with structure (3) that does not coincide with an inequality (1) is bounded by \( nT_{p_{max}} \), and hence the total number of facet inducing inequalities with structure (3) is bounded by \( nT_{p_{max}} + n \), and hence is polynomial in the size of the formulation.
4 Facet inducing inequalities with right-hand side 2

In the previous section, we have derived a complete characterization of all facet inducing inequalities with right-hand side 1. We now derive a similar characterization of all facet inducing inequalities with right-hand side 2.

First, we study the structure of valid inequalities with right-hand side 2 and coefficients 0, 1, and 2. Consider a valid inequality \( x(V^1) + 2x(V^2) \leq 2 \). Clearly, at most two jobs can be started in \( V \). Let \( j \in \{1, \ldots, n\} \) and \( s \in V_j \). It is easy to see that, if job \( j \) is started in period \( s \), at least one of the following three statements is true.

(i) It is impossible to start any job in \( V \) before job \( j \), and at most one job can be started in \( V \) after job \( j \).

(ii) There exists a job \( i \) with \( i \neq j \) such that job \( i \) can be started in \( V \) before as well as after job \( j \) and any job \( j' \) with \( j' \neq j, i \) cannot be started in \( V \).

(iii) At most one job can be started in \( V \) before job \( j \), and it is impossible to start any job in \( V \) after job \( j \).

Therefore, we can write \( V = L_j \cup M_j \cup U_j \), where \( L_j \) is the set of variables for which statement (i) holds, \( M_j \) is the set of variables for which statement (ii) holds, and \( U_j \) is the set of variables for which statement (iii) holds. Analogously, we can write \( V_j = L_j \cup M_j \cup U_j \).

Note that each of the sets \( L_j, M_j, \) and \( U_j \) may be empty. If job \( j \) is started in a period in \( V_j \), then it is impossible to start any job in \( V \) before or after job \( j \). It follows that \( V_j \subseteq L_j \cup U_j \) for all \( j \) and hence \( V \subseteq L \cup U \). It is not hard to see that if \( L_j \neq \emptyset \) and \( U_j \neq \emptyset \), then the minimum of \( L_j \) is less than or equal to the minimum of \( U_j \), and the maximum of \( L_j \) is less than or equal to the maximum of \( U_j \). By definition \( L_j \cap M_j = \emptyset \) and \( M_j \cap U_j = \emptyset \). The set \( M_j \) consists of periods between the maximum of \( L_j \) and the minimum of \( U_j \), and hence \( M_j \) must be empty if \( L_j \cap U_j \neq \emptyset \). By definition of the sets \( L \) and \( U \), \( x(L) \leq 1 \) and \( x(U) \leq 1 \) are valid inequalities.

We conclude that a valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) can be represented by a collection of sets \( L_j, M_j, \) and \( U_j \). To derive necessary conditions on the structure of facet inducing inequalities with right-hand side 2, we study this LMU-structure more closely.

A valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) is called nondecomposable if it cannot be written as the sum of two valid inequalities \( x(W) \leq 1 \) and \( x(W') \leq 1 \). A valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) is called maximal if there does not exist a valid inequality \( x(W^1) + 2x(W^2) \leq 2 \) with \( V \subseteq W \), \( V^2 \subseteq W^2 \), where at least one of the subsets is a proper subset. The following lemma yields a general necessary condition and will be frequently used to prove structural properties.

**Lemma 3** A facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) is nondecomposable and maximal. □

The remaining part of the analysis of the LMU-structure proceeds in two phases. In the first phase, we derive conditions on the structure of the sets \( L \) and \( U \) by considering them separately from the other sets. The structural properties thus derived reveal that we have to
distinguish three situations when we consider the overall LMU-structure, based on how the sets \( L \) and \( U \) can be joined. In the second phase, we investigate each of these three situations and derive conditions on the structure of the set \( M \).

**Property 3** If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing, then the sets \( L_j \), \( M_j \), and \( U_j \) are intervals.

**Proof.** Let \( j \in \{1, \ldots, n\} \) and assume \( L_j \neq \emptyset \). By definition \( l_j - p_j + 1 \) is the smallest \( s \) such that \( s \in L_j \). Let \( s_1 \) denote the largest such value. Consider any \( s \) with \( l_j - p_j + 1 < s < s_1 \) and let \( j \) be started in period \( s \), i.e., \( x_{js} = 1 \).

Reasoning as in the proof of Property 1, we can show that from \( s_1 \in L_j \) it follows that no job can be started in \( V \) before job \( j \). Suppose \((t_1, t_1), (t_2, t_2) \in V \) with \( s < t_1 \) and \( s < t_2 \) are such that \( x_{js} = x_{i_1t_1} = x_{i_2t_2} = 1 \) defines a feasible schedule. Then the schedule obtained by starting job \( j \) in period \( l_j - p_j + 1 \) instead of in period \( s \) is also feasible, which contradicts \( l_j - p_j + 1 \in L_j \). Hence at most one job can be started in \( V \) after job \( j \).

We conclude that if \( x_{js} = 1 \), then no job can be started in \( V \) before job \( j \) and at most one job can be started in \( V \) after job \( j \). This means that if we choose \( x_{js} = 1 \), then \( x(V^1) + 2x(V^2) \leq 1 \). Because of the maximality of \( x(V^1) + 2x(V^2) \leq 2 \), we must have \((j, s) \in V \). Consequently, \( s \in L_j \) and we have that \( L_j \) is an interval. Analogously, the sets \( M_j \) and \( U_j \) are intervals. \( \square \)

Consider a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \). We have seen that \( V^2 \subseteq L \cap U \). Observe that if job \( j \) is started in \( L_j \cap U_j \), then it is impossible to start any job in \( V \) before or after job \( j \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, this implies \( V^2_j = L_j \cap U_j \) for all \( j \), i.e., \( V^2 = L \cap U \).

**Property 4** Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing.

(a) Assume \( l = l_1 \leq l_2 \leq \min\{l_j \mid j \in \{3, \ldots, n\}\} \). Then \( L_1 = [l - p_1, l_2] \) and \( L_j = [l_j - p_j, l] \) for all \( j \in \{2, \ldots, n\} \). Furthermore, there exists a \( j \in \{2, \ldots, n\} \) such that \( L_j \neq \emptyset \).

(b) Assume \( u = u_1 \geq u_2 \geq \max\{u_j \mid j \in \{3, \ldots, n\}\} \). Then \( U_1 = [u_2 - p_1, u] \) and \( U_j = [u - p_j, u_j] \) for all \( j \in \{2, \ldots, n\} \). Furthermore, there exists a \( j \in \{2, \ldots, n\} \) such that \( U_j \neq \emptyset \).

**Proof.** (a) Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing with \( l = l_1 \leq l_2 \leq \min\{l_j \mid j \in \{3, \ldots, n\}\} \). Note that by definition \( l - p_1 + 1 \in V_1 \). Since the earliest possible completion time of a job started in \( V \) is \( l \), we must have \( l - p_1 + 1 \in L_1 \). Reasoning as in the proof of Property 2, we find that \( L_1 \) is an interval with lower bound equal to \( l - p_1 \) and with upper bound at most equal to \( l_2 \). Now, let \( x_{1s} = 1 \) for some \( s \in [l - p_1, l_2] \). As in the proof of Property 3, we can show that from \( l - p_1 + 1 \in L_1 \), it follows that at most one job can be started in \( V \) after job 1. Since \( s \leq l_2 \), it is impossible to start any job in \( V \) before job 1. Because of the maximality of \( x(V^1) + 2x(V^2) \leq 2 \), we conclude that \( s \in L_1 \) and hence \( L_1 = [l - p_1, l_2] \). Similar arguments can be applied to show that \( L_j = [l_j - p_j, l] \) for all \( j \in \{2, \ldots, n\} \).

Now suppose \( L_j = \emptyset \) for all \( j \in \{2, \ldots, n\} \). We show that in this case \( x(V^1) + 2x(V^2) \leq 2 \) can be written as the sum of two valid inequalities with right-hand side 1, which contradicts the fact that \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing. Define \( W = \{(1, s) \mid s \in L_1 \cap U_1\} \cup \{(j, s) \mid j \in \{2, \ldots, n\}, s \in V_j\} \) and \( W' = \{(1, s) \mid s \in V_1\} \). We first show that \( \sum_{j=2}^{n} \sum_{s \in V_j} x_{js} \leq 1 \) is a valid inequality. For all \( j \in \{2, \ldots, n\} \) we have, since by assumption \( L_j = \emptyset \), \( l_j - p_j \geq l \),
i.e., \( s > l \) for all \( s \in V_j \). Consequently, if \( x_{j_1s_1} = x_{j_2s_2} = 1 \) defines a feasible schedule such that \( \sum_{j=2}^{n} \sum_{s \in V_j} x_{js} = 2 \), then \( x_{1,l-p_{l-1}} = x_{j_1s_1} = x_{j_2s_2} = 1 \) also defines a feasible schedule, which contradicts the validity of \( x(V^1) + 2x(V^2) \leq 2 \). Hence \( \sum_{j=2}^{n} \sum_{s \in V_j} x_{js} \leq 1 \) is a valid inequality and it easily follows that \( x(W) \leq 1 \) is also valid. Clearly, \( x(W') \leq 1 \) is a valid inequality and \( x(W) + x(W') = x(V^1) + 2x(V^2) \). We conclude that \( x(V^1) + 2x(V^2) \leq 2 \) is not facet inducing. Hence \( L_j \neq \emptyset \) for some \( j \in \{2, \ldots, n\} \).

The proof of (b) is similar to that of (a). \( \Box \)

As the proof of theorem (2), many of the proofs of the properties and theorems presented in this section use the concept of a counterexample. If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing, then, since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, for any \((j, s) \notin V\) there must exist a feasible schedule such that \( x_{js} = 1 \) and \( x(V^1) + 2x(V^2) = 2 \). Such a schedule is called a counterexample for \((j, s)\).

**Property 5** Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing.

(a) Assume \( l = l_1 \leq l_2 \leq l^* \), where \( l^* = \min\{l_j \mid j \in \{3, \ldots, n\}\} \). Then for all \( j \in \{3, \ldots, n\} \) such that \( L_j \neq \emptyset \) we have \( l_j = l^* \) and for all \( j \in \{3, \ldots, n\} \) such that \( L_j = \emptyset \) we have \( l^* - p_j \geq l \), i.e., \( L_j = [l^* - p_j, l] \) for all \( j \in \{3, \ldots, n\} \).

(b) Assume \( u = u_1 \geq u_2 \geq u^* \), where \( u^* = \max\{u_j \mid j \in \{3, \ldots, n\}\} \). Then for all \( j \in \{3, \ldots, n\} \) such that \( U_j \neq \emptyset \) we have \( u_j = u^* \) and for all \( j \in \{3, \ldots, n\} \) such that \( U_j = \emptyset \) we have \( u^* \leq u - p_j \), i.e., \( U_j = [u - p_j, u^*] \) for all \( j \in \{3, \ldots, n\} \).

**Proof.** (a) Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing with \( l = l_1 \leq l_2 \leq l^* \). By definition of \( l^* \) and Property 4, \( L_j \subseteq [l^* - p_j, l] \) for all \( j \in \{3, \ldots, n\} \). We assume w.l.o.g. \( l^* = l_3 \). Suppose that \( L_j \neq [l^* - p_j, l] \) for some \( j \in \{4, \ldots, n\} \), say \( L_4 \neq [l^* - p_4, l] \). Clearly, if \( l^* - p_4 = l \), then \( L_4 = \emptyset \) and hence \( L_4 = [l^* - p_4, l] \). Consequently \( l^* - p_4 < l \) and \( l_4 > l^* \), i.e., \( l^* - p_4 + 1 \notin V_4 \).

Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, there is a counterexample for \((4, l^* - p_4 + 1)\). Let \( x_{4,l^* - p_4 + 1} = x_{j_1s_1} = x_{j_2s_2} = 1 \) define such a counterexample. Since \( l^* - p_4 + 1 \leq l \), the jobs \( j_1 \) and \( j_2 \) are started after job 4. Clearly one of the jobs 1, 2 and 3 does not occur in \( \{j_1, j_2\} \).

Suppose job 3 does not occur. It is now easy to see that \( x_{3,l^* - p_3 + 1} = x_{j_1s_1} = x_{j_2s_2} = 1 \) is a feasible schedule, which contradicts the validity of \( x(V^1) + 2x(V^2) \leq 2 \). If job 1 or job 2 does not occur in \( \{j_1, j_2\} \) we obtain a contradiction in the same way.

The proof of (b) is similar to that of (a). \( \Box \)

Properties 4 and 5 say that if \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing and we assume \( l = l_1 \leq l_2 \leq l^* \), then the set \( L \) can be represented by the following diagram:

```
1
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>l - p_1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l_2 - p_2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l^* - p_j</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
2
j \in \{3, \ldots, n\}
```

Similarly, if we assume \( u = u_1 \geq u_2 \geq u^* \), then the set \( U \) can be represented by the following diagram:

```
1
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>l - p_1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l_2 - p_2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l^* - p_j</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>l</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
2
j \in \{3, \ldots, n\}
```
Observe that a facet inducing inequality with right-hand side 2 has at most three types of intervals $L_j$, each characterized by the definition of the first period of the interval, and at most three types of intervals $U_j$, each characterized by the definition of the last period of the interval. Stated slightly differently, with the exception of two jobs the intervals $L_j$ have the same structure for all jobs. Similarly, the intervals $U_j$ have the same structure for all but two jobs. It turns out that, when we study the overall LMU-structure, it suffices to consider three situations, based on the jobs with the deviant intervals $L_j$ and $U_j$:

(1a) \[ l = l_1 < l_2 \leq l^* \text{ and } u = u_1 > u_2 \geq u^*, \] where \( l^* = \min\{l_j \mid j \in \{3, \ldots, n\}\} \) and \( u^* = \max\{u_j \mid j \in \{3, \ldots, n\}\} \);

(1b) \[ l = l_1 < l_2 \leq l^*, \ u = u_1 > u_3 \geq u^*, \] and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \),
where \( l^* = \min\{l_j \mid j \in \{3, \ldots, n\}\} \) and \( u^* = \max\{u_j \mid j \in \{2, 4, \ldots, n\}\} \);

(2) \[ l = l_1 \text{ and } u = u_2. \]

Before we investigate each of the three situations, we prove a property that applies to case 1.

**Property 6** If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 < l_2 = \min\{l_j \mid j \in \{2, \ldots, n\}\} \) and \( u = u_1 > u_4 = \max\{u_j \mid j \in \{2, \ldots, n\}\} \), then \( l_2 < u_4 \).

**Proof.** Suppose that \( l_2 \geq u_4 \). We show that \( x(V^1) + 2x(V^2) \leq 2 \) can be written as the sum of two valid inequalities with right-hand side 1, which contradicts the fact that \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing. Let \( W = \{(1, s) \mid s \in L_1 \cap U_1\} \cup \{(j, s) \mid j \in \{2, \ldots, n\}, s \in V_j\} \) and \( W' = \{(1, s) \mid s \in V_1\} \cup \{(j, s) \mid j \in \{2, \ldots, n\}, s \in L_j \cap U_j\} \). Clearly \( x(W) + x(W') = x(V^1) + 2x(V^2) \) and \( x(W') \leq 1 \) is a valid inequality. From \( V_j \subseteq [l_j - p_j, u_j] \subseteq [l_2 - p_j, u_j] \) for all \( j \in \{2, \ldots, n\} \) and \( l_2 \geq u_4 \), it easily follows that \( \Sigma_{s \in V_j} x_{js} \leq 1 \) is a valid inequality and hence \( x(W) \leq 1 \) is also valid. \( \Box \)

4.1 Case (1a)

Observe that the conditions on \( l_j \) and \( u_j \) and Properties 4 and 5 completely determine the sets \( L \) and \( U \). Therefore, all that remains to be investigated is the structure of the set \( M \).

**Property 7** If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \), then \( M_1 = [u^* - p_1, l^*] \cap [l_2, u_2 - p_1] \), \( M_2 = [u^* - p_2, l^*] \cap [l, u - p_2] \cap [l_2 - p_2, u_2] \) and \( M_j = [u_2 - p_j, l_2] \cap [l, u - p_j] \) for \( j \in \{3, \ldots, n\} \).
Proof. Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \). We derive the structure of the set \( M \) from that of \( L \) and \( U \).

If job \( 1 \) is started in \( M_1 \), then, if \( l_2 \leq l^* \) and \( u_2 \geq u^* \), it is possible to start job \( 2 \) in \( V \) before as well as after job \( 1 \), which implies that \( M_1 \subseteq [l_2, u_2 - p_1] \). Furthermore, it is impossible to start any job \( j \in \{3, \ldots, n\} \) in \( V \) and hence \( M_1 \subseteq [u^* - p_1, l^*] \). We conclude that \( M_1 \subseteq [u^* - p_1, l^*] \cap [l_2, u_2 - p_1] \). If job \( 1 \) is started in period \( s \in [u^* - p_1, l^*] \cap [l_2, u_2 - p_1] \), then, since \( s \in [l_2, u_2 - p_1] \), \([l_2, u_2 - p_1] \subseteq [l - p_1, u] \), and \( L_2 \cap U_2 = [u - p_2, l] \), job \( 2 \) cannot be started in \( L_2 \cap U_2 \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is minimal, it follows that \( M_1 = [u^* - p_1, l^*] \cap [l_2, u_2 - p_1] \).

By definition \( M_2 \subseteq [l_2 - p_2, u_2] \). If job \( 2 \) is started in \( M_2 \), then, since \( l = l_1 \) and \( u = u_1 \), it should be possible to start job \( 1 \) in \( V \) before as well as after job \( 2 \), which implies that \( M_2 \subseteq [l, u - p_2] \). Furthermore, it is impossible to start any job \( j \in \{3, \ldots, n\} \) in \( V \) and hence \( M_2 \subseteq [u^* - p_2, l^*] \). We conclude that \( M_2 \subseteq [u^* - p_2, l^*] \cap [l, u - p_2] \cap [l_2 - p_2, u_2] \). If job \( 2 \) is started in period \( s \in [u^* - p_2, l^*] \cap [l, u - p_2] \cap [l_2 - p_2, u_2] \), then, since \( s \in [l_2 - p_2, u_2] \) and \( L_1 \cap U_1 = [u_2 - p_1, l_2] \), job \( 1 \) cannot be started in \( L_1 \cap U_1 \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, it follows that \( M_2 = [u^* - p_2, l^*] \cap [l, u - p_2] \cap [l_2 - p_2, u_2] \).

Let \( j \in \{3, \ldots, n\} \). If job \( j \) is started in \( M_j \), then it is possible to start job \( 1 \) in \( V \) before as well as after job \( j \), which implies that \( M_j \subseteq [l, u - p_j] \). Furthermore, it is impossible to start any job \( j' \in \{2, 3, \ldots, n\} \setminus \{j\} \) in \( V \) and hence \( M_j \subseteq [u_2 - p_j, l_2] \). We conclude that \( M_j \subseteq [u_2 - p_j, l_2] \cap [l, u - p_j] \). If job \( j \) is started in period \( s \in [u_2 - p_j, l_2] \cap [l, u - p_j] \), then, since \( s \in [u_2 - p_j, l_2] \), \( L_1 \cap U_1 = [u_2 - p_1, l_2] \), and, by Property 6, \( l_2 < u_2 \), job \( 1 \) cannot be started in \( L_1 \cap U_1 \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, it follows that \( M_j = [u_2 - p_j, l_2] \cap [l, u - p_j] \).

Observe that by definition \( M_k \subseteq [l_k - p_k, u_k] \) for all \( k \in \{1, \ldots, n\} \) and that for all but \( k = 2 \) this condition is dominated by other conditions. ∎

Properties 4, 5 and 7 completely determine the LMU-structure of a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \). However, in order to emphasize the inherent structure of the intervals \( M_j \), we prefer to use a different representation of the set \( M \). It is easy to show that, if \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \), then for all \( j \in \{3, \ldots, n\} \) we have \([u_2 - p_j, l_2] \subseteq L_j \) and \([u - p_j, l_2] \subseteq U_j \). We can use this observation to show that Properties 4, 5 and 7 can be combined to give the following theorem.

**Theorem 4** A facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \) has the following LMU-structure:

\[
\begin{align*}
L_1 &= [l - p_1, l_2], \\
M_1 &= [u^* - p_1, l^*] \setminus (L_1 \cup U_1), \\
L_2 &= [l_2 - p_2, l], \\
M_2 &= [\max\{u^*, l_2\} - p_2, \min\{l^*, u_2\}] \setminus (L_2 \cup U_2), \\
L_j &= [l^* - p_j, l], \\
M_j &= [u_2 - p_j, l_2] \setminus (L_j \cup U_j), \\
U_1 &= [u_2 - p_1, u], \\
U_2 &= [u - p_2, u_2], \\
U_j &= [u - p_j, u^*] \quad (j \in \{3, \ldots, n\}),
\end{align*}
\]

where \([u_2 - p_j, l] \subseteq L_j \) and \([u - p_j, l_2] \subseteq U_j \) for all \( j \in \{3, \ldots, n\} \). ∎

This theorem says that a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \) can be represented by the following diagram:

12
Example 2 Let \( n = 4, p_1 = 3, p_2 = 5, p_3 = 6, \) and \( p_4 = 9. \) The inequality with LMU-structure (4) and \( l = l_1 = 7, l_2 = 9, l^* = 12, u^* = 14, u_2 = 16 \) and \( u = u_1 = 19 \) is given by the following diagram:

Note that the fractional solution \( x_{15} = x_{1,19} = x_{2,10} = x_{2,16} = x_{4,4,4} \frac{1}{2} \) violates this inequality. It is easy to check that this solution satisfies all inequalities with structure (3).

The following theorem shows that the given necessary conditions are also sufficient.

Theorem 5 A valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \) and LMU-structure (4) that is nondecomposable and maximal is facet inducing for \( P_{S^*}. \)

Proof. Let \( x(V^1) + 2x(V^2) \leq 2 \) be a valid inequality with \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_2 \geq u^* \) and LMU-structure (4) that is nondecomposable and maximal, and let \( F = \{ x \in P_{S^*} | x(V^1) + 2x(V^2) = 2 \}. \) As in the proof of Theorem 2 we show that \( \dim(F) = \dim(P_{S^*}) - 1 \) by exhibiting \( \dim(P_{S^*}) - 1 \) linearly independent directions in \( F. \) We give three sets of directions: unit vectors \( d_{js} = 1 \) for all \( (j, s) \notin V, \) \( d_{js} = 1, d_{1, l-p_1+1} = d_{2u_2} = -1 \) for all \( (j, s) \in V^2, \) and a set of \( |V| - |V^2| - 1 \) linearly independent directions \( d_{js_1} = 1, d_{js_2} = -1 \) with \( (j_1, s_1), (j_2, s_2) \in V \setminus V^2. \) Together these give \( \dim(P_{S^*}) - 1 \) linearly independent directions in \( F. \)

If \( (j, s) \notin V, \) then, since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, there is a counterexample for \( (j, s), \) say, defined by \( x_{js} = x_{j_1 s_1} = x_{j_2 s_2} = 1. \) Clearly this schedule is an element of \( F. \) Note that the schedule \( y_{js_1} = y_{js_2} = 1 \) also is an element of \( F \) and hence \( d = x - y \) yields the direction \( d_{js} = 1. \)

Note that for \( (j, s) \in V^2 \) the schedule defined by \( x_{js} = 1 \) is an element of \( F. \) Since \( l < l_2 \) and, by Property 6, \( l_2 < u_2, \) we have that \( y_{1, l-p_1+1} = y_{2u_2} = 1 \) defines a feasible schedule. This schedule also is an element of \( F \) and hence \( d_{js} = 1, d_{1, l-p_1+1} = d_{2u_2} = -1 \) is a direction in \( F \) for all \( (j, s) \in V^2. \)

We determine the \( |V| - |V^2| - 1 \) directions \( d_{js_1} = 1, d_{js_2} = -1 \) with \( (j_1, s_1), (j_2, s_2) \in V \setminus V^2 \) in such a way that the undirected graph \( G \) whose vertices are the elements of \( V \setminus V^2 \)
and whose edges are given by the pairs \( \{(j_1, s_1), (j_2, s_2)\} \) corresponding to the determined directions is a spanning tree. This implies that the determined directions are linearly independent.

Observe that \( d_{j_1s_1} = 1, d_{j_2s_2} = -1 \) with \( (j_1, s_1), (j_2, s_2) \in V \setminus V^2 \) is a direction in \( F \) if there exists an index \((i, t) \in V \setminus V^2 \) such that \( x_{j_1s_1} = x_{it} = 1 \) and \( y_{j_2s_2} = y_{it} = 1 \) both define feasible schedules. In this case, we say that \( d_{j_1s_1} = 1, d_{j_2s_2} = -1 \) is a direction by \((i, t)\).

First, we determine directions that correspond to edges in \( G \) within the sets \( \{ (j, s) \mid s \in (L_j \cup M_j) \setminus U_j \} \) and \( \{ (j, s) \mid s \in U_j \setminus L_j \} \). For \( s - 1, s \in L_1 \setminus U_1, d_{1,s-1} = -1, d_{1s} = 1 \) is a direction by \((2, u_2)\). If \( M_1 \neq \emptyset \), then \( d_{1u} = -1, d_{im} = 1 \) is a direction by \((2, u_2)\), where \( m \) is the minimum of \( M_1 \), and for \( s - 1, s \in M_1, d_{1,s-1} = -1, d_{1s} = 1 \) is a direction by \((2, u_2)\). Furthermore, for \( s - 1, s \in U_1 \setminus L_1, d_{1,s-1} = -1, d_{1s} = 1 \) is a direction by \((2, l - p_1 + 1)\).

Second, we determine directions that correspond to edges in \( G \) between sets \( \{ (j, s) \mid s \in (L_j \cup M_j) \setminus U_j \} \) belonging to different jobs and between sets \( \{ (j, s) \mid s \in U_j \setminus L_j \} \) belonging to different jobs. We define \( W = \{(1, s) \mid s \in L_1 \cup U_1\} \cup \{(j, s) \mid j \in \{2, \ldots, n\}, s \in V_j \} \) and \( W' = \{(1, s) \mid s \in V_j \} \cup \{(j, s) \mid j \in \{2, \ldots, n\}, s \in L_j \setminus U_j \} \). Clearly \( x(W) + x(W') = x(V^1) + 2x(V^2) \) and \( x(W') \leq 1 \) is a valid inequality. Since \( x(V^1) + 2x(V^2) \leq 2 \) is nondecomposable, there must be a feasible schedule such that \( x(W) = 2 \), i.e., \( \sum_{j=2}^{n} \sum_{s \in V_j} x_{js} = 2 \). Let \( x_{j_1s_1} = x_{j_2s_2} = 1 \) with \( s_1 < s_2 \) define such a schedule. It is easy to see that we may assume \( s_1 = l_{j_1} - p_{j_1} + 1 \) and \( s_2 = u_{j_2} \). Then \( l_{j_1} - p_{j_1} + 1 = 1 \) defines a feasible schedule and it follows that \( d_{1l_{j_1} - p_{j_1} + 1} = -1, d_{j_1l_{j_1} - p_{j_1} + 1} = 1 \) is a direction by \((j_2, s_2)\). In the same way, since \( u = u_1, y_{j_1l_{j_1} - p_{j_1} + 1} = y_{1u} = 1 \) defines a feasible schedule and it follows that \( d_{1u} = -1, d_{j_2u_{j_2}} = 1 \) is a direction by \((j_1, s_1)\). For \( j \in \{2, \ldots, n\} \setminus \{j_1\} \) such that \( L_j \cup M_j \neq \emptyset, d_{j_1l_{j_1} - p_{j_1} + 1} = -1, d_{j_1l_{j_1} - p_{j_1} + 1} = 1 \) is a direction by \((1, u)\). Furthermore, for \( j \in \{2, \ldots, n\} \setminus \{j_2\} \) such that \( U_j \neq \emptyset, d_{j_2u_{j_2}} = -1, d_{ju} = 1 \) is a direction by \((1, l - p_1 + 1)\).

Finally, we determine a direction that corresponds to an edge in \( G \) between \( L \cup M \) and \( U \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is nondecomposable and \( x(U) \leq 1 \) is a valid inequality, there exists a feasible schedule with \( x(L) + x(M) = 2 \). Let \( x_{j_1s_1} = x_{j_2s_2} = 1 \) define such a schedule. Since \( l_1 = l \), we may assume w.l.o.g. \( j_1 = 1 \). Since \( s_2 \in L_2 \cup M_2, y_{j_2s_2} = y_{1u} = 1 \) is also a feasible schedule. It follows that \( d_{1s_1} = -1, d_{1u} = 1 \) is a direction by \((j_2, s_2)\).

It is easy to see that the determined directions form a spanning tree of \( G \) and we hence have determined \( |V| - |V^2| - 1 \) linearly independent directions.\( \square \)

The following theorem shows that the sufficient conditions given by the previous theorem are also sufficient for the original polytope if the planning horizon \( T \) is large enough.

**Theorem 6** If \( T \geq \sum_{j=1}^{n} p_j + 5p_{\text{max}} \), then a valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l' \) and \( u = u_1 > u_2 \geq u^* \) and LMU-structure (4) that is nondecomposable and maximal is facet inducing for \( P_S \).

**Proof.** The proof is an extension of the proof of the previous theorem. Let \( F = \{ x \in P_S | x(V^1) + 2x(V^2) = 2 \} \). Sousa and Wolsey [1992] showed that if \( T \geq \sum_{j=1}^{n} p_j + p_{\text{max}} \), then \( \dim(P_S) = \sum_{j=1}^{n} (T - p_{j} + 1) - n \), i.e., \( \dim(P_S) = \dim(P_S^*) - n \). We show that \( \dim(F) = \dim(P_S) - 1 \) by exhibiting \( \dim(P_S^*) - n - 1 \) linearly independent directions in \( F \). i.e., the
number of directions that we determine is \( n \) smaller than the number of directions in the previous proof.

Again, we give three sets of directions. The first set consists of directions \( d_{js} = 1, d_{js(j)} = -1 \) with \((j,s) \not\in V, s \neq s(j)\), where for each \( j \) we have that \( s(j) \) is chosen such that \((j,s(j)) \not\in V\). The first set corresponds to the first set in the previous proof; it however contains one fewer direction for each job and hence \( n \) fewer directions. The second and third set coincide with the second and third set in the previous proof in the sense that the directions have the same value for the entries corresponding to variables in the inequality. Since the directions in the first set have zero entries for all variables in the inequality, linear independence of the directions follows in the same way as in the previous proof.

Let \( j \in \{1, \ldots, n\} \). It is not hard to see that the horizon \( T \) is so large that there exists a time period \( s(j) \) such that for any feasible schedule \( x_{j1s_1} = x_{j2s_2} = 1 \) with \( x(V^1) + 2x(V^2) = 2 \) and \( j \not\in \{j_1,j_2\} \) the schedule \( x_{j1s_1} = x_{j2s_2} = x_{js(j)} = 1 \) is also feasible. In most cases \( s(j) \) can be set equal to 1 or \( T - p_j + 1 \). Now, let \( s \neq s(j) \) be such that \((j,s) \not\in V\). Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, there is a counterexample for \((j,s)\), say defined by \( x_{js} = x_{j1s_1} = x_{j2s_2} = 1 \). We show that, since \( T \geq \sum_{j=1}^n p_j + 5p_{\text{max}} \), this schedule can be extended to a complete schedule in which the machine is idle in the periods \( s(j), s(j)+1, \ldots, s(j)+p_j - 1 \). It is not hard to see that if a schedule that contains just one job, is extended to a complete schedule by scheduling the other jobs as early as possible, then the resulting schedule has at most \( p_{\text{max}} \) periods of idle time between the jobs. Similarly, a schedule with \( k \) jobs can be extended to a complete schedule with at most \( kp_{\text{max}} \) periods of idle time between the jobs. In this case, we have to extend a schedule with three jobs and a given interval of idle time. As the length of this interval is at most \( p_{\text{max}} \), it can be viewed as a virtual job. It now follows that we can extend the schedule to a complete schedule with at most \( 5p_{\text{max}} \) periods of idle time between the jobs, where \( 4p_{\text{max}} \) is caused by three jobs plus one virtual job, and an extra \( p_{\text{max}} \) is caused by the fact that the virtual job consists of idle time. We conclude that, since \( T \geq \sum_{j=1}^n p_j + 5p_{\text{max}} \), there is a complete schedule \( x^* \) with \( x^*_{js} = x^*_{j1s_1} = x^*_{j2s_2} = 1 \) in which the machine is idle in the periods \( s(j), s(j)+1, \ldots, s(j)+p_j - 1 \). Clearly, the schedule \( y^* \) obtained from \( x^* \) by starting job \( j \) in period \( s(j) \) instead of period \( s \) is also feasible. Now, \( x^* - y^* \) yields the direction \( d_{js} = 1, d_{js(j)} = -1 \).

The directions in the second and the third set are determined like in the previous proof. For the construction of the directions we start with the same schedules as in the previous proof. Using similar arguments as in the above paragraph, it follows that the lower bound on the horizon \( T \) ensures that each of these schedules can be extended to a complete schedule. As we obtain our directions by taking the differences of these complete schedules, these directions may contain some nonzero entries corresponding to variables outside the inequality.
then we have \( l^* < u_2 \) or \( l_2 < u^* \). It is easy to see that \( l^* < u_2 \) implies that \( U_2 \neq \emptyset \) and \( L_j \neq \emptyset \) for some \( j \in \{3, \ldots, n\} \), which implies that \( u_2 > u - p_{\max} \) and \( l^* < l + p_{\max} \). Analogously, \( l_2 < u^* \) implies that \( l_2 < l + p_{\max} \) and \( u^* > u - p_{\max} \). Since we also have \( l_2 \leq l^* \) and \( u_2 \geq u^* \), it is not hard to see that the number of facet inducing inequalities with structure (4) is bounded by \( 2n^2 T^3 p_{\max}^3 \), and is hence polynomial in the size of the formulation.

4.2 Case (1b)

As in case (1a), the conditions on \( l_j \) and \( u_j \) and Properties 4 and 5 completely determine the sets \( L \) and \( U \). From these properties we can easily derive that if \( l_2 = l^* \) and \( u_3 = u^* \), then \( L_i \neq \emptyset \) and \( U_i \neq \emptyset \) for \( i \) such that \( p_i = \max\{p_j \mid j \in \{2, \ldots, n\}\} \). But then \( l_i = l_2 \) and \( u_i = u_3 \) and we are in case (1a). We conclude that \( l_2 < l^* \) or \( u_3 > u^* \). All that remains to be investigated is the structure of the set \( M \).

**Property 8** If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \), then \( M_1 = \emptyset \), \( M_2 = \{u_3 - p_2, l^*\} \cap [l_2 - p_2, u^*] \), \( M_3 = [u^* - p_3, l^*] \cap [l_2 - p_2, u^*] \), \( M_5 = [u^* - p_3, l^*] \cap [l_2 - p_2, u^*] \), and \( M_j = [u^* - p_3, l^*] \cap [l, u - p_j] \) for \( j \in \{4, \ldots, n\} \).

The proof of this property is analogous to the proof of Property 7. Properties 4, 5, and 8 determine the LMU-structure of a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \). As in case (1a), we prefer to use a different representation of the set \( M \), in order to emphasize the inherent structure of the intervals \( M_j \). It turns out that a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \) has the following property, which restricts the class of inequalities determined by Properties 4, 5, and 8 and leads to a simpler form of the intervals \( M_j \).

**Property 9** If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \), then \( l^* \leq u^* \).

**Proof.** Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \). To be able to prove that \( l^* \leq u^* \), we first show that \([u_3 - p_2, \min\{l^*, u_3\}] \subseteq V_2 \) and \([\max\{u^*, l_2\} - p_3, l_2] \subseteq V_3 \). It is easy to see that if job 2 is started in \([u_3 - p_2, \min\{l^*, u_3\}] \) then, it is impossible to start any job \( j \in \{3, \ldots, n\} \) in \( V \) and job 1 cannot be started in \( L \cap U_1 \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is maximal, it follows that \([u_3 - p_2, \min\{l^*, u_3\}] \subseteq V_2 \). Analogously, \([\max\{u^*, l_2\} - p_3, l_2] \subseteq V_3 \). Since, by assumption, \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \), we have \( l_3 > l_2 \) and \( u_2 < u_3 \). From \([u_3 - p_2, \min\{l^*, u_3\}] \subseteq V_2 \) and \( u_2 < u_3 \), we conclude that \( l^* < u_3 \). Analogously, \( u^* > l_2 \). From \( l^* < u_3 \) and \( u^* > l_2 \), it follows that \( l^* < u^* \) if \( l_2 = l^* \) or \( u_3 = u^* \). We still have to show that \( l^* \leq u^* \) if \( l_2 < l^* \) and \( u_3 > u^* \). Suppose \( l_2 < l^* \) and \( u_3 > u^* \). We show that \([u - p_j, l^*] \subseteq U_j \) for all \( j \in \{2, 4, \ldots, n\} \). Let \( j \in \{2, 4, \ldots, n\} \) and let job \( j \) be started in \([u - p_j, l^*] \). Clearly, any job \( i \in \{3, \ldots, n\} \setminus \{j\} \) cannot be started before job \( j \). If job 2 is started before job \( j \), then, since \( M_2 \subseteq [u_3 - p_2, l^*] \) and \( l^* < u_3 \), job 2 is not started in \( M_2 \) and job 2 is hence started in \( L_2 \). It is now easy to see that at most one job can be started in \( V \) before job \( j \). Since \( L_1 \cap U_1 \subseteq [u_3 - p_1, l_2] \) and \( l_2 < l^* < u_3 \), job 1 cannot be started in \( L_1 \cap U_1 \). Because of the maximality of \( x(V^1) + 2x(V^2) \leq 2 \), we conclude
that \([u - p_j, l^*] \subseteq U_j\). Observe that from \(l_2 < u^*\) and Property 8 follows that \(U_j \neq \emptyset\) for some \(j \in \{2, 4, \ldots, n\}\) or \(M_2 \neq \emptyset\). If \(U_j \neq \emptyset\) for some \(j \in \{2, 4, \ldots, n\}\), then, since \([u - p_j, l^*] \subseteq U_j\), \(l^* \leq u^*\). If \(M_2 \neq \emptyset\), then since, by Property 8, \(M_2 = [u_3 - p_2, l^*] \cap [l, u - p_2] \cap [l_2 - p_2, u^*]\), we must have \(u_3 - p_2 < l^*\). It is easy to see that if job 2 is started in \([u_3 - p_2, l^*] \cap [l, u - p_2]\), then job 1 is the only job that can be started before as well as after job 2 and job 1 cannot be started in \(L_1 \cap U_1\). Since \(x(V^1) + 2x(V^2) \leq 2\) is maximal, this implies \(M_2 = [u_3 - p_2, l^*] \cap [l, u - p_2]\) and we conclude that \(l^* \leq u^*\). □

It is not hard to see that Properties 4, 5, 8, and 9 can be combined to give the following theorem.

**Theorem 7** A facet inducing inequality \(x(V^1) + 2x(V^2) \leq 2\) with \(l = l_1 < l_2 \leq l^*\), \(u = u_1 > u_3 \geq u^*\), and \(l_j > l_2\) or \(u_j < u_3\) for all \(j \in \{2, \ldots, n\}\) has the following LMU-structure:

\[
\begin{align*}
L_1 &= [l - p_1, l_2], & M_1 &= \emptyset, & U_1 &= [u_3 - p_1, l], \\
L_2 &= [l_2 - p_2, l], & M_2 &= [u_3 - p_2, l^*] \setminus (L_2 \cup U_2), & U_2 &= [u - p_2, u^*], \\
L_3 &= [l^* - p_3, l], & M_3 &= [u^* - p_3, l_2] \setminus (L_3 \cup U_3), & U_3 &= [u - p_3, u_3], \\
L_j &= [l^* - p_j, l], & M_j &= [u^* - p_j, l_2] \setminus (L_j \cup U_j), & U_j &= [u - p_j, u^*] \quad (j \in \{4, \ldots, n\}),
\end{align*}
\]

where \(l^* \leq u^*\). □

This theorem says that a facet inducing inequality \(x(V^1) + 2x(V^2) \leq 2\) with \(l = l_1 < l_2 \leq l^*\), \(u = u_1 > u_3 \geq u^*\), and \(l_j > l_2\) or \(u_j < u_3\) for all \(j \in \{2, \ldots, n\}\) can be represented by the following diagram:

![Diagram](image)

**Example 3** Let \(n = 4\), \(p_1 = 3\), \(p_2 = 5\), \(p_3 = 6\), and \(p_4 = 9\). The inequality with LMU-structure (5) and \(l = l_1 = 5\), \(l_2 = 7\), \(l^* = 9\), \(u^* = 12\), \(u_3 = 13\) and \(u = u_1 = 16\) is given by the following diagram:

![Diagram](image)
Note that the fractional solution \( x_{1,16} = x_{37} = x_{3,13} = x_{41} = \frac{1}{2} \) and \( x_{14} = \frac{1}{4} \) violates this inequality. It is easy to check that this solution satisfies all inequalities with structure (3).

The following theorem shows that the given necessary conditions are also sufficient.

**Theorem 8** A valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \) and LMU-structure (5) that is nondecomposable and maximal is facet inducing for \( P_{S^*} \). □

The proof of this theorem is similar to that of Theorem 5. In the same way as in case (1a), the proof can be extended to prove that the sufficient conditions given by the previous theorem are also sufficient for the original polytope if the horizon \( T \) is large enough.

**Theorem 9** If \( T \geq \sum_{j=1}^n p_j + 5p_{\text{max}} \), then a valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \) and LMU-structure (5) that is nondecomposable and maximal is facet inducing for \( P_S \). □

Furthermore, we can show that a valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 < l_2 \leq l^* \), \( u = u_1 > u_3 \geq u^* \), and \( l_j > l_2 \) or \( u_j < u_3 \) for all \( j \in \{2, \ldots, n\} \) and LMU-structure (5) is nondecomposable if and only if \( M_j \neq \emptyset \) for some \( j \in \{2, \ldots, n\} \). Necessary and sufficient conditions for such an inequality to be maximal can be derived as in case (1a).

An inequality with structure (5) is determined by three jobs and six time periods. By definition of case (1b) we have \( l_2 < u_3 \). It is easy to see that this implies that \( L_2 \neq \emptyset \) and \( U_3 \neq \emptyset \), and it follows that \( l_2 < l^* + p_{\text{max}} \) and \( u_3 > u - p_{\text{max}} \). We find that the number of facet inducing with structure (5) is bounded by \( n^3 T^2 p_{\text{max}}^2 \), and hence is also polynomial in the size of the formulation.

**Remark.** It may seem more natural to define case (1a) as \( l = l_1 < l_2 < l^* \) and \( u = u_1 > u_2 > u^* \), and case (1b) as \( l = l_1 < l_2 \leq l^* \) and \( u = u_1 > u_3 \geq u^* \). Since under this definition Property 9 does not hold, we prefer the given one.

### 4.3 Case (2)

Observe that in this case the conditions on \( l_j \) and \( u_j \) and Properties 4 and 5 do not completely determine the sets \( L \) and \( U \). It turns out to be beneficial to introduce a notion slightly different from that of \( l^* \) and \( u^* \), namely \( l' = \min\{l_j \mid j \in \{3, \ldots, n\}\} \) and \( u' = \max\{u_j \mid j \in \{3, \ldots, n\}\} \). Note that it is possible that \( l_2 > l' \) or \( u_1 < u' \), i.e., \( l' \) and \( u' \) do not necessarily coincide with \( l^* \) and \( u^* \) as defined in Property 5. We can however prove the following property in a way analogous to Property 5.

**Property 10** Let \( x(V^1) + 2x(V^2) \leq 2 \) be facet inducing with \( l = l_1 \) and \( u = u_2 \).

(a) For all \( j \in \{3, \ldots, n\} \) such that \( L_j \neq \emptyset \), we have \( l_j = l' \) and for all \( j \in \{3, \ldots, n\} \) such that \( L_j = \emptyset \), we have \( l' - p_j \geq l \), i.e., \( L_j = \left[l' - p_j, l \right] \) for all \( j \in \{3, \ldots, n\} \).

(b) For all \( j \in \{3, \ldots, n\} \) such that \( U_j \neq \emptyset \), we have \( u_j = u' \) and for all \( j \in \{3, \ldots, n\} \) such that \( U_j = \emptyset \), we have \( u' \leq u - p_j \), i.e., \( U_j = \left[u - p_j, u' \right] \) for all \( j \in \{3, \ldots, n\} \). □

We next investigate the structure of the set \( M \).
Property 11 If \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 \) and \( u = u_2 \), then \( M_1 = [u' - p_1, l'] \cap \{\min\{l_2, l'\}, u - p_1 \} \cap \{l_1 - p_1, u_1\} \), \( M_2 = [u' - p_2, l'] \cap \{\max\{u_1, u'\} - p_2\} \cap \{l_2 - p_2, u\} \), and \( M_j = \emptyset \) for \( j \in \{3, \ldots, n\} \). □

As in case (1b), the proof of this property is analogous to that of Property 7. Properties 4, 10 and 11 completely determine the LMU-structure of a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 \) and \( u = u_2 \). As in the previous two cases, we prefer to use a different representation of the set \( M \), in order to emphasize the inherent structure of the intervals \( M_j \).

It is easy to show that if \( x(V^1) + 2x(V^2) \leq 2 \) is facet inducing with \( l = l_1 \) and \( u = u_2 \), then \([l' - p_2, l] \subseteq L_2 \) and \([u' - p_1, u'] \subseteq U_1 \). It is now not hard to see that Properties 4, 10, and 11 can be combined to give the following theorem.

Theorem 10 A facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 \) and \( u = u_2 \) has the following LMU-structure:

\[
\begin{align*}
L_1 &= [l - p_1, \min\{l_2, l'\}], \\
M_1 &= [u' - p_1, \min\{l', u_1\}] \setminus (L_1 \cup U_1), \\
L_2 &= [l_2 - p_2, l], \\
M_2 &= [\max\{u_1, u'\} - p_2, l'] \setminus (L_2 \cup U_2), \\
L_j &= [l' - p_j, l], \\
M_j &= \emptyset, \\
U_1 &= [u - p_1, u_1], \\
U_2 &= [\max\{u_1, u'\} - p_2, u], \\
U_j &= [u - p_j, u'] \quad (j \in \{3, \ldots, n\}),
\end{align*}
\]

where \([l' - p_2, l] \subseteq L_2 \) and \([u' - p_1, u'] \subseteq U_1 \). □

This theorem says that a facet inducing inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 \) and \( u = u_2 \) can be represented by the following diagram:

Example 4 Let \( n = 4, p_1 = 3, p_2 = 5, p_3 = 6 \), and \( p_4 = 9 \). The inequality with LMU-structure (6) and \( l = l_1 = 6, l_2 = 6, l^* = 9, u^* = 11, u_1 = 6, \) and \( u_2 = u = 14 \) is given by the following diagram:
Note that (4, 6) ∈ L ∩ U, i.e., x_{46} has coefficient 2. The fractional solution x_{14} = x_{29} = x_{2,14} = x_{34} = x_{41} = \frac{1}{3} and x_{1,14} = \frac{2}{3} violates this inequality. It is easy to check that this solution satisfies all inequalities with structure (3).

The following theorem shows that the given necessary conditions are also sufficient.

**Theorem 11** A valid inequality \( x(V^1) + 2x(V^2) \leq 2 \) with \( l = l_1 \) and \( u = u_2 \) and LM-structure (6) that is nondecomposable and maximal is facet inducing for \( P_{S^*} \).

**Proof.** The proof proceeds along the same lines as that of Theorem 5. The first and second set of directions can be determined as in the proof of Theorem 5. We consider the third set of directions, i.e., we determine the \(|V| - |V^2| - 1\) directions \( d_{j_1,s_1} = 1, d_{j_2,s_2} = -1 \) with \((j_1,s_1), (j_2,s_2) \in V \setminus V^2\) in such a way that the undirected graph \( G \) whose vertices are the elements of \( V \setminus V^2 \) and whose edges are given by the pairs \{\((j_1,s_1), (j_2,s_2)\)\} corresponding to the determined directions is a spanning tree.

First, we determine directions that correspond to edges in \( G \) within the sets \{\((j,s) \mid s \in (L_j \cup M_j) \setminus U_j\}\} and \{\((j,s) \mid s \in U_j \setminus L_j\}\}. For \( s - 1 \), \( s \in L_j \setminus U_j, d_{j,s-1} = -1, d_{js} = 1 \) is a direction by \((2,u)\). If \( M_1 \neq \emptyset \), then \( d_{s, \min\{l_2,l'\}} = -1, d_{s,m} = 1 \) is a direction by \((2,u)\), where \( m \) is the minimum of \( M_1 \), and for \( s - 1, s \in M_1, d_{j,s-1} = -1, d_{js} = 1 \) also is a direction by \((2,u)\). Let \( s - 1, s \in U_j \setminus L_1 \). Note that \( s - 1 > \min\{l_2,l'\} \). If \( l_2 \leq l' \), then \( d_{1,s-1} = -1, d_{1s} = 1 \) is a direction by \((2,l_2 - p_2 + 1)\). If \( l_2 > l' \), then \( d_{1,s-1} = -1, d_{1s} = 1 \) is a direction by \((j,l' - p_2 + 1)\), where \( j \in \{3, \ldots, n\} \) is such that \( l_j = l' \). In the same way we find that for \( s - 1, s \in L_j \setminus U_2, d_{j,s-1} = -1, d_{2s} = 1 \) is a direction by \((1,u_1)\) if \( u_1 > u' \), and by \((j,u')\) if \( u_1 < u' \), where \( j \in \{3, \ldots, n\} \) is such that \( u_j = u' \). Observe that if job 2 is started in \( M_2 \), then job 1 is the only job that can be started before or after job 2. We find that if \( L_2 \neq \emptyset \) and \( M_2 \neq \emptyset \), then \( d_{2l} = -1, d_{2m} = 1 \) is a direction by \((1,u_1)\), where \( m \) is the minimum of \( M_2 \). For \( s - 1, s \in M_2, d_{j,s-1} = -1, d_{2s} = 1 \) also is a direction by \((1,u_1)\). Furthermore, for \( s - 1, s \in U_j \setminus L_2, d_{j,s-1} = -1, d_{2s} = 1 \) is a direction by \((1, l - p_1 + 1)\). Now, let \( j \in \{3, \ldots, n\} \). Note that \( M_j = \emptyset \). Clearly, for \( s - 1, s \in L_j \setminus U_j, d_{j,s-1} = -1, d_{js} = 1 \) is a direction by \((2,u)\) and for \( s - 1, s \in U_j \setminus L_j, d_{j,s-1} = -1, d_{js} = 1 \) is a direction by \((1, l - p_1 + 1)\).

Second, we determine directions that correspond to edges in \( G \) between the sets \{\((j,s) \mid s \in (L_j \cup M_j) \setminus U_j\}\} belonging to different jobs and between sets \{\((j,s) \mid s \in U_j \setminus L_j\}\} belonging to different jobs. It is easy to see that for \( j \in \{3, \ldots, n\} \) such that \( L_j \neq \emptyset \), \( d_{1,l-p_1+1} = -1, d_{l'-p_1+1} = 1 \) is a direction by \((2,u)\). For \( j \in \{3, \ldots, n\} \) such that \( U_j \neq \emptyset \), \( d_{2u} = -1, d_{l'u'} = 1 \) is a direction by \((1,l - p_1 + 1)\). We still have to determine a direction that corresponds to an edge in \( G \) between \{(2,s) \mid s \in (L_2 \cup M_2) \setminus U_2\}\} and one of the sets \{\((j,s) \mid s \in (L_j \cup M_j) \setminus U_j\}\} with \( j \in \{1,3, \ldots, n\} \), and a direction that corresponds to an edge in \( G \) between \{(1,s) \mid s \in U_1 \setminus L_1\}\} and one of the sets \{\((j,s) \mid s \in U_j \setminus L_j\) with \( j \in \{2, \ldots, n\}\). Observe that, since \( x(V^1) + 2x(V^2) \leq 2 \) is nondecomposable, we must have \((L_2 \cup M_2) \setminus U_2 \neq \emptyset \). We define \( W = \{(1,s) \mid s \in V_1\} \cup \{(2,s) \mid s \in L_2 \cup U_2\} \cup \{(j,s) \mid j \in \{3, \ldots, n\}, s \in L_j\}\) and \( W' = \{(1,s) \mid s \in L_1 \cup U_1\} \cup \{(2,s) \mid s \in V_2\} \cup \{(j,s) \mid j \in \{3, \ldots, n\}, s \in U_j\}\). Note that \( x(W) + x(W') = x(V^1) + 2x(V^2) \). Since \( x(V^1) + 2x(V^2) \leq 2 \) is nondecomposable, there exists a feasible schedule such that \( x(W) = 2 \), or there exists a feasible schedule such that \( x(W') = 2 \). Suppose that there exists a feasible schedule such that \( x(W) = 2 \). It is easy to see that in such a schedule some job \( j \in \{3, \ldots, n\} \) is started in \( L_j \), say job \( j_1 \), and that job 1 is started after job \( j_1 \). It easily follows that \( x_{j_1,l'-p_1+1} = x_{11} = 1 \) defines a feasible schedule.

If \( L_2 \neq \emptyset \), then, since \([l' - p_2, l'] \subseteq L_2 \), we have \( l_2 \leq l' \). It follows that \( y_{2,l_2-p_2+1} = y_{1u_1} = 1 \)
defines a feasible schedule. If job 2 is started in $M_2$, then job 1 can be started after job 2. Hence, if $M_2 \neq \emptyset$, then $y_{2, l_2-p_2+1} = y_{1w_1} = 1$ also defines a feasible schedule. We conclude that $d_{2, l_2-p_2+1} = -1, d_{j_1, u'-p_1+1} = 1$ is a direction by $(1, u_1)$. As $x_{j_1, u'-p_1+1} = x_{1w_1} = 1$ defines a feasible schedule, $y_{j_1, u'-p_1+1} = y_{2u}$ clearly also defines a feasible schedule. We find that $d_{1w_1} = -1, d_{2u} = 1$ is a direction by $(1, u1').$

Suppose that there is a feasible schedule such that $x(W') = 2$. It is now not hard to see that $x_{2, l_2-p_2+1} = x_{j_2u'} = 1$ is a feasible schedule for some job $j \in \{3, \ldots, n\}$ such that $U_j \neq \emptyset$, say for job $j_1$. Similarly to the previous case, we find that $d_{2, l_2-p_2+1} = 1, d_{1, l-p_1+1} = -1$ is a direction by $(j_1, u')$ and that $d_{j_1, u'} = 1, d_{1w_1} = -1$ is a direction by $(2, l_2 - p_2 + 1)$.

Finally, we determine a direction that corresponds to an edge in $G$ between $L \cup M$ and $U$. Since $x(V) + 2x(V^2) \leq 2$ is nondecomposable and $x(U) \leq 1$ is a valid inequality, there is a feasible schedule such that $x(L) + x(M) = 2$. It is easy to see that in such a schedule job 1 and job 2 are started in $L \cup M$. Let $x_{s_1} = x_{2s_2} = 1$ be such a schedule. Since $s_1 \in L_1 \cup M_1$, $y_{1s_1} = y_{2u} = 1$ also is a feasible schedule. It follows that $d_{2s_2} = 1, d_{2u} = -1$ is a direction by $(1, s_1)$.

It is easy to see that the determined directions form a spanning tree of $G$ and we have hence determined $|V| - |V^2| - 1$ linearly independent directions. □

In the same way as in case (1a), we can extend the proof of the above theorem to show that if the time horizon is large enough, then the given sufficient conditions are also sufficient for the original polytope.

**Theorem 12** If $T \geq \sum_{j=1}^n p_j + 5p_{\text{max}}$ then, a valid inequality $x(V^1) + 2x(V^2) \leq 2$ with $l = l_1$ and $u = u_2$ and LMU-structure (6) that is nondecomposable and maximal is facet inducing for $P_3$.

We can prove that a valid inequality $x(V^1) + 2x(V^2) \leq 2$ with $l = l_1$ and $u = u_2$ and LMU-structure (6) is nondecomposable if and only if $M_1 \neq \emptyset$ or $M_2 \neq \emptyset$, and $l' < u_1$ or $l_2 < u'$. Necessary and sufficient conditions for such an inequality to be maximal can be derived as in the previous two cases.

As an inequality with structure (4), an inequality with structure (6) is determined by two jobs and six time periods. Analogously to case (1a), we can show that the number of facet inducing inequalities with structure (6) is bounded $2n^2 T^4 p_{\text{max}}^2$, where the $T^4$ instead of $T^3$ stems from the fact that we do not necessarily have $l_2 \leq l'$ and $u_1 \geq u'$. The number of facet inducing inequalities is clearly polynomial in the size of the formulation.

5 Preliminary computational results

To obtain insight in the effectiveness of the classes of facet inducing inequalities discussed above, we have developed separation algorithms that identify violated inequalities in these classes, and we have embedded these separation algorithms in MINTO.

MINTO, a Mixed INTeger Optimizer [Nemhauser, Savelsbergh, and Sigismondi 1994] is a software system that solves mixed-integer linear programs by a branch-and-bound algorithm with linear relaxations. It also provides automatic constraint classification, preprocessing, primal heuristics and constraint generation. Moreover, the user can enrich the basic algorithm by providing a variety of specialized application functions that can customize MINTO to achieve maximum efficiency for a problem class.
The performance of the resulting algorithm has been tested on the \( \mathcal{NP} \)-hard single-machine scheduling problem of minimizing the weighted sum of the completion times subject to release dates. For the instances that were tested by Sousa and Wolsey [1992], the algorithm found the optimal value without branching, as their algorithm did. We report results for 20 randomly generated instances with 30 jobs and uniformly distributed parameters, with processing times in \([1, 5]\), weights in \([1, 10]\), and release dates in \([0, \frac{1}{3} \sum p_j]\).

Table 1 shows the value of the initial linear program (\(Z_{LP}\)), the value of the linear program after cuts with right-hand side 1 have been added (\(Z_{1P}\)), the value of the linear program after cuts with right-hand side 1 and 2 have been added (\(Z_{2P}\)), and the value of the optimal solution (\(Z_{IP}\)). The results indicate that both classes of inequalities are effective in reducing the integrality gap.

<table>
<thead>
<tr>
<th></th>
<th>(Z_{LP})</th>
<th>(Z_{1P})</th>
<th>(Z_{2P})</th>
<th>(Z_{IP})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6710.75</td>
<td>6724</td>
<td>6726</td>
<td>6727</td>
</tr>
<tr>
<td>2</td>
<td>6490.63</td>
<td>6518</td>
<td>6532</td>
<td>6533</td>
</tr>
<tr>
<td>3</td>
<td>5876.5</td>
<td>5887.5</td>
<td>5897</td>
<td>5897</td>
</tr>
<tr>
<td>4</td>
<td>5537</td>
<td>5537</td>
<td>5537.5</td>
<td>5540</td>
</tr>
<tr>
<td>5</td>
<td>5157.33</td>
<td>5165</td>
<td>5166.66</td>
<td>5185</td>
</tr>
<tr>
<td>6</td>
<td>4996</td>
<td>4996</td>
<td>4996</td>
<td>4996</td>
</tr>
<tr>
<td>7</td>
<td>4559.5</td>
<td>4589.33</td>
<td>4592.33</td>
<td>4620</td>
</tr>
<tr>
<td>8</td>
<td>5837</td>
<td>5837</td>
<td>5837</td>
<td>5837</td>
</tr>
<tr>
<td>9</td>
<td>5590</td>
<td>5590</td>
<td>5590</td>
<td>5590</td>
</tr>
<tr>
<td>10</td>
<td>5477</td>
<td>5477</td>
<td>5477</td>
<td>5477</td>
</tr>
<tr>
<td>11</td>
<td>5964.83</td>
<td>5974.83</td>
<td>5986</td>
<td>5986</td>
</tr>
<tr>
<td>12</td>
<td>6951</td>
<td>6951</td>
<td>6951</td>
<td>6951</td>
</tr>
<tr>
<td>13</td>
<td>5411.2</td>
<td>5423</td>
<td>5424.5</td>
<td>5434</td>
</tr>
<tr>
<td>14</td>
<td>4022.1</td>
<td>4029.33</td>
<td>4030.33</td>
<td>4044</td>
</tr>
<tr>
<td>15</td>
<td>4634</td>
<td>4636</td>
<td>4636</td>
<td>4636</td>
</tr>
<tr>
<td>16</td>
<td>4573.75</td>
<td>4582.125</td>
<td>4585.33</td>
<td>4597</td>
</tr>
<tr>
<td>17</td>
<td>6241.5</td>
<td>6266.5</td>
<td>6267.5</td>
<td>6279</td>
</tr>
<tr>
<td>18</td>
<td>4558.05</td>
<td>4593.52</td>
<td>4599</td>
<td>4606</td>
</tr>
<tr>
<td>19</td>
<td>5814</td>
<td>5829.8</td>
<td>5830</td>
<td>5830</td>
</tr>
<tr>
<td>20</td>
<td>4517.7</td>
<td>4536</td>
<td>4545.25</td>
<td>4558</td>
</tr>
</tbody>
</table>

Because of the encouraging computational results, we have started to develop and implement a full-blown branch-and-cut algorithm. We are investigating primal heuristics, branching strategies, and row management schemes. This branch-and-cut algorithm will be described in a subsequent paper, which will also include a discussion of the separation algorithms and a presentation of various computational experiments.

22
6 Related research

As mentioned in the introduction, Sousa and Wolsey [1992] and Crama and Spieksma [1993] have also studied the time-indexed formulation of single machine scheduling problems. In this section, we briefly indicate the relation between their research and our research.

Sousa and Wolsey present three classes of valid inequalities. The first class consists of inequalities with right-hand side 1, and the second and third class consist of inequalities with right-hand side \( k \in \{2, \ldots, n-1\} \). Each class of inequalities is derived by considering a set of jobs and a certain time period. The right-hand side of the resulting inequality is equal to the cardinality of the considered set of jobs.

They show that the inequalities in the first class, which is exactly the class of inequalities with structure (3), are all facet inducing. In Section 3, we have complemented this result by showing that all facet inducing inequalities with right-hand side 1 are in this class. With respect to the other two classes of valid inequalities we make the following observations. Any inequality in the second class that has right-hand side 2 can be lifted to an inequality with LMU-structure (4) if \( p_{k_1} \neq p_{k_2} \), and to an inequality with LMU-structure (6) if \( p_{k_1} = p_{k_2} \), where \( \{k_1, k_2\} \) is the set of jobs considered. Any inequality in the third class that has right-hand side 2 can be written as the sum of two valid inequalities with right-hand side 1. For either of the two classes, Sousa and Wolsey give an example of a fractional solution that violates one of the inequalities in the class and for which they claim that it does not violate any valid inequality with right-hand side 1. We found that in both cases the latter claim is false.

Crama and Spieksma investigate the special case of equal processing times. They completely characterize all facet inducing inequalities with right-hand side 1 and present two other classes of facet inducing inequalities with right-hand side \( k \in \{2, \ldots, n-1\} \).

Our characterization of all facet inducing inequalities with right-hand side 1 was found independently and generalizes their result. The inequalities in their second class that have right-hand side 2 are special cases of the inequalities with LMU-structure (6), and the inequalities in their third class that have right-hand side 2 are special cases of the inequalities with LMU-structure (4). In addition to the facet inducing inequalities reported in their paper, they have identified other classes of facet inducing inequalities with right-hand side 2 [Spieksma 1991].
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