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Abstract

The aim of this paper is to present a small calculus of extreme fixed points and to show it in action. The fixed-point theorem that was the main incentive for writing this paper is the fusion theorem presented in Section (3). It exploits the calculational properties of Galois connections.
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1 Introduction

Solving equations is fundamental to computing. Yet, rules for doing so are seldomly explicitly taught or used, and certainly not in a calculational way. This paper summarizes a small selection of such rules and shows their use in a series of examples. Most results obtained in these applications are well-known; it is the method—purely equational reasoning—that is novel.

Our universes of discourse are complete lattices—in some applications augmented with a regular-algebra structure—and all functions considered are monotonic. We present a calculus of least fixed points; its counterpart for greatest fixed points follows by dualization.

The following notations and notational conventions are used

- function application is denoted by a right-associative infix dot
- \( \mu f \) and \( \mu(x ightarrow f.x) \) denote the least fixed point of function \( f : x ightarrow f.x \), which maps \( x \) to \( f.x \)

• lifting: for any binary relation \( \sqsubseteq \) the lifted version \( \preceq \) is defined by
\[
f \preceq g \iff \forall (x :: f.x \sqsubseteq g.x)
\]
• sections: for binary infix operator \( \oplus \), sections \((b\oplus)\) and \((\oplus b)\) are the functions defined for all \(x\) by \((b\oplus).x = b \oplus x\) and \((\oplus b).x = x \oplus b\).

## 2 The calculus

The basic fixed-point theorem, and our main reason for confining attention to complete lattices, is the Knaster-Tarski theorem dealing with the existence of extreme fixed points.

1. [Knaster-Tarski] Every monotonic endofunction (on a complete lattice) has a least fixed point, which coincides with its least prefix point ("\(x\) is prefix point of \(f\)" means \(f.x \sqsubseteq x\)). Thus \(\mu f\) is characterized by

   [computation] \(f.\mu f = \mu f\).

   [induction] \(\mu f \sqsubseteq x \iff f.x \sqsubseteq x\) for all \(x\).

As a consequence of its shape, the induction rule is the first candidate for application in case of demonstranda of the form "\(\mu f \sqsubseteq x\)".

Three further useful, simple, and probably well-known, fixed-point rules are

2. [\(\mu\) monotonic] \(\mu f \sqsubseteq \mu g \iff f \preceq g\).

3. [rolling rule] \(\mu (f \circ g) = f.\mu (g \circ f)\).

4. [diagonal rule] \(\mu(x \mapsto x \oplus y) = \mu(x \mapsto \mu(y \mapsto x \oplus y))\), for every (monotonic) binary operator \(\oplus\).

Proofs of these rules is left to the reader.

## 3 \(\mu\)-Fusion and Galois connections

As remarked earlier, we know how to deal with demonstranda like \(\mu f \sqsubseteq x\). We have, for instance,
(5) \textbf{[simple $\mu$-fusion]} \quad \mu f \sqsubseteq g \cdot \mu h \iff f \circ g \sqsubseteq g \circ h.

What, however, should one do with demonstranda like $f \cdot g \sqsubseteq \mu h$ (and $f \cdot g = \mu h$), in which the $f$-application has to disappear in order to make the formula fit for $\mu g$-induction? This is where Galois connections enter the picture.

(6) \textbf{[Galois connection]} \quad \text{Functions } F \text{ and } G \text{ form a Galois connection with respect to } \sqsubseteq \text{ and } \leq \text{ precisely when, for all } x \text{ and } y,

\[
F.x \sqsubseteq y \iff x \leq G.y.
\]

Function $G$ is the \textit{upper adjoint} of $F$, denoted by $F^\#$; dually, $F$ is the \textit{lower adjoint} $G^\flat$ of $G$. (Note that $\#$ and $\flat$ can be defined because adjoints are unique.) \hfill \Box

The two most frequently used properties of Galois connections are

(7) \textbf{[cancellation]} \quad \text{Functions } F \text{ and } G \text{ that form a Galois connection (6) satisfy } F \circ G \sqsubseteq \text{id} \text{ and } \text{id} \leq G \circ F, \text{ where } \text{id} \text{ denotes the (appropriate) identity function.}

(8) \textbf{[adjoint]} \quad \text{A function is a lower adjoint precisely when it distributes over all suprema; a function is an upper adjoint precisely when it distributes over all infima.}

Now we are ready to formulate and prove the $\mu$-fusion rule.

(9) \textbf{[\mu-fusion]} \quad \text{Functions } f, g, \text{ and } h, \text{ where } f \text{ is a lower adjoint, satisfy}

(a) \quad f \cdot g \subseteq \mu h \iff f \circ g \sqsubseteq h \circ f

(b) \quad f \cdot g = \mu h \iff f \circ g = h \circ f.

\textbf{Proof} (b) follows from (a) and simple $\mu$-fusion. For (a) we calculate

\[
\begin{align*}
f \cdot g \subseteq \mu h \\
\equiv \quad \{ \quad \text{Galois connection (6), with } F := f \quad \} \\
\mu g \sqsubseteq f^\# \cdot \mu h \\
\iff \quad \{ \quad \text{simple $\mu$-fusion (5) \quad} \} \\
g \circ f^\# \leq f^\# \circ h \\
\equiv \quad \{ \quad \text{identities \quad}\} \\
id \circ g \circ f^\# \leq f^\# \circ h \circ id
\end{align*}
\]
\[ \{ \text{cancellation (twice): } id \leq f^\# \circ f \text{ and } f \circ f^\# \subseteq id; \]
\[ f^\# \circ h \text{ is monotonic} \}
\[ (f^\# \circ f) \circ g \circ f^\# \leq f^\# \circ h \circ (f \circ f^\#) \]
\[ \{ \circ \text{ is associative and } f^\# \text{ is monotonic} \}
\[ f \circ g \subseteq h \circ f . \]

\[ \]

Note that in order to apply the \( \mu \)-fusion theorem we do not need to know the upper adjoint \( f^\# \) of function \( f \), we only need to know that it exists. Property (8) was included because it constitutes the most common way to guarantee that existence.

As an aid in memorizing the \( \mu \)-fusion theorems note that the order of \( f, g, \leq \) or \( = \), and \( h \) is the same in the consequent and the antecedent, be it that in the antecedent the lower adjoint occurs twice, in different argument positions of \( \circ \).

We conclude the presentation of the calculus with a useful corollary of the rules presented so far.

(10) [exchange rule] Functions \( f, g, \) and \( h \), where \( g \) and \( h \) are lower adjoints, satisfy
\[ \mu(f \circ g) = \mu(f \circ h) \iff g \circ f \circ h = h \circ f \circ g . \]

The calculus of greatest fixed points is obtained from the above rules for least fixed points by the interchanges \( \mu \leftrightarrow \nu, \leq \leftrightarrow \supseteq \), and lower adjoint \( \rightarrow \) upper adjoint.

4 The calculus in action I

Any fixed point of a function that maps pairs of values to pairs of values is, of course, a pair. In this section we illustrate the calculus by showing how to calculate the individual components of the least fixed point of such a function, given that it is possible to calculate least fixed points of functions mapping single elements to single elements. The fixed-point equation to be dealt with is the following.

(11) \[ x, y :: x = x \odot y \land y = x \odot y . \]

We first consider two special cases in which \( \odot \) and \( \odot \) depend on only one of their arguments.
Lemma 12

(a) \( \mu((x, y) \mapsto (f \cdot x, g \cdot y)) = (\mu f, \mu g) \)

(b) \( \mu((x, y) \mapsto (f \cdot y, g \cdot x)) = (\mu (f \circ g), \mu (g \circ f)) \).

**Proof** of (a). With \( \Pi_1 \) denoting projection on the first component, we have to prove

\[
(13) \quad \Pi_1 \cdot \mu((x, y) \mapsto (f \cdot x, g \cdot y)) = \mu f .
\]

Since \( \Pi_1 \) distributes over all suprema, this is an occasion for applying \( \mu \)-fusion: doing so, we see that (13) follows from

\[
\Pi_1 (f \cdot x, g \cdot y) = f \cdot \Pi_1 (x, y) \quad \text{for all } x \text{ and } y,
\]

which is true.

The second component is dealt with similarly.

\( \square \)

**Proof** of (b)

\[
\mu((x, y) \mapsto (f \cdot y, g \cdot x)) = (\mu (f \circ g), \mu (g \circ f))
\]

\[
\equiv \quad \{ \quad \text{(a) on RHS} \quad \}
\]

\[
\mu((x, y) \mapsto (f \cdot y, g \cdot x)) = \mu((x, y) \mapsto (f \cdot g \cdot x, g \cdot f \cdot y))
\]

\[
\equiv \quad \{ \quad \text{define } \phi: \phi(x, y) = (f \cdot y, g \cdot x) \quad \}
\]

\[
\mu \phi = \mu (f \circ \phi)
\]

\[
\equiv \quad \{ \quad \mu (f \circ \phi) \subseteq \mu \phi \quad \}
\]

\[
\mu \phi \subseteq \mu (f \circ \phi)
\]

\[
\Leftarrow \quad \{ \quad \text{induction on } \phi \quad \}
\]

\[
\phi \cdot \mu (f \circ \phi) \subseteq \mu (f \circ \phi)
\]

\[
\equiv \quad \{ \quad \text{rolling rule} \quad \}
\]

\[
\text{true} .
\]

\( \square \)

With the aid of lemma (12), we now compute the least solution of (11), viz. we prove
Lemma 14

$$\mu((x, y) \mapsto (x \otimes y, x \otimes y)) = (\mu(x \mapsto x \otimes p.x), \mu(y \mapsto q.y \otimes y))$$

where \( p.x = \mu(v \mapsto x \otimes v) \) and \( q.y = \mu(u \mapsto u \otimes y) \), i.e. \( p.x \) and \( q.y \) are the least fixed points of the individual equations.

Proof

\[
\begin{align*}
\mu((x, y) \mapsto (x \otimes y, x \otimes y)) &= \{ \text{diagonal rule, (heading for lemma (12a)) with } x := (x, y) \text{ and} \\
&\quad \oplus \text{ defined by } (u, v) \oplus (x, y) = (u \otimes y, x \otimes v) \} \}
\mu((x, y) \mapsto (u \otimes v, x \otimes v))) = \{ \text{lemma (12a) and definition of } p \text{ and } q \} \}
\mu((x, y) \mapsto (q.y, p.x)) = \{ \text{lemma (12b) } \}
\mu(x \mapsto q.p.x), \mu(y \mapsto p.q.y)) = \{ \text{definition } q, p \} \}
\mu(x \mapsto \mu(u \mapsto u \otimes p.x), \mu(y \mapsto \mu(v \mapsto q.y \otimes v))) = \{ \text{diagonal rule twice: } u := x, v := y \} \}
\mu(x \mapsto x \otimes p.x), \mu(y \mapsto q.y \otimes y)) \).
\]

\[\Box\]

5 The calculus in action II

Next we consider an algebra (+, 0, \cdot, 1), where + denotes binary supremum with identity 0 in a complete lattice and \cdot is an associative composition operator with identity 1 that distributes over all suprema. Note that, in view of theorem (8), we have

(15) Functions \((b \cdot)\) and \((\cdot b)\) are lower adjoints.

Operator \(\ast\) is defined by

(16) [definition \(b \ast\)] \(b \ast = \mu(x \mapsto 1 + x \cdot b) \).
Given this fixed-point definition of $b^*$, the calculus now helps us prove all kinds of basic properties in regular algebra very concisely, such as

$$(17) \quad [a \cdot b^*] \quad a \cdot b^* = \mu(x \mapsto a + x \cdot b) .$$

$$(18) \quad [\text{star decomposition}] \quad (a + b)^* = b^* \cdot (a \cdot b^*)^* .$$

Note that (17) immediately invites the use of $\mu$-fusion. Its proof reads

\begin{align*}
a \cdot b^* &= \mu(x \mapsto a + x \cdot b) \\
&\equiv \{ \mu\text{-fusion, } (a \cdot) \text{ is a lower adjoint, } b^* = \mu(x \mapsto 1 + x \cdot b) \} \\
&\forall(x :: a \cdot (1 + x \cdot b) = a + (a \cdot x) \cdot b) \\
&\equiv \{ (a \cdot) \text{ over } +, \text{ associativity of } \cdot \} \\
&\text{true} .
\end{align*}

The proof of star decomposition is a prize application of the diagonal rule:

\begin{align*}
(a + b)^* \\
&= \mu(x \mapsto 1 + x \cdot (a + b)) \\
&= \{ \text{definition of } * \} \\
&\mu(x \mapsto \mu(y \mapsto 1 + x \cdot a + y \cdot b)) \\
&= \{ \text{associativity of } +, \text{ (17) with } a := 1 + x \cdot a \} \\
&\mu(x \mapsto (1 + x \cdot a) \cdot b^*) \\
&= \{ \text{over } + \} \\
&\mu(x \mapsto b^* + x \cdot a \cdot b^*) \\
&= \{ \text{associativity of } \cdot \text{ and (17) } \} \\
&b^* \cdot (a \cdot b^*)^* .
\end{align*}

Note how the associativity of the operators guides the construction of the above proofs: if a calculational step creates the possibility for regrouping arguments, the next step is to be performed on a subexpression that is the result of such a regrouping. This is a phenomenon we encounter over and over again.

The theorems given above suffice to prove other well-known properties like $b^* \cdot b^* = b^*$, $(b^*)^* = b^*$, etc.. The "dual" $^*b$ of $b^*$ is defined by
(19) [definition $*b$] $*b = \mu(x \mapsto 1 + b \cdot x)$.

Its most prominent property $b* = *b$ is an immediate corollary of the leapfrog rule, which reads

(20) [leapfrog] $a \cdot (b \cdot a)* = *(a \cdot b) \cdot a$.

The exchange rule (10) comes in handy for the proof of the above leapfrog rule. We conclude this section with an exercise:

(21) $*b \cdot a* = \mu(x \mapsto 1 + x \cdot a + b \cdot x)$.

6 The calculus in action III

In the preceding section we investigated the least solution of equation $x :: x = a + x \cdot b$. Here we consider its largest solution $\nu(x \mapsto a + x \cdot b)$. In particular we do so for a lattice that is completely distributive, so that, among other, things $(y +)$ and $(+ y)$ distribute over all infima and, hence, are upper adjoints. Then $\nu$-fusion yields a simple proof of the following theorem.

(22) If $(y +)$ is an upper adjoint, then we have, for all $a$ and $b$,

$$\nu(x \mapsto a + x \cdot b) = y + \nu(x \mapsto x \cdot b) \Leftarrow y = a + y \cdot b.$$ 

Proof

$$\nu(x \mapsto a + x \cdot b) = y + \nu(x \mapsto x \cdot b)$$

$$\Leftarrow \quad \{ (y +) \text{ is upper adjoint: } \nu\text{-fusion} \}$$

$$\forall(x :: a + (y + x) \cdot b = y + x \cdot b)$$

$$\Leftarrow \quad \{ (\cdot b) \text{ over } +, \text{ associativity of } + \}$$

$$a + y \cdot b = y.$$ 

$$\Box$$

In other words, if + distributes over all infima, the largest solution of inhomogeneous equation $x :: x = a + b \cdot x$ is the sum (i.e. supremum) of an arbitrary solution and the
largest solution of the “homogeneous” equation. Note that a special choice for \( y \) in theorem (22) is \( y = a \cdot b^* \).

An immediate corollary of theorem (22) is that if \( \nu(x \mapsto x \cdot b) = 0 \), function \( x \mapsto a + x \cdot b \) has a unique fixed point. This is the rule we call the Unique Extension Property (UEP) of Regular Algebra. It was first mentioned in [3]. In view of (17), the UEP can be formulated as

\[
(23) \quad \text{[UEP of regular algebra]} \quad \text{If } \nu(x \mapsto x \cdot b) = 0, \text{ then for all } a \text{ and } x, \\
\quad a + x \cdot b = x \iff x = a \cdot b^* .
\]

\( \square \)

The UEP shows the importance of property \( \nu(x \mapsto x \cdot b) = 0 \). In language theory it has the interpretation that “\( b \) does not possess the empty-word property”. In relation algebra we say “\( b \) is well-founded”: the property expresses that there are no infinite sequences of \( b \)-related elements (thus, if relation \( b \) represents a finite directed graph, \( \nu(x \mapsto x \cdot b) = 0 \) means that the graph is acyclic).

The above UEP has many applications in programming, because equations like \( a + x \cdot b = x \) and \( a + x \cdot b \subseteq x \) abound. Inductively defined sets, for instance, provide an example: the base is represented by \( a \) and the step by \( \cdot b \). If applicable, the UEP then expresses that \( x \mapsto a + x \cdot b \) has a unique fixed point, as a result of which it is irrelevant whether the semantics is a least-fixed-point or greatest-fixed-point or any other fixed-point-semantics.

As a more detailed example we consider recursively defined functional programs, viz. we consider the following recursive definition of the factorial function and transform it into another one:

\[
(24) \quad \begin{align*}
\text{fac.0} &= 1 \\
\text{fac.}(n+1) &= (n+1) \times \text{fac.n} , \text{ for } n \geq 0 .
\end{align*}
\]

First we show that a relational representation \( F \) of \( \text{fac} \) can be constructed that satisfies \( F = T \sqcup F \circ R \), for some \( T \) and some well-founded \( R \). (As a result the UEP is applicable, with + instantiated to relational union \( \sqcup \) and * instantiated to relational composition). With \( F \) and \( R \) defined by

\[
\begin{align*}
z(F)(n , y) &\equiv y = \text{fac.n} , \text{ for all } z \\
(a , b)(R)(n , y) &\equiv a + 1 = n \land (a + 1) \times b = y ,
\end{align*}
\]

we have \((n - 1 , \text{fac.}(n - 1))(R)(n , \text{fac.n})\) and so some relational calculus yields

\[
z(F)(n , y) \equiv (0 , 1) = (n , y) \lor z(F \circ R)(n , y) .
\]
Hence \( F = T \cup F \circ R \), for \( T \) defined by

\[
z(T)(n, y) \equiv (0, 1) = (n, y), \text{ for all } z.
\]

Note that, indeed, \( R \) is well-founded: there are no (left-) infinite sequences of \( R \)-related elements. So by the UEP, \( F = T \circ R \). Exploiting \( R^* = \star R \) (!), we see that \( F = T \circ Q \), where \( Q = \star R \), that is, \( Q \) is the (least) solution of

\[
Q = I \cup R \circ Q.
\]

Using the definitions of \( F \) and \( T \), \( F = T \circ Q \) reads

\[
(25) \quad y = \text{fac}.n \equiv (0, 1)(Q)(n, y)
\]

and, using \( R \), \( Q = I \cup R \circ Q \) reads

\[
(26) \quad (a, b)(Q)(n, y) \equiv (a, b) = (n, y) \lor (a + 1, (a + 1) \star b)(Q)(n, y).
\]

Writing \( (a, b)(Q)(n, y) \) as \( y = q_n.(a, b) \), (25) and (26) are simplified to

\[
\text{fac}.n = q_n.(0, 1)
\]

where

\[
q_n.(a, b) = \begin{cases} n = a & \rightarrow b \\ n \neq a & \rightarrow q_n.(a + 1, (a + 1) \star b) \end{cases}
\]

The latter is quite a different recursive definition of factorial from (24).

This example was inspired by Augusteijn [2]. The transformation given here is a special case of a more general transformation of a recursive-descent algorithm into a recursive-ascent algorithm. For more on relational calculus—and Galois connections—see Aarts et al. [1].

7 Epilogue

We have found it encouraging to experience how a small calculus like the one presented here can have a variety of applications (although inevitably it also has its limitations). Since fixed points are so prominent in computing, it is our hope that the use of such a calculus may help in making program design (yet) more calculational.
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